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Abstract

Febrile illness is a leading cause of health-care seeking and hospital ad-
missions in many settings. Estimates of the extent to which febrile illness
could be attributed to different fever causing pathogens are sparse and
when they do exist, are limited by studies with small sample sizes, small
numbers of diagnostic tests for a small number of potential causes, no
controls, and a lack of statistical approaches to use the data gathered
and estimate attribution.

The overall aim of this thesis is to further develop the application of
Bayesian latent class models for investigating attribution of a syndrome
to particular infections. Specifically, the aim is to provide estimates of
the extents to which fever-related illness could be attributed to different
fever-causing pathogens in four countries. The data used are diagnostic
test results from fever cases and controls recruited in the Febrile Illness
Evaluation in a Broad Range of Endemicities (FIEBRE) study.

To meet these aims, methodological and applied work using Bayesian
latent class models in two different but linked applications is carried out.
The first estimates the accuracy of a pre-specified list of diagnostic tests
in the absence of a perfect reference standard. This involves a simulation
study to investigate the impact of the conditional independence assump-
tion on estimates of diagnostic test sensitivity and specificity. This is
an assumption made in simple latent class models. Then, diagnostic
test accuracy meta-analysis are applied to estimate the accuracy of each
diagnostic test of interest.

The second application of latent class models uses the estimates of
test accuracy from the meta-analyses as priors in a model with the ob-
served multivariate imperfect binary diagnostic test data from cases and
controls. The combined application of latent class models allows esti-
mation of the fraction of fever cases attributed to different fever-causing
pathogens from imperfect diagnostic tests.
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1. Introduction

Chapter 1

Introduction

1.1 Overall aim

The overall aim of this thesis was to provide estimates of the extents to
which fever-related illness could be attributed to different fever-causing
pathogens, in four countries, using binary diagnostic test data from fever
cases and controls.

Three challenges identified included uncertainty about the accuracy
of different diagnostic tests, multiple diagnostic tests used to detect the
same infection and the possibility of co-infections. To address these chal-
lenges, I carried out methodological work on diagnostic test accuracy
estimation in the absence of a perfect reference standard. This work was
then applied in various diagnostic test accuracy meta-analyses. Finally,
practical work on Bayesian estimation of the causes of fever from case-
control data was needed that allowed for multiple imperfect diagnostic
tests and the possibility of co-infections.

In this introductory chapter, I look at the context of this research,
providing a brief introduction to febrile illness and diagnostic test accu-
racy before introducing latent class modelling which provides the frame-
work for all statistical analyses conducted. The final sections of this
chapter present the aims, objectives and outline of the rest of the thesis.

1.2 Febrile Illness

Febrile illness (henceforth referred to as fever), is a common symptom
of infectious and non-infectious disease [1] and is a challenge for public
health care systems globally. National Health Service England define
a fever as a temperature of 38°C or more in both children and adults
[2]. Not only is fever a leading cause of health-care seeking and hospital
admissions in many settings, with an estimated 16 million hospital ad-
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missions due to febrile-illness across sub-Saharan Africa in 2014 [3], it is
clear from reports, like the Global Burden of Disease, that febrile illness
leads to considerable morbidity and mortality [4].

A fever can be caused by many different pathogens including blood
and tissue parasites, invasive bacterial infections, invasive fungal infec-
tions, bacterial zoonoses and viral infections [5]. The principal causes
vary between locations [6, 7] and in many places are highly seasonal [8,
9]. The leading causes of fever in a place and time also differ depending
on the patient population of interest; for example, the distribution was
found to be different in adults compared to children in Tanzania [10, 11]
and was found to be different in immunocompromised patients in Viet-
nam [12] compared to a study that excluded human immunodeficiency
virus (HIV) infected patients [13].

Identifying the cause of fever is important for providing appropri-
ate timely treatment at the individual level and ensuring appropriate
resource allocation at the societal level. However, this identification is
often very challenging because of limited point-of-care diagnostic capac-
ity for many common causes of fever and the fact that it is difficult to
determine the cause of a fever from clinical presentation. Examples of
common infections that present with a fever not already mentioned in-
clude respiratory infections and urinary tract infections but fever can
also be present with autoimmune or inflammatory disorders, cancer or
even just due to use of antihistamines [14]. The negative outcomes of
incorrect or missed diagnoses for individuals and society include excess
morbidity and mortality, inefficient allocation of resources, and the grow-
ing spread of antimicrobial resistance by a "just-in-case" antibiotic pre-
scription strategy [15]. Improving the epidemiological understanding of
febrile illness is, therefore, an important research topic.

Historical investigations into the causes of fever in sub-Saharan Africa
and South East Asia, overwhelmingly associated fever with malaria to
the extent that the two words were almost synonymous; but as malaria
case incidence has declined in these settings [16] and reliable point-of-
care diagnostic tests for malaria are widely available [17], it is clear that
assuming fever is caused by malaria is not tenable. As a result, more
recent research has investigated the causes of non-malaria febrile illness
[18, 19]. While these studies highlighted that malaria is not the predom-
inant cause of febrile illnesses and that bacterial and arbovirus infections
have been overlooked, they have been limited to single country studies
and/or limited to a small number of diagnostic tests for a small num-
ber of potential causes of fever [18, 19]. These limited studies restrict
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the generalizability of the research outputs and therefore, have limited
ability to improve health outcomes for fever more generally.

The research presented in the current thesis uses data from the Febrile
Illness in a Broad Range of Endemicities (FIEBRE) study [20], a large
four-site case-control investigation into the causes of fever in children
and adult outpatients and inpatients. The FIEBRE study used a large
number of diagnostic tests at the point-of-care and at established ref-
erence laboratories across three continents, to look for over 50 different
pathogens as potential causes of fever. The primary aim of FIEBRE
is to improve the understanding of the causes of fever across the study
sites. To utilise the large data set of observed results from diagnostic
tests to estimate the leading causes of fever, it is important to adjust for
imperfect diagnostic tests; those tests that incorrectly classify a subset
of individuals as false positive or false negative. As a result, estimating
the accuracy of the diagnostic tests used in FIEBRE is a fundamental
part of this research.

1.3 Diagnostic test accuracy

Diagnostic tests aim to discriminate between individuals with and with-
out diseases and have become a mainstay in medical decision-making. A
perfect diagnostic test is assumed to correctly diagnose the true disease
status of all individuals. That is, the test is 100% sensitive (defined as
the ability of a test to correctly identify those individuals that have a
disease) and, 100% specific (defined as the ability of a test to correctly
identify those individuals who do not have a disease). However, perfect
diagnostic tests are rare and do not exist for many infections. Where
they do exist, they are often invasive procedures that take considerable
time, money and resources to get results from, for example, a biopsy.
As a result, the most commonly used diagnostic tests are not perfect
but deliver quick results at the point-of-care. Therefore, it is important
to remember that they are only a proxy for an individual’s true disease
status.

Given that diagnostic tests are frequently imperfect, their interpre-
tation presents a challenge to health care workers. This is also a key
statistical and epidemiological challenge when using the results of diag-
nostic tests to estimate the accuracy of a new test, or the prevalence of
an infection from multiple imperfect diagnostic tests or, in the FIEBRE
study, to estimate the proportion of fever cases attributable to a partic-
ular infection.
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The traditional approach used to evaluate the accuracy of diagnostic
tests, and the approach taught in most statistics classes, is to compare
the results of the test of interest against a known reference standard,
often called a gold-standard, which is assumed perfect (i.e. has 100%
sensitivity and specificity). However, given that most tests are imper-
fect, this scenario is rare in practice and instead the accuracy of a new
diagnostic test is usually evaluated against an imperfect test. This re-
sults in biased estimates of the sensitivity and specificity of the new test,
with knock on effects for the quantity of interest in a study [21, 22, 23].

The challenge of imperfect diagnostic tests has been recognised for
several decades and multiple methods have been proposed over the last
thirty years to enable unbiased estimation of diagnostic test accuracy in
the presence of imperfect reference tests. These methods include dis-
crepancy resolution and composite reference standards [24]. Discrepancy
resolution relies on a third ‘resolver’ test when the test under evaluation
and the reference test disagree. Composite reference standards explicitly
define a reference test which is a combination of imperfect reference tests.
However, both methods ultimately cause their own biases [25]. Instead,
one of the two the recommended methods in the Cochrane Handbook for
Systematic Reviews of Diagnostic Test Accuracy [26]) for estimating di-
agnostic accuracy in the presence of imperfect reference tests stems from
latent class models.

1.4 Latent class models

Latent class models are statistical models that are applied when the
presence of subgroups within a population is assumed and cannot be
directly observed. Latent class models also assume that membership to
an unobserved subgroup is explained by patterns in responses to observed
variables. Latent class models offer a flexible framework that has been
used across medical health research including: understanding vaccine
hesitancy [27], understanding risk of attrition in doctoral students [28],
and exploring patterns in sleep problems [29]. It is often useful to think of
latent class models hierarchically, where the basic principles are twofold.
Firstly, there is a latent indicator that specifies the class, state, mixture
or subgroup to which an individual belongs identified by a categorical
latent variable [30]. For an individual i we denote this latent (i.e. true)
subgroup as Zi. Zi takes a value 1, 2, .., C denoting C latent subgroups
and:

αc = Pr(Z = c) (1.4.1)
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where, α is a simplex with,
C∑

c=1
αc = 1. Secondly, the observed data Y are

modelled conditional on the latent indicator Z. For example, assuming
binary data:

Y |Z = c ∼ Bernoulli(pc) (1.4.2)

where, pc is a subgroup-specific parameter vector. Throughout the re-
search in the current thesis, this parameter is how we incorporate the
sensitivity and specificity of a diagnostic test. The output of a latent
class model is a probability of class membership. This is unlike cluster-
ing algorithms where the outcome is a discrete class membership [31].
Estimating the parameters of interest in latent class models is inherently
challenging due to issues of identifiability with many unknown parame-
ters to estimate and few degrees of freedom. To get around this problem,
additional information is often required. This could be in the form of
additional diagnostic test results, or the same tests applied simultane-
ously in multiple populations or, by leveraging a Bayesian approach and
incorporating informative prior distributions for some parameters [32].

First introduced by Hui and Walter in 1980 [33], latent class models
are now commonly used to assess diagnostic accuracy in the absence of
a gold-standard reference test across a wide range of diseases [34, 35,
36]. Latent class models have also more recently been used to estimate
the causes of pneumonia in the Pneumonia Etiology Research for Child
Health (PERCH) study [37, 38]. In this thesis, latent class models will be
used in diagnostic test accuracy meta-analyses to estimate the sensitivity
and specificity of diagnostic tests of interest using summary-level data
from different studies. Latent class models will then also be used to
estimate the causes of fever in the FIEBRE case-control study, combining
the observed test results with the estimates from diagnostic test accuracy
meta-analysis, adapted from the approach used in the PERCH study [37].

1.5 Aims and objectives

The overall aim of this thesis is to further develop the application of
Bayesian latent class models for investigating attribution of a syndrome
to particular infections. Specifically, the aim is to provide estimates of
the extents to which fever-related illness could be attributed to different
fever-causing pathogens in four countries using diagnostic test data from
fever cases and controls. To achieve this goal, the specific objectives are
listed below and a diagrammatic overview of the main investigations is
provided in Figure 1.1:

25 of 358



1. Introduction

1. Review how diagnostic test accuracy can be estimated in the pres-
ence of imperfect reference tests using Bayesian latent class analy-
ses (Chapter 2)

2. Explore the impact of key latent class model assumptions on esti-
mates of diagnostic test sensitivity and specificity through a simu-
lation study (Chapter 3)

3. Estimate the sensitivity and specificity of diagnostic tests used in
the FIEBRE study using Bayesian random-effect latent class meta-
analyses (Chapters 4 and 5)

4. Review aetiology research methodologies for investigating the causes
of syndromes (Chapter 6)

5. Estimate the aetiology of fever in the FIEBRE data set using
Bayesian partial latent class analysis (Chapters 7 and 8)

6. Compare the strengths and limitations of two different statistical
approaches, one a Bayesian partial latent class analysis and the
second a more traditional Frequentist analysis to estimating fever
aetiology (Chapter 9)

Figure 1.1: Diagrammatic overview of the main analyses within this
thesis

1.6 Outline

The thesis is split into three parts. Part 1 (Chapters 2-5) focuses on latent
class models for estimating the sensitivity and specificity of diagnostic

26 of 358



1. Introduction

tests in the absence of gold-standard reference tests. Part 2 (Chapters
6-9) uses latent class models to estimate the causes of fever from a case-
control study. Finally, Part 3 summarises the findings of the thesis. The
rest of this thesis is organized as follows:

1.6.1 Part 1: Diagnostic Test Accuracy Estimation

Chapter 2 introduces the statistical concepts involved in diagnostic test
accuracy estimation in the absence of a gold-standard reference test with
an emphasis on latent class models.

Chapter 3 (published manuscript) presents a simulation study ex-
ploring how the fundamental assumption made in latent class models
of statistical independence between tests conditional on the true disease
status, or lack thereof, impacts the resulting estimates of diagnostic test
sensitivity and specificity in the single-study setting.

Chapter 4 reviews latent class models for estimating sensitivity and
specificity of diagnostic tests within meta-analyses, describing the statis-
tical methods and outlining how the model results can be presented to
aid their interpretation.

Chapter 5 (published manuscript) discusses the application of the
meta-analyses methods presented in chapter 4 to five different systematic
reviews for diagnostic test accuracy before presenting an application of
the methods to estimate the accuracy of the Microscopic agglutination
test in the diagnosis of Leptospirosis. I also presented the findings of the
Dengue diagnostic accuracy review through a poster presentation at the
Royal Society of Tropical Medicine and Hygiene annual meeting 2023.

1.6.2 Part 2: Fever Aetiology Estimation

In Chapter 6, I discuss what aetiology research is and the currently
available statistical methods that can be used in aetiology research.

Chapter 7 introduces the FIEBRE case-control study including a
basic description of the data and outlining my data-management and
analysis role in this study.

In Chapter 8 the statistical methods in chapter 7 are applied to
the FIEBRE case-control study. I presented this work through an oral
presentation at the 44th annual conference of the International Society
for Clinical Biostatistics in Milan, Italy, in person in 2023.

Chapter 9 compares the results of the aetiology estimation from
the method used in chapter 7 with an alternative frequentist statistical
approach and discusses the strengths and limitations of both.
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1.6.3 Part 3: Thesis summary

Finally, Chapter 10 summarizes the findings and contributions of this
thesis and discusses future directions for latent class models in diagnostic
test accuracy estimation and aetiology research.
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2. Statistical and epidemiological considerations

Chapter 2

Statistical and
epidemiological considerations

2.1 Preamble

This chapter reviews the literature on diagnostic test accuracy estima-
tion in the single-study setting. That is, when multiple tests are applied
to the same individuals from the same population. To estimate the sen-
sitivity and specificity of a new or existing diagnostic test, this requires
the comparison of test results from more than one test carried out on the
same individuals, the number of tests required depends on the statisti-
cal method chosen and is discussed in the following chapter. Although
ordinal and continuous diagnostic tests exist, the focus throughout this
thesis is on binary diagnostic tests that are the most commonly relied
upon tests for clinical decision making.

Overall, this chapter highlights the importance of diagnostic tests
in health care delivery as well as the importance of understanding the
accuracy of diagnostic tests. The statistical concepts that underpin di-
agnostic test accuracy estimation and the methods that are used in the
proceeding chapters will also be introduced.

2.2 Diagnostic tests and their importance

Diagnostic tests aim to discriminate between individuals with and with-
out disease. Not only are they a primary tool relied upon at the point
of care for treatment prescriptions but also within national public health
programs to estimate disease prevalence. This can be evidenced within
the COVID-19 pandemic where diagnostic tests were used to detect out-
breaks and determine which individuals must self-isolate [39, 40]. The
result of a diagnostic test is typically a categorization, most commonly
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dichotomous, of an underlying continuous variable, for example, parasite
load or the presence of antibodies. With an underlying continuous vari-
able, the designation of truly infected or not infected is not always clear
cut. Diagnostic test results are therefore, only a proxy for an individual’s
true disease status and are frequently imperfect [41].

While it is easy to see the need for diagnostic tests, their imperfect
nature can have negative consequences [42]. A false positive result can
have negative health, financial and psychological effects on an individual
and wider societal consequences, including the overestimation of disease
resulting in misleading policy guidance and health care interventions. On
the other hand, a false negative result at the societal level, may lead to
underestimates of disease prevalence and failure to interrupt the chain
of transmission (where relevant), while at the individual level, it may
lead to a person not receiving treatment for a condition with serious
health consequences. Although much time and effort is spent develop-
ing the most accurate diagnostic tests, the tests must combine accuracy
with accessibility, ease of use, cost and speed of result. Therefore, the
development of new diagnostic tests is always ongoing.

Diagnostic tests, like all private goods, are excludable and rival. As a
result, not all diagnostic tests are available in all locations, to all individ-
uals, for all infections. The COVID-19 pandemic highlighted inequities
in access to diagnostic tests. It was reported in 2023 that only 20.4% of
all COVID-19 tests administered worldwide have been used in low- and
lower-middle- income countries, despite these countries comprising 50.6%
of the global population [43], and this situation is not unique to COVID-
19 [44]. Low-income and middle-income countries have a disproportion-
ately large share of the global burden of disease but a disproportionately
low share of global health resources [45] and a recent Lancet commis-
sion on diagnostics found that 47% of the global population has little
to no access to diagnostics [46]. This is despite recognition at the high-
est levels that diagnostics are fundamental to delivering quality health
care [47]. Increased recognition of the importance of diagnostic tests for
health care has stimulated the development of new diagnostic tests and
calls for enhanced diagnostic testing capacity across all regions. With
this stimulation in diagnostic tests, robust methods to assess diagnostic
test accuracy are needed.
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2.3 Measuring diagnostic test accuracy

The traditional approach used to evaluate new diagnostic tests is to com-
pare the results of a new test against a known reference standard, often
called a gold-standard, which is assumed perfect. That is, the reference
test is assumed to correctly diagnose the true disease status of all in-
dividuals. We denote the true disease status of an individual Z where
Z = 1 denotes diseased and Z = 0 denotes not diseased and we introduce
T = 1 to denote a positive result on a diagnostic test and T = 0 a neg-
ative result. The contingency table (See Table 2.1) for the outcomes of
these two tests can then be used to estimate various estimands of interest
(See Table 2.2 for some of these).

Table 2.1: Example of a 2x2 contingency table for the cross-classification
of results from a gold-standard reference test, that correctly classifies all
individuals so that a positive result on the gold-standard reference test
is equivalent to Z, and a new test performed on N individuals

New test Gold-Standard Reference Test TotalPositive Negative
Positive True Positive (TP) False Positive (FP) TP + FP
Negative False Negative (FN) True Negative (TN) FN + TN

Total TP + FN FP + TN TP+FP+FN+TN

Throughout this thesis, I focus on sensitivity and specificity, that are
the most widely used measures of diagnostic accuracy. Sensitivity (Se) is
the probability of a positive test result given the subject has the disease
while specificity (Sp) is the probability of a negative test result given the
subject does not have the disease. Using conditional probability notation
we can write these as Se = Pr(T = 1|Z = 1) and Sp = Pr(T = 0|Z = 0)
respectively. The true disease prevalence is then Pr(Z = 1). Throughout
this thesis, and in general, false positivity rate is also referred to which
is 1-minus the specificity (i.e. Pr(T = 1|Z = 0)). Estimating sensitivity
and specificity using conditional probabilities based on the reference test
assumes that the reference test is perfect and requires that both tests
have been applied to the same individuals. When the reference test is
not perfect these estimates (shown in Table 2.2) are biased due to the
misclassification of individuals [48]. Failure to recognise bias as a result
of misclassification or other measurement error is a phenomenon across
epidemiology research and not novel to diagnostic tests [49].
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Table 2.2: Diagnostic accuracy estimands that can be estimated from a
2x2 contingency table for the cross-classification of results from a refer-
ence test and a new test performed on N individuals

Estimand Definition
Definition in terms

of conditional
probability

Estimator

Sensitivity
(Se)

Probability that a
subject who is truly
diseased receives
a positive test

Pr(T = 1|Z = 1) T P
T P +F N

Specificity
(Sp)

Probability that a
subject who is truly
not diseased receives
a negative test

Pr(T = 0|Z = 0) T N
T N+F P

Positive
Predictive
Value

Probability that a
subject who tests
positive actually has
the disease

Pr(Z = 1|T = 1) T P
T P +F P

Negative
Predictive
Value

Probability that a
subject who tests
negative is actually
disease free

Pr(Z = 0|T = 0) T N
T N+F N

Positive
Likelihood
Ratio

Ratio of the
proportion that test
positive among the
diseased to those
that test positive
without disease

Pr(T =1|Z=1)
Pr(T =1|Z=0)

T P/(T P +F N)
1−T N/(T N+F P )

Negative
Likelihood
Ratio

Ratio of the
proportion that test
negative among the
diseased to those
that test negative
without disease

Pr(T =0|Z=1)
Pr(T =0|Z=0)

1−T P/(T P +F N)
T N/(T N+F P )

Diagnostic
Odds
Ratio

Ratio of the odds
of positivity among
those diseased to
those not diseased

( Pr(T =1|Z=1)
Pr(T =1|Z=0) )

( Pr(T =0|Z=1)
Pr(T =0|Z=0) )

( T P/(T P +F N)
1−T N/(T N+F P ) )

( 1−T P/(T P +F N)
T N/(T N+F P ) )

Prevalence
(π)

Proportion of truly
diseased subjects in
a population

Pr(Z = 1) T P +F N
N

Note. The new test is denoted T where 1/0 indicates positive/negative and the true
disease status indicated by the result of a perfect reference test is denoted Z where
1/0 indicates diseased/non-diseased. TP, FN, FP, TN denote true positive, false
negative, false positive and true negative respectively. N denotes the total number of
individuals tested and is the sum of TP, FN, FP and TN.
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Assuming there is non-differential misclassification (that is, when the
error in the classification of individuals as diseased or not diseased occurs
at the same rate in both the truly diseased and truly not diseased indi-
viduals), when the reference test is incorrectly assumed perfect, the new
test’s accuracy is underestimated [50]. For example, suppose there are
two diagnostic tests applied to a population of 200 individuals where the
disease prevalence is known at 10% and the sensitivity and specificity of
our reference test are Ŝe = 65% and Ŝp = 90% and the true sensitivity
and specificity of our new test are Ŝe = 80% and Ŝp = 70%. Given this
information we can make a 2x2 table between each test and the truth
(See Tables 2.3a and 2.3b). Then, under an assumption of conditional
independence, the observed 2x2 table for the new test and the reference
standard would be as per 2.3c. If we use both the reference test and the
new test in this population and assume our reference test is perfect the
estimate of our new test’s sensitivity would be Se = 15/31 = 48% and
specificity Sp = 114/169 = 67% when in truth our new test’s sensitivity
and specificity are 80% and 70% respectively. This example shows that
the new test’s accuracy is, and will always be, underestimated when us-
ing the traditional approach which incorrectly assumes our reference test
is perfect and assuming there is non-differential misclassification.

Several methods have been proposed over the last thirty years to
enable estimation of diagnostic accuracy in the presence of imperfect
reference tests. A recent systematic review of diagnostic test evaluation
methodology grouped these methods into three categories [51]:

• Correction methods

• Methods employed when using multiple imperfect reference stan-
dards

• Other methods

Correction methods were those applied when an imperfect reference test
with known sensitivity and specificity is used which allows for adjustment
of the estimated accuracy of the test under evaluation [52, 48]. However,
just as it is unlikely that a diagnostic test is perfect, it is unlikely that the
true sensitivity and specificity for a test is known across different popu-
lation groups and different laboratories such that the correction applied
would remove all bias. Further, while Brenner’s [48] proposed correc-
tion method could account for two tests that were positively correlated
the Staquet et al. [52] correction method could not and would result in
biased estimates if the two tests were positively correlated.
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Table 2.3: Numerical example of the impact of misclassification in a ref-
erence test on the accuracy of a new diagnostic test under the assumption
of conditional independence

(a) Contingency table between a reference test (Se = 65% and Sp=90%) and
the true disease status of 200 individuals (π = 10%)

Reference test True status Totalpositive negative
Positive 13 (65%) 18 (10%) 31
Negative 7 (35%) 162 (90%) 169

Total 20 (100%) 180 (100%) 200
(b) Contingency table between a new test (Se = 80% and Sp=70%) and the
true disease status of 200 individuals (π = 10%)

New test True status Totalpositive negative
Positive 16 (80%) 54 (30%) 70
Negative 4 (20%) 126 (70%) 130

Total 20 (100%) 180 (100%) 200
(c) Contingency table between a new test (Se = 80% and Sp=70%) and a
reference test (Se = 65% and Sp=90%)

New test Reference test Totalpositive negative
Positive 15 (48%) 55 (33%) 70
Negative 16 (52%) 114 (67%) 130

Total 31 (100%) 169 (100%) 200

Methods employed when using multiple imperfect reference standards
include discrepancy resolution [53], composite reference standards [24],
and latent class models [54]. Discrepancy resolution is where disagree-
ment between two tests results in a third ‘resolver’ test. The third ‘re-
solver’ test is only applied to individuals who had discordant results on
the first two tests. Composite reference standards are when multiple im-
perfect reference tests are combined with the goal of defining a better
reference test [24]. Both discrepancy resolution and composite reference
standards have been shown to create their own biases [25]. Latent class
models offer a flexible framework that can account for imperfect reference
tests without introducing the biases that discrepancy resolution and com-
posite reference standards introduce. However, latent class models can
still introduce bias if incorrect assumptions are made. Potential sources
of bias from latent class models are discussed more in Section 2.4 and
Chapter 3.

The "other methods" group includes considering alternative study de-
signs like a validation or case-control study, a study of agreement which
looks solely at concordance between two tests and, test positivity rate
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which calculates the proportion of participants with a positive test result.
Each of these avoids the challenge of imperfect reference tests rather than
address it.

Throughout the rest of this thesis, I focus on estimating diagnostic ac-
curacy in the presence of imperfect reference tests using latent class mod-
els. This approach is increasingly used when reference tests are known to
be imperfect and is also the most suitable approach in this thesis as they
can be extended to the meta-analysis setting to estimate the accuracy
of a diagnostic test from multiple different studies and, to the eventual
aetiology study.

2.4 Latent class models for estimating di-
agnostic test accuracy

Latent class models (LCM) were first applied to diagnostic test accuracy
by Hui and Walter in 1980 [33]. LCM for diagnostic test accuracy have
been compared to alternative approaches in multiple reviews [55, 51] and
have been applied across a wide range of diseases [36, 35, 34]. Following
on from the introduction chapter (See section 1.4), in these latent class
models we define two latent subgroups, diseased and not diseased, here-
after referred to as disease states. Every individual belongs to exactly
one disease state identified by the latent indicator Z. We then observe
the results of two or more different diagnostic tests carried out on the
same set of individuals. This could be designed to compare a new test
against a current reference standard but equally this could be designed
as repeat applications of the same test investigating the accuracy of dif-
ferent readers. The observed data are modelled conditional on the latent
indicator and the probability of disease state membership depends on the
probability of a positive result for each test carried out (1.4.2).

The methods described in this section will relate to the scenario where
we have two binary diagnostic tests, however they are easily extended to
more than two. Simple LCMs make two assumptions. First, that ob-
served test results are imperfect measures of an underlying not directly
observable (true disease) state (Z). While we focus on the most com-
mon application in which two disease states are considered, more than
two states have been examined [56, 57]. The second assumption is that,
conditional on the true disease state, the results from different tests per-
formed on an individual are independent. For example, with two tests,
the result of one test (T1) has no bearing on the result of the second
test (T2) given the true disease state of an individual (i.e. the assump-
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tion that was used to derive Table 2.3c, such that we can write the joint
distribution as:

Pr(T1 = t1, T2 = t2|Z) = Pr(T1 = t1|Z) Pr(T2 = t2|Z) (2.4.1)

There are four possible combinations of test results when considering two
diagnostic tests. Below I show how each of these can be written in terms
of the sensitivity and specificity for each test, with test indicated by a
subscript (i.e. Se1 indicates the sensitivity of diagnostic test 1), and the
true disease prevalence denoted (π). For now, I assume independence
between the two tests, conditional on the true disease status (i.e. the
result of one test provides no information about the result of the other
test on the same individual conditional on the true disease status of
that individual). The assumption of conditional independence and its
plausibility in the diagnostic test scenario is discussed more in section
2.4.2.

Pr(T1 = 1, T2 = 1) =πSe1Se2 + (1 − π)(1 − Sp1)(1 − Sp2)
Pr(T1 = 0, T2 = 1) =π(1 − Se1)Se2 + (1 − π)Sp1(1 − Sp2)
Pr(T1 = 1, T2 = 0) =πSe1(1 − Se2) + (1 − π)(1 − Sp1)Sp2

Pr(T1 = 0, T2 = 0) =π(1 − Se1)(1 − Se2) + (1 − π)Sp1Sp2

(2.4.2)

Combining these equations, we can write the likelihood function for the
observed data given our parameters as:

P (T1, T2|π, Se1, Se2, Sp1, Sp2) =
N∏

i=1
((πSet1i

1 Set2i
2 (1 − Se1)(1−t1i)(1 − Se2)(1−t2i))+

((1 − π)Sp(1−t1i)
1 Sp

(1−t2i)
2 (1 − Sp1)t1i(1 − Sp2)t2i))

(2.4.3)

The above likelihood can be extended from two to R tests by introducing
an index for test r(r = 1, .., R) and re-defining Se and Sp as vectors:

P (T1, .., TR|π, Se, Sp) =
N∏

i=1
((π

R∏
r=1

Setri
r (1 − Ser)(1−tri)+

((1 − π)
R∏

r=1
Sp(1−tri)

r (1 − Spr)tri))

(2.4.4)
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2.4.1 Estimation and Identifiability

In section 2.4, the outlined methods show that with two diagnostic tests,
we are seeking to estimate five unknown parameters (see equations 2.4.2,
2.4.3); sensitivity and specificity of each test as well as an overall preva-
lence. Since both tests are binary, the observed data can be expressed by
2R cross-classifications and there are 2R−1 degrees of freedom. The num-
ber of unknown parameters to be estimated can be expressed as 2R+ 1.
This means that when we evaluate just two binary diagnostic tests, the
number of parameters to estimate (2R + 1 = 5) is greater than the de-
grees of freedom (2R − 1 = 3). To estimate the unknown parameters in
this scenario, LCMs have two options, the first is to use a frequentist
approach and apply constraints to certain parameters. When two tests
are evaluated, at least two parameters must be fixed to allow estimation
of the remaining three parameters. Examples of imposed constraints in-
clude assuming a known sensitivity and specificity of one test or assuming
a known prevalence. After sufficient constraints have been imposed (so
that the number of parameters to estimate is equal to or less than the de-
grees of freedom), estimation via maximum likelihood can then proceed
as normal [33].

The second option, is to use a Bayesian approach where the use of
prior distributions combined with the likelihood can derive a posterior
distribution for all unknown parameters using Bayes’ theorem and a nu-
merical approach such as iterative Markov-chain Monte Carlo [32] used
for estimation. That is, if we use a Bayesian framework, identifiabil-
ity (degrees of freedom ≥ the number of parameters to estimate) is not
mandatory because of the addition of prior distributions [58].

The challenge described above, where there are fewer degrees of free-
dom than parameters, is defined as non-identifiability. Lack of identifia-
bility, specifically, structural identifiability [59], is when multiple values
of parameter estimates correspond to the same distribution of observed
data [60] and even collection of infinite data is not able to reveal the
unique values of the parameters [61]. When the number of parameters
to estimate is greater than the degrees of freedom, with no additional
information, a frequentist latent class model is not identified and con-
straints that assume certain parameters are fixed have to be imposed in
order for the model to be identified. Alternatively, results from at least
three tests [50], or application of the two tests in at least two different
populations [33] is needed to ensure identifiability. However, if we use a
Bayesian framework, identifiability (degrees of freedom ≥ the number of
parameters to estimate) is not mandatory because of the addition of prior
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distributions [58] and estimation of diagnostic test accuracy from latent
class models that would not be identified in a frequentist framework, can
be identified [32]. While the use of informative priors can ensure infer-
ences can be made from a non-identifiable model, care must still be taken
because incorrect prior information can still lead to flawed inferences.

The frequentist approach with constraints can be seen as nested
within the Bayesian approach since the constrained parameters can be
seen to have prior distributions with a probability mass equal to one in
their constrained values [32]. Using the Bayesian approach with these
same prior distributions will result in numerically identical point es-
timates, however, assuming a known value for the sensitivity and/or
specificity of a test is unlikely to ever be correct and by doing so the
interval estimates for our unconstrained parameters do not account for
the uncertainty in these values. While the frequentist approach is less
computationally expensive, it is rare that we know the exact sensitivity
and specificity of a test. Instead, it is likely that we have some reliable in-
formation about the accuracy of a test for example, a high specificity for
microbiological tests. In these cases, this information can and should be
expressed as a prior distribution and included in our Bayesian model to
improve estimates and interpretability of the sensitivity and specificity
of a new test [62]. In latent class models for diagnostic test accuracy
estimation, identifiability is a habitual challenge given the number of un-
known parameters but it is also customary that some reliable information
on a diagnostic test’s accuracy exists. As a result, the use of a Bayesian
approach in diagnostic test accuracy estimation is commonplace.

Bayesian inference

Bayesian inference is grounded in Bayes’ rule and is encapsulated by
the following example. For a given set of parameters θ and data Y we
can write a joint probability distribution for θ and Y as the product of
the prior distribution p(θ) and the sampling distribution p(Y |θ), where
p indicates a probability distribution. Then, conditional on the known
value of the data Y , using Bayes’ rule and omitting the constant factor
p(Y ), the unnormalised posterior density is:

p(θ|Y ) ∝ p(θ)p(Y |θ) (2.4.5)

The most controversial part of Bayesian inference is the prior (p(θ)).
The prior is a probability distribution that represents our pre-data un-
certainty for a parameter’s true value and is required for all unknown
parameters. The goal of these priors is to include information so that
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only possible values are allowed while including all plausible values. Sup-
pose we want to construct a prior distribution for the sensitivity of an
imperfect reference test. The possible values set bounds so that the
parameter values can only fall ∈ [0, 1]. Given these bounds a uniform
distribution between 0 and 1 could be used. However, if we have prior
knowledge that this is a commonly used diagnostic test that has been
previously evaluated and been recommended for use for many years then
a prior that gives equal weight to the test sensitivity being 0% as it does
to the test’s sensitivity being 50% makes less sense. In fact, the principle
of insufficient reason states that a uniform distribution is only appropri-
ate if nothing is known about a parameter which is often not the case
[63]. Lack of any information about a parameter is rarely the case with
a diagnostic test’s accuracy and in this thesis, we choose to use prior
distributions for test sensitivity and specificity that rely on the beta dis-
tribution, the conjugate prior probability distribution for the binomial
distribution used in the likelihood component of our model.

2.4.2 The conditional independence assumption

The conditional independence assumption is the assumption that the
result of one test from an individual provides no information about the
result of another test on the same individual (conditional on the true
disease status). An alternative definition, is that the misclassification
errors of the tests are unrelated [23]. This is a strong assumption and
it is unlikely to hold in practice [23, 64]. This is highlighted when we
consider there is typically a spectrum of disease severity, particularly
when the underlying variable used to determine severity is continuous.
For a disease like malaria, this would be malaria parasitaemia, for human
immunodeficiency virus (HIV) this could be a CD4 count and for cancers
it could be tumor size. In these cases, you would expect the most severe
cases to be detected with high probability by both tests if the factor
that makes individuals experience more severe disease makes the disease
easier to detect. If the disease is easier to detect in certain individuals
this means that the test sensitivity is not constant in a population and
is more sensitive in more severe cases. This idea of a test being more
sensitive in more severe cases due to an underlying continuous factor is
shown in Figure 2.1. When this happens, the conditional independence
assumption fails [65] and failure to account for dependence results in
biased estimations of the tests’ accuracy [23].
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Figure 2.1: Example of continuous test results from a simulated popula-
tion of healthy or ’disease free’ and ’diseased’ individuals

Note. Test result is shown as measurement value on the x-axis with a high measure-
ment value corresponding to a more severe case and a binary test result determined
by a threshold or cut-off shown as a vertical dashed line

2.4.3 Accounting for conditional dependence

LCM have been criticized for the conditional independence assumption
however, methods exist that allow us to relax this assumption. While
early LCM for diagnostic test accuracy often assumed independence [54],
more recent work has accounted for conditional dependence [66]. This
is important because, while we showed in section 2.3 that a new test’s
accuracy is underestimated when the reference test is assumed perfect
and the two tests are conditionally independent, when the two tests are
conditionally dependent the new tests accuracy is biased in the oppo-
site direction. When the two tests are not conditionally independent
and there is a positive correlation in the errors that the two tests make
between either the truly diseased and/or the truly not diseased individ-
uals, the new test’s accuracy may be overestimated due to conditional
dependence [67].

The conditional independence assumption can be relaxed in several
ways, two common methods are by incorporating fixed effects [68] or ran-
dom effects [69]. Both methods link the results from two (or more) tests
made on the same individual. These approaches were initially designed in
a frequentist framework however relaxing the conditional independence
assumption using both fixed and random effects have now been explained
in a Bayesian framework [67].

Fixed effects to account for conditional dependence between tests are
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modelled by introducing covariance terms between pairs of tests condi-
tional on disease status. They are described as fixed effects because the
sensitivity and specificity remain constant between individuals in com-
parison to random effects where the test sensitivity and specificity can
vary between individuals. We denote the covariance between two tests
among those truly diseased as ρp = Cov[T1, T2|Z = 1] and among those
not diseased as ρn = Cov[T1, T2|Z = 0], then it has been shown [23] we
can rewrite 2.4.2 (and subsequently 2.4.3 and 2.4.4) as:

Pr(T1 = 1, T2 = 1) =π(Se1Se2 + ρp) + (1 − π)((1 − Sp1)(1 − Sp2) + ρn)
Pr(T1 = 0, T2 = 1) =π((1 − Se1)Se2 − ρp) + (1 − π)(Sp1(1 − Sp2) − ρn)
Pr(T1 = 1, T2 = 0) =π(Se1(1 − Se2) − ρp) + (1 − π)((1 − Sp1)Sp2 − ρn)
Pr(T1 = 0, T2 = 0) =π((1 − Se1)(1 − Se2) + ρp) + (1 − π)(Sp1Sp2 + ρn)

(2.4.6)

The result of this, is that when ρp is greater than 0, the occurrence of a
positive or negative result on one test increases the probability that the
other test will return the same result [23].

However, fixed effects may not always best reflect the correlation (de-
pendence) structure for example, if we expect we have a simultaneous
dependence between more than two tests [70] or when the most plausible
cause of correlations between test results is through observed or unob-
served individual-level characteristics [71]. A further issue with fixed ef-
fects are the increasing number of parameters to estimate as the number
of tests increases and when higher-order correlations are included.

Under the random effects model, the sensitivity and specificity of tests
are modelled as functions of a latent, subject-specific random variable
(Si). This variable represents some unobserved characteristic, for exam-
ple infection intensity, that indirectly creates dependence between tests.
Incorporating random effects means the probability that an individual
has a positive result on a particular test is now conditional on disease
status and the random variable infection intensity (i.e Pr(T1 = t1i|Z =
zi, Si = si)). The impact on estimates of sensitivity and specificity of
relaxing the assumption of conditional independence or not and a full
model specification for the random effect model in a Bayesian framework
is presented in Chapter 3.

No matter which method is used to relax the conditional indepen-
dence assumption, the number of parameters to be estimated in the
model increases. In an application where identifiability is already a ha-
bitual challenge, this can present further considerations when deciding
the structure of the latent class model to be used.
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2.4.4 The assumption of two disease states

Up to this point I have only discussed a two-state latent class model;
where individuals are either ‘diseased’ or ‘not-diseased’. However multi-
state latent class models may better reflect the latent subgroups within
a population. For example, perhaps there exist three disease states:
‘diseased-symptomatic’, ‘diseased-asymptomatic’ and ‘not-diseased’. Or,
perhaps there are four states, with these three groups plus a ‘pre-symptomatic’
group. An alternative multi-state latent class model was introduced by
Dendukuri et al. where multiple latent states reflected the scenario that
different tests may measure different latent variables by design [56]. They
hypothesized that of the four tests carried out in their study, two tests
measured the latent variable ‘diseased’ or ‘not diseased’ but two other
tests measured a different latent variable that was only a proxy for dis-
eased or not diseased. A simplified version of this is shown in Figure
2.2.

Figure 2.2: Overview of a multi-state latent model adapted from [56].
Test 1 directly measured the latent variable of interest but test 2 in-
directly measures the latent variable of interest through another latent
variable (DNA)

Recent work [72], has shown that 2-state latent class models can lead
to biased estimates of sensitivity and specificity if in fact more than 2-
states exist. However, this analysis only considered the 2-state condition-
ally independent latent class model so further simulation work is needed
to explore any potential bias that may exist from assuming a 2-state
conditionally dependent latent class model when the truth is a 3-state
conditionally dependent latent class model. Furthermore, a commen-
tary on this work highlighted that while there are assumptions that have
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to be made about conditional dependence as well as non-identifiability
concerns, there remains no other satisfactory method for estimating di-
agnostic test accuracy in the presence of imperfect reference tests [21].
Until alternative methods are developed, latent class models that clearly
report all assumptions made, remain the best method to estimate diag-
nostic test accuracy in the presence of imperfect reference tests.
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Chapter 3

Estimating sensitivity and
specificity of diagnostic tests
using latent class models that
account for conditional
dependence between tests: a
simulation study

3.1 Preamble

Chapter 2 introduced a central assumption of simple latent class models:
the conditional independence assumption. I explained that this assump-
tion is unrealistic in most scenarios and methods exist that allow this
assumption to be relaxed. In both the fixed and random effect exam-
ples, I outlined how the assumption of conditional independence can be
relaxed in both disease states. However, researchers can choose to ac-
count for conditional dependence in only one disease state or both and
whether, in the case of more than two tests, all or just some tests expect
to exhibit conditional dependence. This choice will depend on a) what
makes most sense given the data/type of diagnostic tests and b) whether
there is sufficient degrees of freedom or prior information to model the
desired dependence structures.

The work presented in this chapter [22] explores the impact of not
accounting for conditional dependence, in one or both disease states un-
der different data generating mechanisms, on estimates of diagnostic test
sensitivity and specificity through a simulation study. I also show the real
world impact of this research by the re-analysis of data from a published
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Specifically, the aim of this chapter is to evaluate the impact of mis-
specifying the conditional dependence structure in latent class models on
bias, coverage, and precision of estimates of diagnostic test sensitivity
and specificity. To do this, I consider four data generating mechanisms
with different conditional dependence structures that all stem from a
scenario where five different binary diagnostic tests are carried out on 500
individuals with two possible latent states. Each of the 1000 simulated
data sets for each data generating mechanism is then analysed using five
different Bayesian latent class models.

In the following paper we estimate the bias in the median sensitivity
and specificity of five diagnostic tests in scenarios that consider different
assumptions regarding the conditional dependence of tests given the true
disease status of an individual. The median was chosen so that we were
estimating a parameter that was specified directly in the data generating
mechanism. The mean could also have been estimated and this would
incorporate the random effect however, this would have required some
additional steps as the mean was not a parameter that was specified
directly in the data generating mechanism.

3.2 Paper
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Abstract 

Background  Latent class models are increasingly used to estimate the sensitivity and specificity of diagnostic tests in 
the absence of a gold standard, and are commonly fitted using Bayesian methods. These models allow us to account 
for ‘conditional dependence’ between two or more diagnostic tests, meaning that the results from tests are correlated 
even after conditioning on the person’s true disease status. The challenge is that it is not always clear to researchers 
whether conditional dependence exists between tests and whether it exists in all or just some latent classes. Despite 
the increasingly widespread use of latent class models to estimate diagnostic test accuracy, the impact of the condi-
tional dependence structure chosen on the estimates of sensitivity and specificity remains poorly investigated.

Methods  A simulation study and a reanalysis of a published case study are used to highlight the impact of the con-
ditional dependence structure chosen on estimates of sensitivity and specificity. We describe and implement three 
latent class random-effect models with differing conditional dependence structures, as well as a conditional inde-
pendence model and a model that assumes perfect test accuracy. We assess the bias and coverage of each model in 
estimating sensitivity and specificity across different data generating mechanisms.

Results  The findings highlight that assuming conditional independence between tests within a latent class, where 
conditional dependence exists, results in biased estimates of sensitivity and specificity and poor coverage. The simula-
tions also reiterate the substantial bias in estimates of sensitivity and specificity when incorrectly assuming a reference 
test is perfect. The motivating example of tests for Melioidosis highlights these biases in practice with important dif-
ferences found in estimated test accuracy under different model choices.

Conclusions  We have illustrated that misspecification of the conditional dependence structure leads to biased 
estimates of sensitivity and specificity when there is a correlation between tests. Due to the minimal loss in precision 
seen by using a more general model, we recommend accounting for conditional dependence even if researchers are 
unsure of its presence or it is only expected at minimal levels.

Keywords  Diagnostic test accuracy, Latent class model, Bayesian inference, Conditional dependence

*Correspondence:
Suzanne H. Keddie
suzanne.keddie1@lshtm.ac.uk
1 Department of Infectious Disease Epidemiology, London School 
of Hygiene and Tropical Medicine, London, UK. 
2 Department of Medical Statistics, London School of Hygiene and Tropical 
Medicine, London, UK. 

3 MRC International Statistics and Epidemiology Group, London School 
of Hygiene and Tropical Medicine, London, UK. 



Page 2 of 13Keddie et al. BMC Medical Research Methodology           (2023) 23:58 

Background
Diagnostic tests are used widely to discriminate between 
individuals with and without certain conditions and dis-
eases. The results of these tests have important conse-
quences, for both decision on treatment of individuals 
and for population health interventions. As a result, accu-
rate characterization of diagnostic tests is paramount for 
optimal decision making. The usefulness of a diagnostic 
test is a combination of its accuracy, namely sensitivity 
and specificity, as well as practical considerations includ-
ing cost, ease of use and speed of results. Because of this 
variety of factors to consider, which can involve difficult 
tradeoffs, new tests are continually being developed that 
aim to improve upon previous tests in any of these fac-
tors. To truly compare test effectiveness we must be able 
to assess the accuracy of a diagnostic test with minimal 
bias and high precision.

Standard methods estimate the sensitivity and specific-
ity of a diagnostic test by comparing the results of a new 
test to the results of a ‘gold standard’ reference test. On 
the assumption that the reference test is indeed a ‘gold-
standard’ or perfect test, with 100% sensitivity and 100% 
specificity, we can be certain of the true infection status 
of each individual tested and we can estimate the sensi-
tivity and specificity of the new test directly. However, 
diagnostic tests are rarely perfect and in some instances 
there is no gold-standard test with which to compare. 
Examples of pathogens and infections where this is the 
case include Tuberculosis [1], Schistosomiasis [2] and 
Influenza [3]. In this situation, estimating the sensitivity 
and specificity of a diagnostic test is a difficult statistical 
problem and naively assuming the reference test is per-
fect will result in biased estimates of the new test’s accu-
racy [4]. However, the accuracy of a given test can still be 
estimated by comparing the results of multiple imperfect 
tests applied to the same group of people. An increas-
ingly popular method for making use of data on results 
from multiple imperfect diagnostic tests uses Bayesian 
latent class models (LCM) [5] and this approach has been 
applied across a wide range of pathogens [6–8].

To estimate diagnostic test accuracy with data from 
multiple imperfect tests using LCM requires making 
assumptions. Simple LCMs make the assumption that, 
conditional on the true infection status, results from 
multiple tests on an individual are independent. That 
is, the result of one test provides no information about 
the result of another test given the infection status of an 
individual. We refer to this situation as conditional inde-
pendence throughout the rest of this paper. It has been 
highlighted by several researchers [9, 10] that the condi-
tional independence assumption is unlikely to hold. For 
example, the assumption is unlikely to hold when there 
is a spectrum of disease severity. It is likely to be easier 

to detect disease in more severe cases for many patho-
gens and therefore, different tests on the same individual 
are more likely to return the same result. When disease 
severity, or some other factor associated with an indi-
vidual, is associated with ease of detection, there remains 
a dependence between the tests even after conditioning 
for the true infection status of an individual. Tests that 
are based on the same underlying mechanism are also 
unlikely to be independent given the individual’s disease 
status. When the assumption of conditional independ-
ence between tests is not valid, an analysis that assumes 
such independence is expected to result in biased esti-
mates of sensitivity and specificity [11]. The assumption 
of conditional independence can be relaxed through 
incorporating either fixed [9] or random effects [12] 
into the LCM. The implementation of both in a Bayesian 
framework has been described elsewhere [11].

In a simulation study by Wang et  al. [13] the authors 
showed that LCM with fixed effects, to account for 
conditional dependence among disease positive indi-
viduals, worked well both when tests were highly cor-
related (conditionally dependent) and when tests were 
truly conditionally independent. They also showed that 
the use of fixed effects or random effects has very little 
impact on the overall estimates of test accuracy. How-
ever, they only explored the possibility of conditional 
dependence in disease positive individuals as they 
assumed all diagnostic tests had a specificity of 99%. 
As a result, there could be no, or negligible, conditional 
dependence between these tests among disease negative 
individuals. However, the assumption of 99% specificity 
may not hold in many cases, so conditional dependence 
in non-infected individuals is also a possibility. When 
this is the case, researchers have a choice of conditional 
dependence structure in infected or non-infected indi-
viduals or both, and should be aware of the impact on 
estimates of sensitivity and specificity from choosing a 
particular structure, a situation highlighted in the case 
study by Menten et al. [14].

Much of the literature to date has focused on the 
importance of accounting for conditional dependence in 
disease positive individuals with much less discussion on 
the importance of conditional dependence among dis-
ease negative individuals. Above we discuss that disease 
severity or intensity may explain conditional dependence 
in disease positive individuals, In disease negative indi-
viduals, the presence of other parasites may work in a 
similar way, leading to a higher probability of false posi-
tive results on a range of tests, thus inducing a positive 
correlation among test results and a dependence between 
test results conditional on the true infection status [15].

There has been little research on the impact on esti-
mates of sensitivity and specificity of choosing to account 
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for conditional dependence in disease positive or disease 
negative individuals only versus accounting for condi-
tional dependence in both. Here we focus on LCM with 
random effects and carry out a simulation study inves-
tigating the size of bias and impact on precision of esti-
mates of sensitivity and specificity and coverage of 95% 
credible intervals, when the conditional dependence 
structure is mis-specified. We also look at how the size 
of this bias changes depending on the level of depend-
ence between tests. Finally, we extend the analysis from 
a motivating example that estimated the accuracy of five 
different diagnostic tests used in the identification of 
Melioidosis [16], to highlight the importance of the con-
ditional dependence structure chosen in practice.

Methods
We begin this section with an overview of the latent class 
models used for diagnostic test accuracy before introduc-
ing our motivating example, followed by details of the 
simulation study utilizing the structured approach devel-
oped by Morris et al. [17].

Latent class models
We consider a sample of N individuals who all undergo 
R binary diagnostic tests. We have observed data Y = 
{yij; i = 1, …, N, j = 1, …, R} where yij represents the test 
result (1 = positive, 0 = negative) of the jth test for the 
ith individual. We assume two disease classes, and we 
let di denote the true (but unobserved) infection status 
for individual i, with those who are truly infected having 
di = 1 and those who are truly not infected di = 0. The dis-
ease prevalence (i.e. the proportion for whom di = 1) in 
the underlying population is denoted π.

For a given test, the probability that an individual 
who is truly infected will return a positive test result is 
defined as the sensitivity (Se = Pr(y = 1| d = 1)) and the 
probability that an individual who is truly not infected 
will return a negative test result is defined as the speci-
ficity (Sp = Pr(y = 0| d = 0)). Each test j has its own sen-
sitivity and specificity, denoted Sej and Spj. Under the 
assumption that the R diagnostic tests are conditionally 
independent, the likelihood of the observed data can be 
expressed as:

To account for conditional dependence between tests 
in either or both truly infected individuals or truly not 
infected individuals, we allow the sensitivity and/or the 
specificity to vary by individual using a random effect. 

(1)P(Y | π , Se, Sp)=

N

i=1

π

R

j=1

Sej
yij 1− Sej

1−yij
+ (1− π)

R

j=1

Spj
(1−yij) 1− Spj

yij

This reflects the situation where some subject-specific 
characteristic, besides the true disease status of the indi-
vidual, affects the test result seen. The subject-specific 
value of the ith individual in a disease class is denoted 
by sid. Then, we can define the sensitivity of the j th test 
for the i th individual as Seij = Pr(yij = 1 ∣ di = 1, si1) and 
similarly the specificity as Spij = Pr(yij = 0 ∣ di = 0, si0). The 
likelihood in [1] is then modified to include Seij and Spij 
where we assume then that sensitivity takes the form:

and, specificity:

where g(·) is a link function. In this study we use the 
inverse logit link, so g−1(x) = 1/(1 + e−x). αjd and βjd are 
unknown parameters to be estimated. βjd describes the 
dependency of test j in disease class d on the random 
effects such that if all βjd = 0, there is no dependence 
on the random effect and all j tests among both disease 
classes are conditionally independent. We can estimate 
the mean or median sensitivity and specificity of a given 
test from the two parameters αjd and βjd. The random 
effect sid is assumed to follow a standard normal distri-
bution (sid~N(0, 1)) . For a more detailed description of 
random-effect latent class models see references [11, 12] 
and for details about how latent class models are imple-
mented in this study see the model specification and 
implementation section below.

Motivating example
We illustrate the impact of different conditional depend-
ence structures on estimates of sensitivity and specificity 
using data from a study that utilised LCM to estimate the 
sensitivity and specificity of five different diagnostic tests 
used in the diagnosis of Melioidosis [16]. Melioidosis is an 
infectious disease caused by the bacterium Burkholderia 
pseudomallei. The data are from a cohort of 320 febrile 
adult patients recruited over a 6 month period from a hos-
pital in the northeast of Thailand in 2004 [18]. The five 
tests included four serological tests (indirect hemaggluti-
nation test (IHA), IgM immunochromogenic cassette test 

(ICT), IgG ICT, and ELISA) and culture test which was 
assumed 100% specific throughout all their analyses. For 
comparability we made the same assumption.

(2)Seij = g−1
(

αj1 + βj1si1
)

(3)Spij = g−1
(

αj0 + βj0si0
)
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In the original analysis, Limmathurotsakul et al. imple-
mented four different LCM with various conditional 
dependence structures as well as an analysis which 
assumed culture was a perfect gold standard. The LCM 
models varied from a model assuming conditional inde-
pendence between all tests (Model 0) to those consid-
ering conditional dependence between a single pair of 
serological tests using fixed effects (Models 1 and 2) and 
finally those that use random effects to represent depend-
ence between all serological tests within a disease class 
(Models 3 and 4) but they did not consider a model that 
simultaneously accounted for conditional dependence 
within both true positive and true negative individuals. 
See Table 1 for a summary of the models considered in 
the original paper. We extend their analysis to consider 
a ‘Model 5’ which allows dependence between all four 
serological tests among those individuals truly infected 
and those individuals truly not infected using random 
effects. Before reporting the results of this analysis we 
describe a simulation study used to explore the impact on 
estimates of sensitivity and specificity of using the wrong 
conditional dependence structure.

Simulation study
Aim
To evaluate the impact of mis-specifying the conditional 
dependence structure in latent class analysis on bias, 

coverage, and precision of estimates of sensitivity and 
specificity.

Data generating mechanism
Data are simulated on 500 individuals for five diagnos-
tic tests. As in our motivating example, we imagine four 
tests (j = 2, 3, 4, 5), of a similar nature to the serological 
tests in the motivating example, that exhibit different 
conditional dependence structures among themselves, 
and one test (j = 1), of a similar nature to a culture test, 
which is assumed independent of the serological tests. 
We consider four scenarios for the conditional depend-
ence structure between serological tests described in 
Table 2. In all four conditional dependence scenarios, the 
underlying disease prevalence is 50% (π = 0.5). All tests 
have a median sensitivity of 0.65 (g−1(α1j) = 0.65) while 
the median specificity of the four serological type tests 
is 0.9 (g−1(α0j) = 0.9, j = 2, .., 5) and the median specific-
ity of our independent reference culture type test is 0.99 
(g−1(α01) = 0.99).

For the three scenarios in which there is conditional 
dependence, we set βjd equal to 1. When the median sen-
sitivity is 65%, the inclusion of this random effect means 
the interquartile range for sensitivity is 48–78% and 
with a median specificity of 90% the interquartile range 
is 82–94%. In a secondary simulation, we also compared 
this scenario with two additional scenarios under differ-
ent values for β  (β = 0.2,0.6), where lower values of the 

Table 1  Models and conditional dependence structures compared

Models 0–4 considered in Limmathurotsakul et al. [14]. Model 5 an extension not considered in the previous analyses. The last column highlights the scenarios that 
are considered in the simulation in this paper

Model Dependence Structure Effect Type Used Included in 
this paper’s 
simulation

Model 0 Conditional Independence between all tests NA Yes

Model 1 Dependence between IHA and IgM ICT in disease positive individuals Fixed No

Model 2 Dependence between IHA and IgG ICT in disease positive individuals Fixed No

Model 3 Dependence between all serological tests in disease positive individuals Random Yes

Model 4 Dependence between all serological tests in disease negative individuals Random Yes

MODEL 5 Dependence between all serological tests in disease positive and disease nega-
tive individuals

Random Yes

Table 2  Data generating mechanisms considered

Data Generating Mechanism Dependence in disease positive 
Individuals

Dependence in disease negative 
Individuals

Value of βjd in models (2) 
and (3) for sensitivity and 
specificity

CIndep No No βjd = 0, d = 0, 1

CDP Yes No βj1 = 1, βj0 = 0

CDN No Yes βj0 = 1, βj1 = 0

CDPN Yes Yes βjd = 1, d = 0, 1
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standard deviation correspond to a narrower interquar-
tile range around the median sensitivity and specificity.

Estimand/target of the simulation
In each simulated data set we estimate the sensitivity 
and specificity of each diagnostic test (j = 1, .., 5) for the 
median individual (with random effect 0) and the associ-
ated 95% credible interval.

Methods
Each simulated dataset is analysed in the following five 
ways:

1)	 GS Model: A conditionally independent model where 
test 1 (culture) is assumed perfect, i.e. a gold standard 
model (GS) (Se = Sp = 1)

2)	 CIndep Model: A conditionally independent (CIn-
dep) model where test 1 (culture) is assumed imper-
fect (Eq. 1)

3)	 CDP Model: A model allowing conditional depend-
ence in disease positive (CDP) individuals only 
(among serological tests, j = 2, . . , 5) and all tests 
(j = 1, .., 5) are assumed imperfect (Eq. 2)

4)	 CDN Model: A model allowing conditional depend-
ence in disease negative (CDN) individuals only 
(among serological tests, j = 2, . . , 5) and all tests 
(j = 1, .., 5) are assumed imperfect (Eq. 3)

5)	 CDPN Model: A model allowing conditional depend-
ence in both disease positive and disease negative 
(CDPN) individuals (among serological tests, j = 2, . 
. , 5) and all tests (j = 1, .., 5) are assumed imperfect 
(Eqs. 2 and 3)

Performance measures
Under each scenario, we generated 1000 simulated data 
sets. We assess performance through bias in estimates 
of sensitivity and specificity (including the Monte Carlo 
standard errors), precision of those estimates measured by 
the empirical standard error, and the coverage of the 95% 
credible intervals. These measures are defined in Supple-
mentary Table 1. Empirical diagnostics were recorded for 
all simulations to keep track of any simulations with infer-
ence validity concerns. Validity concerns occurred when 
either divergent transitions and/or the split R̂ statistic 
values larger than 1.01 were recorded [19, 20]. Any simu-
lations with validity concerns are removed from the pres-
entation of results.

Model specification and implementation
All models are fitted using Bayesian methods and so 
prior distributions must be specified for all parameters. 
In all models, the prior distribution for prevalence is 

assumed uniform between 0 and 1. In models where cul-
ture is allowed to be imperfect (CIndep, CDP, CDN and 
CDPN Models) the sensitivity of all tests are assumed 
uniform between a lower limit of 1 minus the specific-
ity Sejlower = 1 − Spj, j = 1, . . , 5, and 1. This ensures that 
the probability of a positive test is higher for somebody 
with disease than without. In these same models, the 
specificity of our independent test (j = 1) is assumed 
to follow a beta(10, 1) prior distribution and the speci-
ficity of all other tests (j = 2, .., 5) is assumed to follow 
a beta(5, 1) prior distribution. Although in this simula-
tion we are assuming test 1 is a culture test and there-
fore we could assume a much stronger prior distribution 
for specificity, for the purposes of a more generalizable 
simulation we have kept this relatively uninformative. 
Assuming a beta(10, 1) distribution corresponds to an 
assumption of 95% probability of the specificity being 
above 74% and a beta(5, 1) distribution corresponds to 
an assumption of 95% probability of the specificity being 
above 55%. Where we account for conditional depend-
ence between tests using random effects, βjd is assumed 
to follow a gamma(1, 1) prior distribution. In this paper 
we assume that β is the same between all serological 
type tests (j = 2, .., 5) but that that the culture type test 
(j = 1) is independent, and for simplicity, we consider the 
case where βjd = βd, j = 2, . . , 5. The effect of this is that 
a change in the random effect si will cause the sensitiv-
ity and of all serological type tests for the ith individual 
to change by the same amount and similarly, the speci-
ficity of all serological type tests for the ith individual to 
change by the same amount. We implement all models 
in R [21, 22] using stan [23] and all code can be found at: 
https://​github.​com/​shk313/​Evalu​ating-​sensi​tivity-​and-​
speci​ficity-​from-​LCM-a-​simul​ation-​study.​git.

Results
Simulation study
Bias
Throughout the presentation of the results tests 2–5 
(j = 2, .., 5) are combined. Figure 1 shows the overall mean 
bias and associated 95% confidence interval which quan-
tifies the uncertainty in the estimates of bias for median 
sensitivity and median specificity across all simula-
tions (excluding those where either divergent transitions 
and/or the split R̂ statistic values larger than 1.01 were 
recorded) for each model under each data generating 
mechanism. For all data generating mechanisms, use of 
the GS Model where test 1 (culture) is assumed perfect 
yields biased estimates. The sensitivity of test 1 (cul-
ture) is biased upwards because the test does not have 
a sensitivity of 100% as is assumed in the model and the 
specificity of the serological tests is underestimated by a 
minimum of 10% considering the upper limit of the 95% 
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Fig. 1  Mean bias and 95% confidence interval in estimates of sensitivity and specificity under each scenario. Points show mean bias across all 
valid simulations and the bar extends to the lower and upper confidence intervals. Shaded areas highlight the model that corresponds to the data 
generating mechanism
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confidence interval and a maximum of 20% using the 
lower limit of the 95% confidence interval across all data 
generating mechanisms. Under the CIndep data gener-
ating scenario all other models provide approximately 
unbiased estimates of sensitivity and specificity, with 0 
being contained within all the 95% confidence intervals.

Considering the three data generating mechanisms 
where there is conditional dependence among serologi-
cal tests within either or both disease positive and disease 
negative individuals, sensitivity estimates are approxi-
mately unbiased from all models with the exception of 
the GS Model. Each data generating mechanism and 
model combination for sensitivity estimates reported a 
Monte Carlo standard error less than 0.02 and 6 out of 
40 scenarios had a Monte Carlo 95% confidence interval 
that contained zero while in the remaining scenarios the 
confidence interval did not contain 0, suggesting there 
is some small bias even after accounting for sampling 

variability. Bias in specificity estimates among data gen-
erating mechanisms with conditional dependence is 
minimised when the ‘correct’ model is used. This is most 
notable when there is conditional dependence between 
tests among positive individuals. For this data generating 
mechanism (CDP), when the model used assumes con-
ditional independence between tests (CIndep Model) or 
conditional dependence between tests in negative indi-
viduals only (CDN Model), culture specificity is under-
estimated but serological tests specificity estimates are 
approximately unbiased. For specificity all scenarios had 
a Monte Carlo standard error less than 0.01 and, like with 
sensitivity, only six scenarios had a 95% Monte Carlo 
confidence interval for the estimate that contained zero.

Coverage
Tables  3 and 4 show the coverage probability, that is, 
the percentage of simulations where the 95% credible 

Table 3  95% Coverage probabilities and 95% confidence intervals for sensitivity estimates across 1000 simulations

Values in bold show scenarios where the upper limit of the confidence interval is less than 95%. Confidence intervals for coverage calculated using Jeffreys prior
a Total number of simulations summarised is not equal to 1000 for the CDPN model due to a number of simulations with convergence problems

Culture

Model GS Model CIndep Model CDP Model CDN Model CDPN Modela

Data generating mechanism CIndep 0(0–0.3) 96.4(95.1–97.4) 97.4(96.3–98.3) 97.0(95.8–97.9) 96.8(95.6–97.8)

CDP 0(0–0.3) 94.7(93.2–96.0) 94.8(93.3–96.0) 93.5(91.8–94.9) 96.6(95.3–97.6)

CDN 0(0–0.3) 81.0(78.5–83.3) 79.1(76.5–81.5) 95.5(94.1–96.7) 99.2(98.5–99.6)

CDPN 0(0–0.3) 92.2(90.4–93.7) 84.2(81.8–86.4) 96.7(95.5–97.7) 99.5(98.9–99.8)

Serology

Model GS Model CIndep Model CDP Model CDN Model CDPN Modela

Data generating mechanism CIndep 96.2(95.5–96.7) 97.0(96.4–97.4) 96.8(96.3–97.3) 96.6(96.0–97.1) 96.8(96.2–97.3)

CDP 89.1(88.1–90.0) 80.4(79.1–81.6) 95.5(94.8–96.1) 79.4(78.1–80.6) 95.0(94.3–95.6)

CDN 95.4(94.7–96.0) 96.5(95.9–97.1) 96.5(95.8–97.0) 96.9(96.3–97.4) 97.2(96.6–97.7)

CDPN 88.4(87.4–89.4) 87.5(86.5–88.5) 97.4(96.8–97.8) 85.2(84.1–86.3) 97.0(96.4–97.5)

Table 4  95% Coverage probabilities and 95% confidence intervals for specificity estimates across 1000 simulations

Values in bold show scenarios where the upper limit of the confidence interval is less than 95%. Confidence intervals for coverage calculated using Jeffreys prior
a Total number of simulations summarised is not equal to 1000 for the CDPN model due to a number of simulations with convergence problems

Culture

Model GS Model CIndep Model CDP Model CDN Model CDPN Modela

Data generating mechanism CIndep 0(0–0.3) 99.8(99.4–100) 100(99.7–100) 99.8(99.4–100) 99.9(99.5–100)

CDP 0(0–0.3) 8.3(6.7–10.1) 96.9(95.7–97.8) 8.4(6.8–10.2) 96.7(95.5–97.7)

CDN 0(0–0.3) 99.0(98.2–99.5) 100(99.7–100) 98.7(97.9–99.3) 99.9(99.5–100)

CDPN 0(0–0.3) 12.5(10.6–14.7) 97.8(96.7–98.6) 12.1(10.2–14.2) 97.3(96.2–98.2)

Serology

Model GS Model CIndep Model CDP Model CDN Model CDPN Modela

Data generating mechanism CIndep 0(0–0.1) 96.1(95.5–96.7) 96.0(95.4–96.6) 96.5(95.9–97.1) 97.5(96.9–97.9)

CDP 0(0–0.1) 95.4(94.7–96.0) 97.8(97.3–98.2) 96.2(95.6–96.8) 98.4(98.0–98.7)

CDN 0(0–0.1) 97.5(96.9–97.9) 97.6(97.1–98.0) 97.5(97.0–98.0) 97.6(97.1–98.0)

CDPN 0(0–0.1) 94.7(93.9–95.3) 97.3(96.8–97.8) 95.3(94.6–95.9) 98.1(97.6–98.5)
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Fig. 2  Mean bias and 95% confidence interval in estimates of sensitivity and specificity with varying β ’s. Points show mean bias across all valid 
simulations and the bar extends to the lower and upper confidence intervals. Shaded areas highlight the model that corresponds to the data 
generating mechanism
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interval for the estimate (sensitivity or specificity) con-
tains the true value. In the GS model where the sensi-
tivity and specificity of culture is assumed perfect the 
95% credible intervals for both estimates results in 0% 
coverage for the true sensitivity and specificity of cul-
ture and also 0% coverage for the specificity of sero-
logical tests across all data generating mechanisms. 
For sensitivity, all models except the GS Model show 
good coverage under the CIndep scenario. With con-
ditional dependence among serology tests in disease 
positive individuals, models which do not account for 
this dependence have coverage around 80% for serol-
ogy tests (j = 2, .., 5). On the other hand, when there 
exists conditional dependence between tests j = 2, . 
. , 5 in disease negative individuals only, the coverage 
in those models that do not account for dependence 
remains close to 95% for serology tests but is below 85% 
for culture. The coverage of sensitivity for culture from 
the CDPN model is higher than the nominal 95% levels 
for both the CDN and CDPN data generating mecha-
nisms with the upper limits of the confidence intervals 
approaching 100%.

Specificity estimates for all models, except the GS 
model, show good coverage for serology tests (j = 2, .., 5). 
For culture  (j = 1), coverage is higher than the nominal 
95% level for all models except the GS model under CIn-
dep and CDN data generating mechanisms. In the CDP 
and CDPN data generating mechanisms there is good 
coverage with models that account for the conditional 
dependence of tests in disease positive individuals (CDP 
and CDPN models) and poor coverage (< 15%) with 
models that do not account for conditional dependence 

of tests in disease positive individuals (GS, CIndep and 
CDN models).

Precision
A complete table of precision estimates for each esti-
mand within each scenario and for each model can be 
found in Supplementary Tables 2 and 3. Precision of esti-
mates of sensitivity and specificity across all data generat-
ing mechanisms and models were similar for serological 
tests (j = 2, .., 5) but differed for our independent culture 
test (j = 1). For culture, the empirical standard error of 
estimates for both estimands was larger using the most 
general model, CDPN model, similar across CIndep, 
CDP and CDN models, and 0 for the GS model which 
assumes the test was perfect. The loss of efficiency from 
using the most general model (CDPN model) was high 
for estimating the accuracy of culture but low for esti-
mating the accuracy of serological tests. However, if we 
just consider using the CDP model (accounting for con-
ditional dependence in disease positive individuals only) 
the loss of efficiency from using this model when the true 
data generating mechanism is CIndep was never more 
than 2% for either estimand and all tests.

Secondary simulation
All results so far considered the scenario where the 
standard deviation for the random effect is equal to one. 
We also considered, in a secondary simulation, the bias 
in estimates of sensitivity and specificity at two other lev-
els of the standard deviation for the scenario where there 
exists conditional dependence in serological tests among 
infected individuals (CDP). These results are shown in 

Table 5  Sensitivity and specificity (95% credible interval) estimated from each model for each diagnostic test

Values shown are mean estimates with 95% credible intervals
a Se = sensitivity, bSp = specificity, cSpecificity assumed perfect. Models 0–4 were considered in the original work of Limmathurotsakul et al. while Model 5 is the 
additional analysis considered in this paper

Model Name | Assumed 
dependence structure

Model 0
CIndep

Model 1
CDP among two tests

Model 2
CDP among two tests

Model 3
CDP

Model 4
CDN

Model 5
CDPN

Effect Type Used NA Fixed Fixed Random Random Random

Test Measure

Culture Sea 61(53–69) 62(54–69) 62(54–69) 60(52–69) 74(59–97) 67(57–79)

Spb 100c 100c 100c 100c 100c 100c

Serology: IHA Sea 73(66–80) 73(66–79) 73(67–78) 70(63–76) 72(65–79) 69(62–75)

Spb 87(79–93) 86(79–93) 86(79–92) 84(75–92) 75(61–88) 76(66–84)

Serology: Igm ICP Sea 81(75–86) 80(74–85) 80(74–86) 77(71–83) 80(72–86) 76(69–82)

Spb 65(56–74) 64(55–74) 65(56–73) 62(53–72) 56(45–67) 55(46–64)

Serology: IgG ICT Sea 91(86–95) 91(86–94) 90(86–94) 88(82–92) 89(84–94) 87(81–92)

Spb 76(67–85) 75(66–84) 75(66–84) 74(64–85) 62(48–77) 65(54–74)

Serology: ELISA Sea 77(70–84) 78(70–84) 78(71–84) 75(68–78) 82(74–88) 80(72–86)

Spb 97(93–100) 98(94–100) 97(93–100) 97(92–100) 88(72–99) 95(82–100)
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Fig. 2 and show that the size of bias increases as the value 
for the standard deviation increases when there exists 
conditional dependence but the model used assumes 
conditional independence among disease positive indi-
viduals. Among models where culture is assumed imper-
fect, this bias results in increasingly underestimated 
specificity estimates for culture.

Convergence
All simulations in GS, CIndep, CDP and CDN models 
passed our convergence checks and had a reported rank 

normalised split- R̂ statistic as < 1.01 and had no diver-
gent transitions. The CDPN model reported convergence 
warnings in a number of simulations. 13% of simulations 
from the CDPN model under the CIndep data generat-
ing mechanism were removed along with 9, 3 and 10% 
in CDP, CDN and CDPN data generating mechanisms 
respectively. To run the CDPN and ensure there are no 
warnings, additional prior information may be required. 
In this analysis, all simulations with divergent transitions 
or a split- R̂ statistic greater than 1.01 were removed from 
result summaries.

Table 6  Observed and predicted frequency of each response profile from each model

Observed frequency shown corresponds to five diagnostic test results from 320 patients with suspected melioidosis analysed in Limmathurotsakul et al. Models 0–4 
were considered in the original analyses but model 5 is new to this paper

Expected frequency

Response profile Observed 
frequency

Model 0 Model 1 Model 2 Model 3 Model 4 Model 5

11111 69 49 53 53 63 49 65

11110 6 15 15 15 7 11 4

11101 0 5 6 1 2 6 2

11100 0 1 2 0 1 1 1

11011 9 12 8 13 6 13 7

11010 0 4 2 4 3 3 2

11001 0 1 1 0 1 2 1

11000 1 0 0 0 1 0 1

10111 14 18 14 14 11 19 12

10110 3 5 4 4 5 4 4

10101 0 2 1 6 1 3 1

10100 5 1 0 2 2 1 2

10011 3 4 9 3 4 5 6

10010 0 1 3 1 5 1 4

10001 3 0 1 2 1 1 2

10000 6 0 0 0 6 0 6

01111 35 31 33 33 42 31 35

01110 15 11 11 11 7 18 15

01101 0 3 4 1 1 3 2

01100 5 5 6 5 6 6 8

01011 5 8 5 8 4 4 4

01010 6 5 4 5 5 5 5

01001 0 1 1 0 1 1 1

01000 7 8 9 8 9 5 7

00111 5 12 9 9 8 9 7

00110 18 12 12 12 13 17 17

00101 0 2 2 5 2 2 1

00100 25 29 29 30 29 19 22

00011 7 3 6 3 3 3 3

00010 11 17 19 18 20 14 15

00001 2 1 2 2 2 2 2

00000 60 55 52 52 50 62 58
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Motivating example
We re-analysed the data used by Limmathurotsakul 
et  al. [16] and extended their work by considering a 
dependence structure not considered in the original 
paper. We fitted Models 0–5 as defined in Table 1 and 
as considered in the simulation study. Estimates of the 
sensitivity and specificity under each model are pre-
sented in Table 5. The point estimates and width of 95% 
credible intervals are similar across models 0–3 (model 
0 being the model assuming conditional independ-
ence and models 1 and 2 being models that account for 
conditional dependence between two tests using fixed 
effects) however models 3, 4 and 5 (random effect mod-
els) do exhibit some important differences. Between 
models 4 and 5 the median sensitivity of culture and 
specificity of ELISA differs by 7% while between mod-
els 3 and 5 the median specificity of serological tests 
differs by 2–9%.

Table  6 shows the expected frequency of each possi-
ble response profile from the 5 tests under each model. 
Viewing the results in this way as opposed to looking 
at just estimates of sensitivity and specificity highlights 
a few key things. It highlights the importance of allow-
ing conditional dependence as model 0 (assuming con-
ditional independence) appears to fit the data least well, 
and also shows that the structure of the conditional 
dependence modelled affects the fit. We can see that 
models which only consider dependence between two of 
the four serology tests (models 1 and 2), underestimate 
the frequency of extreme response profiles (i.e. 0,0,0,0,0 
and 1,1,1,1,1). Model 3 accounting for conditional 
dependence between all serological tests in those disease 
positive is able to capture those with all positive response 
profiles but unsurprisingly fails to capture those will all 
negative response profiles. On the other hand, Model 4 
exhibits the same tendencies in reverse while our addi-
tional model accounting for conditional dependence in 
both disease positive and disease negative individuals 
(Model 5) is able to capture both extremes and appears 
to fit the data best. This is confirmed by comparing the 
models on the expected log predictive density [24] where 
Model 5 shows the best predictive performance closely 
followed by Models 3 and 4 (See Supplementary Table 4 
for more details).

Discussion
We carried out a simulation study investigating the 
bias and coverage of sensitivity and specificity esti-
mates arising from mis-specification of the conditional 
dependence structure in latent class models. We found 
that assuming conditional independence among tests 
within disease positive or disease negative individuals 
when conditional dependence exists leads to bias and 

poor coverage in estimates of test accuracy. Due to the 
minimal loss in precision seen by using a model which 
accounts for conditional dependence between serology 
type tests in disease positive individuals, our results 
suggest it makes sense to account for conditional 
dependence in positive individuals even if researchers 
are unsure of its presence or if it is only expected at 
minimal levels. And, if there is a suggestion that there is 
dependence in both disease positive and disease nega-
tive individuals we would recommend using the most 
general model, particularly if the specificity of diagnos-
tic tests being investigated are less than perfect. The 
results from this simulation also reiterate findings from 
previous studies [5, 14, 16] that assuming conditional 
independence between imperfect tests is still much bet-
ter than assuming an imperfect test is a gold-standard, 
even when the conditional independence assumption is 
not valid.

Our simulation study revealed that the size of bias 
in estimates of sensitivity and specificity was greatest 
when there existed conditional dependence among dis-
ease positive individuals and latent class models used 
assumed conditional independence among disease posi-
tive individuals. The size of this bias increased as the 
standard deviation of the random effects increased. Bias 
was larger when conditional dependence existed among 
disease positive individuals than conditional dependence 
in disease negative individuals. This reflects the fact that 
the true specificity was reasonably high in our simula-
tion at 90% compared to a moderate sensitivity of 65%. In 
similar scenarios, where specificity is generally believed 
to be higher than sensitivity, these findings highlight that 
considering dependence among the disease positive indi-
viduals is most important to reduce the bias in accuracy 
estimates.

In the motivating example, accounting for conditional 
dependence in only disease positive or disease nega-
tive individuals may have resulted in biased estimates 
of the sensitivity and specificity of tests included in this 
analysis. Comparing the model that only considered 
dependence in positive individuals and the model that 
considered dependence in both positive and negative 
individuals, the median specificity of one test differed 
by 9 percentage points. Although dependence among 
disease negative individuals was thought to be negligi-
ble, examining the predicted frequencies for each profile 
highlighted shortfalls in the final selected model which 
assumed independence among tests in these individuals. 
This was confirmed with a relatively novel model com-
parison tool that addresses shortfalls of earlier estimates 
such as AIC and DIC [24]. This re-analysis highlights that 
examining predicted frequencies, when you have a truth 
to compare to, might be a useful addition in investigating 
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the most appropriate conditional dependence structure 
for a dataset.

There are limitations to this simulation study. Practi-
cally, we saw a limitation in implementing the CDPN 
model where some simulations exhibited divergent tran-
sitions and others a split R̂ statistic greater than 1.01. In 
this case additional prior information may be necessary 
to ensure the model converges to the correct target dis-
tribution. Another limitation to this study is that we only 
considered a single prior distribution for the standard 
deviation of the random effect however estimates could 
be altered by a different choice of prior which has been 
investigated in a simulation study by Lee et al. [25]. We 
considered a single correlation among all serological 
tests in either disease positive or disease negative indi-
viduals. In practice you may have pairs or groups of tests 
that each require different random effect parameters 
with different standard deviations. However, if this is the 
case, this simulation still serves to highlight the poten-
tial biases that could be present in estimates of sensi-
tivity and specificity if incorrect assumptions are made 
about the conditional dependence structure. Lastly, a key 
assumption of this simulation and our motivating exam-
ple is that in the underlying population there exist only 
two disease classes; diseased and disease free. In some 
situations more than two classes may exist in a popula-
tion, for example to distinguish between symptomatic 
and asymptomatic individuals. In cases where more than 
two diseases classes exist, recent work has shown that 
estimates of sensitivity and specificity from the two state 
LCM can be biased [26].

Conclusions
The impact of biased estimates of sensitivity and speci-
ficity is twofold. Firstly, a test whose accuracy is under-
estimated may not be used when it could be useful 
(more accurate, cheaper or easier to implement) and 
secondly, a test whose accuracy is overestimated may be 
used when more useful tests exist. Both outcomes ulti-
mately result in negative consequences for individuals 
and societies, so minimizing the bias in our estimates 
of diagnostic test accuracy is paramount. This paper 
serves to highlight that not only should conditional 
dependence be taken account of but that the choice 
of conditional dependence structure is important and 
should be considered in any analysis of diagnostic test 
accuracy that utilizes latent class models.
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Supplement 

Supplementary Table 1. Performance measures: definitions, estimates and Montel Carlo standard 
errors where these are considered 

Performance 

measure 

Definition Estimate Monte Carlo standard error of 

estimate 

Bias 𝐸[𝜃] − 𝜃 1

𝑛𝑖
∑𝜃𝑖̂ − 𝜃

𝑛𝑖

𝑖=1

 
√

1

𝑛𝑠𝑖𝑚(𝑛𝑠𝑖𝑚 − 1)
∑(𝜃𝑖̂

𝑛𝑠𝑖𝑚

𝑖=1

− 𝜃̅)2 

Empirical 

standard 

error 

√𝑉𝑎𝑟(𝜃) 
√

1

𝑛𝑖 − 1
∑(𝜃𝑖̂

𝑛𝑖

𝑖=1

− 𝜃)2 

 

Coverage 𝑃𝑟(𝜃𝑙𝑜𝑤̂ ≤ 𝜃 ≤ 𝜃𝑢𝑝𝑝̂) 1

𝑛𝑖
∑1(𝜃𝑙𝑜𝑤,𝑖̂ ≤ 𝜃 ≤ 𝜃𝑢𝑝𝑝,𝑖̂)

𝑛𝑖

𝑖=1

 
 

𝜃 represents the true value of an estimand, 𝜃̂ the estimator, 𝜃𝑖̂ the estimate from the ith simulation, 𝜃𝑙𝑜𝑤̂ and  

𝜃𝑢𝑝𝑝̂  the estimate of the lower and upper 95% credible interval for the estimand respectively,  𝜃̅ the mean of 

𝜃𝑖̂  across simulations and 𝑛 the number of simulations.𝑛𝑠𝑖𝑚 is the number of simulations considered and 𝑖 =

1,… , 𝑛𝑠𝑖𝑚, indexes a specific repetition of the simulations. 

 

Supplementary Table 2: Empirical standard error of sensitivity estimates for each test type 

   Serology (𝑗 = 2, . . ,5) 

Model 
  

GS 
Model 

CIndep 
Model 

CDP 
Model 

CDN 
Model 

CDPN 
Model 

Data 
generating 
mechanism 

CIndep 0.037 0.033 0.033 0.033 0.035 

CDP 0.038 0.038 0.040 0.039 0.041 

CDN 0.037 0.033 0.033 0.033 0.036 

CDPN 0.038 0.038 0.039 0.039 0.041 

    Culture (𝑗 = 1) 

Model 
  

GS 
Model 

CIndep 
Model 

CDP 
Model 

CDN 
Model 

CDPN 
Model 

Data 
generating 
mechanism 

CIndep 0.000 0.036 0.036 0.037 0.155 

CDP 0.000 0.040 0.041 0.041 0.047 

CDN 0.000 0.036 0.036 0.039 0.057 

CDPN 0.000 0.037 0.038 0.039 0.056 

 

 

 

 

 

 



 

Supplementary Table 3: Empirical standard error of specificity estimates for each test type 

   Serology (𝑗 = 2, . . ,5) 

Model   
GS 

Model 
CIndep 
Model 

CDP 
Model 

CDN 
Model 

CDPN 
Model 

Data 
generating 
mechanism 

CIndep 0.022 0.024 0.024 0.023 0.125 

CDP 0.021 0.022 0.022 0.022 0.120 

CDN 0.022 0.025 0.025 0.024 0.124 

CDPN 0.021 0.025 0.025 0.024 0.119 

    Culture (𝑗 = 1) 

 Model    
GS 

Model 
CIndep 
Model 

CDP 
Model 

CDN 
Model 

CDPN 
Model 

Data 
generating 
mechanism 

CIndep 0.000 0.008 0.006 0.008 0.048 

CDP 0.000 0.021 0.017 0.021 0.152 

CDN 0.000 0.009 0.007 0.009 0.167 

CDPN 0.000 0.022 0.017 0.023 0.160 

 

 

Supplementary Table 4: Motivating example model comparison on expected log predictive density 

Model ELPDa difference SEb difference 

Model 5  0.0 0.0 
Model 3 -7.3 4.9 
Model 4 -10.6 5.7 
Model 2 -33.4 9.7 
Model 1 -47.8 10.9 
Model 0 -36670.0 19.1 

a Expected log predictive density difference is the difference in Bayesian leave one out estimate of the 

expected log pointwise predictive density between two models (elpd_loo). Comparison is made between each 

model and the model with the largest expected log predictive density. b Standard error of component-wide 

differences in elpd_loo. 

 



3. Estimating sensitivity and specificity of diagnostic tests using latent
class models that account for conditional dependence between tests: a

simulation study
3.3 Additional details on model evaluation

and selection

In the previous paper, I evaluated which model in the motivating example
has the best predictive accuracy but do not provide many details about
evaluation of predictive power. In this section, I introduce model evalua-
tion and highlight the strengths of the approach used. When evaluating
a model we are interested in measuring the performance of a particular
model and to compare models. For LCM of diagnostic test accuracy
there is no consensus on a recommended statistical criteria to evaluate
models [73] but approaches that have been used before include Akaike
Information Criterion (AIC) and Deviance Information Criterion (DIC)
[74, 75].

In the previous paper, I evaluate how well the different models fit the
data in two ways. The first, compared all possible response profiles of
the considered diagnostic tests with those expected based on the model.
An example of an observed response profile for an individual with three
negative test results would be (0, 0, 0). In the current analysis this was
a very useful way of highlighting any discrepancies between the model
and the observed data. The second method relied on a more traditional
statistical approach using approximate leave-one-out cross-validation.

In this context of diagnostic test accuracy, the ideal measure of a
model’s fit would be its out-of-sample predictive performance for new
data from the true data generating mechanism or, what is referred to as
external validation [76]. However, out-of-sample data are often not avail-
able and instead we use methods that are approximations to external
validation [77] of which, cross-validation is seen as the best alternative.
Cross-validation is when the data are repeatedly partitioned into train-
ing and test data sets so that the model can be evaluated against the
partition of the data set not used to fit the model. Leave-one-out cross
validation (LOO) is the special case of cross-validation where each test
data set represents a single data point. In this work, approximate leave-
one-out cross-validation using Pareto Smoothed Importance Sampling to
regularize the importance weights [78] is used to evaluate the predictive
performance of models for the purpose of model comparison.

LOO-cross-validation uses a single data point to test the model’s pre-
dictive power and the rest of the data to train the model, this process
is then repeated by the number of data points available. For each data
point, the measure of predictive accuracy is the leave-one-out predictive
density given the data without the ith data point and uses the log score.
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The overall estimate of out-of-sample predictive fit, referred to as the
expected log predictive density (elpd) from LOO [79], is then:

elpd =
N∑

i=1
log p(yi|y−i) (3.3.1)

where, y−i is the data minus the data point currently being evaluated and
N is the total number of data points i = 1, ..., N . Exact cross-validation
requires re-fitting the model with different training sets but with ap-
proximate LOO-cross-validation we can avoid this step using importance
sampling. The posterior of the full model (∑N

i=1 log p(yi|y)) provides the
importance sampling proposal distribution but our target distribution
are the posterior draws from the posterior conditional on all the data
minus the observation that has been left out. The ratio between these
is our importance ratio. The posterior of the full model is likely to have
a smaller variance and thinner tails than the LOO distributions which
induces instability when using raw importance sampling and why Pareto
smoothed importance sampling was developed [79]. We can also estimate
the standard error in the elpd, i.e. how much variation there is in the
log scores.

SE =
√
NV ar(log p(yi|y−i)) (3.3.2)

To summarise, LOO using Pareto-smoothed importance sampling uses
the entire posterior distribution to average the log predictive density
to more completely take account of the uncertainty in our parameter
estimates and its use is encouraged for Bayesian models [79].

A limitation of any cross-validation approach is that it can be com-
putationally expensive. This explains why to date, few other diagnostic
test accuracy studies have used this approach. Instead, previous diagnos-
tic test accuracy studies have carried out model selection using Akaike
Information Criterion (AIC) and Deviance Information Criterion (DIC)
[74]. Both AIC and DIC were used by Limmathurotsakul et al. [75] in
the published analysis explored in section 3.2. Both information criteria
use a point estimate as the point at which to evaluate the log likelihood
as a means to evaluate the model’s predictive accuracy thereby ignor-
ing the uncertainty in the parameter estimates. Each method requires
a bias correction due to over-fitting from using the same data used to
estimate the model [79] and with each criterion a smaller value indicates
a better model fit. LOO-cross-validation is therefore advantageous over
these two approaches as it does not rely on the same data used to fit the
model in the evaluation and, a new R package called loo [80] has made
implementing this method straightforward.
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Comparing the model selection results from Limmathurotsakul et al.

[75] that used AIC to select Model 3 as the best model, our re-analysis,
that relied on psis-loo for model selection, also found that out of those
models considered in Limmathurotsakul et al. [75] Model 3 was the best.
However, our incorporation of an additional model (Model 5) with a
different conditional dependence structure outperformed all other models
using psis-loo for model selection.

3.4 Paper contributions

The presented paper describes the results of a simulation study inves-
tigating the impact of misspecification of the conditional dependence
structure in latent class models on estimates of diagnostic test sensitiv-
ity and specificity. Bias and poor coverage were symptoms of model
misspecification. Minimal loss in precision from using the most flexible
model led to a recommendation that conditional dependence should be
accounted for in both disease positive and disease negative states in the
absence of further information to guide the choice.

Further recommendations from this research include: comparing where
possible observed and modelled response profiles in tandem with more
traditional statistical information criteria or cross-validation and further
confirmation that assuming a reference test is perfect when it is not,
leads to biased estimates of the tests’ under evaluation sensitivity and
specificity.

To the best of my knowledge, all diagnostic test accuracy meta-
analyses published to date that present measures of predictive accuracy
have been carried out using JAGS [81] or BUGS [82], these analyses
have not taken advantage of tools like LOO using Pareto smoothed im-
portance sampling. This paper is unique in its attempt to use novel
statistical software aimed at improving measures of predictive accuracy.

The findings of this paper influenced the proceeding work presented
in the following chapters of this thesis in two ways. Firstly, the im-
portance of misspecification led to more in-depth discussions with topic
experts to glean more information about whether or not conditional de-
pendence between diagnostic tests might exist. Secondly, different condi-
tional dependence structures were considered in all analyses as sensitivity
analyses.
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Chapter 4

Diagnostic test accuracy
meta-analyses

4.1 Preamble

Chapters 2 and 3 have discussed latent class models for diagnostic test
accuracy estimation in the single-study setting; when multiple tests are
applied to the same set of individuals from the same population. How-
ever, when these studies compare only two or three tests, methods to
estimate the accuracy of a given diagnostic test from such studies are
limited by the degrees of freedom available (See section 2.4.1). One po-
tential solution to this is meta-analyses, where data from several studies
comparing only two tests can be utilized to estimate diagnostic test ac-
curacy. Diagnostic test accuracy meta-analyses require that each study
provide the cross-classification between the test of interest and another
reference test. The studies need not be on the same individuals or have
the same reference test but each study must include the same test of
interest.

This chapter outlines how latent class models can be used to estimate
diagnostic test accuracy in the meta-analysis setting. I provide a brief
overview of the current state of diagnostic test accuracy meta-analyses
research before specifying the Bayesian model applied in this thesis to
estimate the accuracy of diagnostic tests used in FIEBRE. This chapter
also discusses the presentation of meta-analysis results and the value
of particular summary statistics as well as the implementation of this
analysis method.
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4.2 An introduction to diagnostic test ac-
curacy meta-analyses

A meta-analysis can be defined as “statistical analysis that combines
or integrates the results of several independent trials considered by the
analyst to be combinable” [83]. Meta-analyses have the advantage of
resolving conflicting results between studies, may be more generalizable
and ultimately provide more reliable estimates of the outcome of inter-
est. Meta-analyses as a tool for summarising diagnostic test accuracy
data are not new with the first guidelines for meta-analyses evaluating
diagnostic tests published in 1994 [84]. However, while there has been
much development on the guidelines [85, 86] and methods [87, 88, 89]
available for diagnostic test accuracy meta-analysis the majority of pub-
lished diagnostic test accuracy meta-analyses still do not account for an
imperfect reference test [90, 91]. A fundamental assumption that leads
to biased estimated of test accuracy (See Section 2.3).

In this thesis, I focus on meta-analyses that use aggregate data as op-
posed to those based on individual participant data. Key to a successful
meta-analysis is a high quality systematic review following a predefined
protocol with carefully defined inclusion criteria and documenting the
process, for example by using the Preferred Reporting Items for Sys-
tematic Reviews and Meta-Analysis (PRISMA) statement [92]. The sys-
tematic review element of meta-analyses is not discussed in any more
detail in this thesis, but detailed guidance can be found in the Cochrane
Handbook for Systematic Reviews of Diagnostic Test Accuracy [86]. All
meta-analyses presented in this thesis use data from a systematic review
that followed PRISMA guidelines and Quality Assessment of Diagnostic
Accuracy Studies (QUADAS-2) methodology [93].

As a requirement for the diagnostic test accuracy meta-analyses dis-
cussed here, each included study must provide the 2x2 classification of
binary test results on a group of participants, between the test of interest
and another ‘reference’ test. All included studies must use the same test
of interest but different reference tests may be used. Currently, most
diagnostic test meta-analyses aim to jointly estimate the sensitivity and
specificity of a test of interest as summarising them separately fails to
account for the trade-off between these two measures and leads to biased
estimates [94]. The earliest method proposed for a diagnostic test ac-
curacy meta-analysis that incorporates the trade-off between sensitivity
and specificity was by Moses, Shapiro and Littenberg in 1993 [87]. Fun-
damental to their approach was that, with everything else being equal,
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the 2x2 table arising from independent studies considering the same test
of interest and reference test, different sensitivities and specifcities must
be a result of different thresholds used to define a positive result [87].
This concept is applicable to all types of diagnostic tests. In the setting
of a diagnostic test with a continuous outcome this is straightforward,
a higher or lower cut-off value is used as the threshold to determine a
positive result. In this section, I continue with the continuous outcome
diagnostic test example but, more stringent or more lenient rules can be
derived in almost all diagnostic test scenarios.

Moses, Shapiro and Littenberg proposed the Summary Receiver Op-
erating Characteristic (SROC) curve to present joint estimates of sensi-
tivity and specificity. Within a meta-analysis, the SROC curve represents
the possible pairs of sensitivity and specificity values that can be achieved
as the cut-off value for a positive test can vary across studies. Within
this model, variation in sensitivity and specificity between studies was
solely attributed to the cut-off value (or other threshold used to define
a positive test). Advancements to this method have focused on more
completely capturing the possible between- and within-study variabil-
ity in sensitivity and specificity. Variability is common between studies
for several reasons, including the chosen cut-off value, the study design,
and the study population characteristics. This variation is most easily
incorporated through the use of hierarchical models.

The two most common hierarchical methods for diagnostic test ac-
curacy meta-analyses are the hierarchical summary receiver operating
characteristic (HSROC) model [88], an extension of the binomial regres-
sion model [95] and, the bivariate model [96]. Both are currently recom-
mended for use in diagnostic test accuracy meta-analyses in the Cochrane
Handbook for Systematic reviews of diagnostic test accuracy [26]. The
bivariate model has a different parameterisation to the HSROC model,
but the models are mathematically equivalent when no covariates are
included [97].

To account for within-study variability that arises due to dependence
between the test of interest and reference test when the reference test is
imperfect, Sadatsafavi et al. [98] extended the subject-specific random
effect model developed by Qu et al. [69] for the diagnostic test accu-
racy single-study setting, to the diagnostic test accuracy meta-analysis
setting. In 2012, Dendukuri et al. [89] implemented what they called
the extended HSROC model with fixed effects to account for conditional
dependence between the results of the test of interest and reference test
within the same study conditional on the true disease status of individu-
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als. They also discussed but did not implement the use of random effects.
They highlighted how this model is extended to account for multiple dif-
ferent reference tests which would be expected within a meta-analysis.
LCM, applied in the context of a meta-analysis, requires a minimum of
four studies to estimate the model parameters without any informative
priors [89].

Other important considerations relevant to this work, are the exten-
sion to polytomous diagnostic tests [99] and data with multiple cut-off
values [100]. Throughout this thesis, I focus on binary diagnostic test re-
sults but these have often been derived from continuous or ordinal data
and it is likely that we lose some information by discretizing this data
into two categories: positive and negative. Furthermore, not only can test
results be continuous, discrete or ordinal the tests can be implemented
with different thresholds for a positive test [100]. Under the extended
HSROC model presented in this chapter, neither of these considerations
have been addressed.

4.3 Extended HSROC model

In this section I introduce the general specification for the extended
HSROC model. This model and its formulation were first described in
Dendukuri et al. [89]. This is then applied in Chapter 5 to estimate
sensitivity and specificity of the microscopic agglutination test in detect-
ing acute leptospirosis infection. Other studies where this model has
been applied include estimating the accuracy of clinical illness in bovine
respiratory disease by Timsit et al. [101], estimating the accuracy of
real-time PCR for COVID-19 by Kostoulas et al. [102] and, estimating
the accuracy of sputum gram stain for bacterial pathogens by Ogawa et
al. [103].

4.3.1 Notation

Retaining the notation used in Chapter 2, I introduce the term Index
test to refer to the test we seek to estimate the sensitivity and specificity
of. Within a meta-analysis, each included study reports the results from
an index test and one other reference test. T1ji, denotes the test result
on the index test for the ith individual (i = 1, ..., Nj) in the jth study
(j = 1, ..., J) and T2ji the reference test result for individual i in study
j. Studies may have different or the same reference test. Let rj denote
a diagnostic test used in study j, taking possible values 1, 2, ..., R with
1j always indicating the index test, and with rj(r = 2, .., R) indicating
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the reference test in study j. In any given study only two tests are
observed. Following this, the sensitivity and specificity of the tests used
in each study are represented by Serj

and Sprj
respectively. The number

of individuals in a study j is denoted nj and it is assumed that results
from both tests are available on all of these individuals.

4.3.2 Model specification

Under the extended HSROC model there are two levels of hierarchy corre-
sponding to variation within and between studies, the first level captures
within-study variability where the sensitivity and specificity of the Index
test in study j is given by:

Se1j
=g−1(−(θj − αj/2)/exp(β/2))

Sp1j
=g−1(θj + αj/2)/exp(−β/2)

(4.3.1)

as in Dendukuri et al. [89], where g represents the logit link function
but probit [89, 104, 105] or a probit approximation could alternatively
be used [98, 99]. The parameter θj represents the threshold (or cut-
off value) used to define a positive test result which models the depen-
dence between the true positive fraction and false positive fraction in
each study, αj represents the diagnostic accuracy measuring the differ-
ence between true positives and false positives and β the scale parameter,
allows differences in the variation of outcomes between disease positive
and disease negative individuals (i.e. if different cut-off values were used
in a study you would expect a different sensitivity and specificity at each
of these cut-off values and would therefore want to allow asymmetry in
the underlying receiver operating characteristic (ROC) curve to capture
this). In the meta-analyses discussed in this thesis, each study uses only
a single threshold so the shape of the underlying ROC curve in each
study is the same and β is modelled as a fixed effect [106]. The impact of
increasing values of θj is to shift the estimated specificity higher and the
sensitivity lower while increasing values of αj results in higher estimates
for both sensitivity and specificity (See Figure 4.1).

The second level accounts for between study variation, with both θj

and αj parameters modelled as random effects with independent normal
distributions as in Dendukuri et al. [89] and Rutter and Gatsonis [88]:

θj ∼Normal(Θ, σθ)
αj ∼Normal(Λ, σα)

(4.3.2)

Lastly, we can consider a third level which contains the specification of
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Figure 4.1: Example of how increasing values of θ and α can alter the
estimated sensitivity and specificity using equation 4.3.1. A small sim-
ulation of 100 studies (shown as points) each with 1000 individuals and
true disease prevalence drawn from a uniform distribution between 5 and
20%. Each simulation is repeated three times with increasing values of θ
or α.

(a) Estimated sensitivity and specificity of an index test in 100 studies repeated
for three different values of θ and holding all other parameters constant

(b) Estimated sensitivity and specificity of an index test in 100 studies repeated
for three different values of α and holding all other parameters constant

the prior distributions (hyperpriors) for the mean parameters of θj and
αj (Θ and Λ) also known as hyperparameters.

Considerations about the dependence between test results from an
individual given their true disease status are equally important in the
meta-analysis setting. We can extend the above model to account for
conditional dependence between the index test and reference test in a
given study (j) in those individuals truly infected, by the addition of
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a subject-specific random variable in each study Sij, where Sij is the
random effect for person i in study j. Within study j, Si are assumed to
be normally distributed and I allow the standard deviation to differ by
study (i.e. Sij ∼ Normal(0, τj)). Now, the sensitivity of the index test
on person i in study j is:

logit(Se1ji
) = logit(Se1j

) + Sij (4.3.3)

Similarly, the sensitivity of the reference test (r = 2, .., R) on person i in
study j is:

logit(Serji
) = logit(Serj

) + Sij (4.3.4)

We could also define Sprji
in a similar way with a separate random effect.

However, in practice I did not allow a separate random effect for the
specificity. The likelihood can be expressed similarly to the single-study
setting, where tji is the test result for individual i in study j and πj now
denotes disease prevalence in the jth study:

=
J∏

j=1

N∏
i=1

(πj

R∏
r=1

(Setji
rji

(1 − Serji
)1−tji)Irj=r)+

((1 − πj)
R∏

r=1
(Sp(1−tji)

rji
(1 − Sprji

)tji)Irj=r)
(4.3.5)

adapted from Dendukuri et al. [67] where, Irj=r is an indicator of study
j having the rth test.

To account for heterogeneity within this framework, for example by
age of participants or location of study, we can introduce a study level
covariate. We have to decide which model parameters (θj, αj, β) we
expect might differ by these covariates. For example, if we have an m-
level covariate indicating a characteristic of interest (for example, adult
versus child where m = 2), this is introduced as a m-level covariate,
expressed via dummy variables for each level (m). And, if we believe
that the diagnostic accuracy of the index test differs by levels of this
covariate, then we replace the mean of the αj parameter Λ, so that the
mean is now determined by a linear function of the covariates:

αj ∼ Normal(λmWmj + · · ·λMWMj, σα) (4.3.6)

as in Rutter and Gatsonis [88], where λm represents the coefficient for
each covariate level and Wmj is a dummy variable for each covariate level
taking the value 1 if data from a given study correspond to that level of
covariate and the value 0 otherwise. Here we have only introduced the
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Table 4.1: First five rows of extracted data from the diagnostic test accuracy
meta-analyses for the direct agglutination test (DAT)

ID Author Year Region DAT
Type1

Compari-
son Test I+/C+2 I+/C−I−/C+I−/C−

5 Abass,
E. 2020 Northern

Africa LQ Microscopy 141 17 14 180

8 Abass,
E. 2015 Multiple FD Microscopy 100 21 13 97

10 Abass,
E. 2007 Northern

Africa FD Microscopy 10 7 0 31

11 Abass, E 2006 Northern
Africa LQ ELISA 104 6 0 267

13 Abdalla,
N 2011 Northern

Africa LQ qPCR 0 3 32 297

1 DAT type freeze-dried (FD) or liquid (LQ) antigen
2 I+/C+ cell of the 2x2 table where both Index test (I) and Comparator (C) test are
positive

covariate on the mean Λ, however, we could also introduce a covariate in
the same way on θj or β parameters as well as the standard deviations;
σθ and σα.

4.4 Presentation of results

4.4.1 Primary results

The primary results of any meta-analysis include details on the search
strategy as well as the key characteristics and methodological quality of
the included studies [107] however, in this section I focus on the specific
outputs of the extended HSROC model. For this purpose I will now
introduce a motivating example taken from the review of the accuracy
of the direct agglutination test for diagnosis of visceral leishmaniasis:
[108] that will be further discussed in chapter 5. In this review, we
sought to estimate the accuracy of the direct agglutination test (DAT)
for the diagnosis of visceral leishmaniasis. From each of the 63 included
studies a 2x2 table between DAT, the Index test (I) and a comparator
test (C) was extracted as well as other variables including the region
the study was carried out in and the type of DAT test used (freeze-
dried or liquid antigen). Table 4.1 shows an excerpt of the extracted
data. In this excerpt, while all studies included used the index test,
DAT, three different comparator tests are used (Microscopy, Enzyme-
linked immunosorbent assay (ELISA) and quantitative polymerase chain
reaction (qPCR)), three studies used liquid antigen DAT and all but one
study were from the Northern Africa region [109].

74 of 358



4. Diagnostic test accuracy meta-analyses

For each meta-analysis, I first present the individual study estimates
of the Index test’s sensitivity and specificity as coupled forest plots. For
example, in the leishmaniasis example, the coupled forest plot from im-
plementing the extended HSROC model and assuming conditional inde-
pendence between index and comparator tests within a study given the
true disease status of individuals is shown in Figure 4.2. For illustrative
purposes, only the first 25 studies are shown. These plots highlight the
overall trend and if there are any studies that appear to be outliers. In
the example provided, three studies appear to have a much lower sensi-
tivity than any others and one study has a much lower specificity. Next
steps would be to review these papers and ensure they have been included
appropriately.
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One of the main reasons to perform a meta-analysis is to combine
multiple results estimating the same estimand to retrieve a single sum-
mary measure that helps resolve conflicting results and serves to give
a more precise estimate of the truth than a single study can provide.
Throughout this thesis I use random effects models which rely on the
partial pooling approach. The estimates are then referred to as partially
pooled because, by the nature of the hierarchical design, the means are
assumed to follow a common distribution despite each study having their
own estimate. For example, Θ versus θj. The overall ‘partially pooled’
[110] sensitivity and specificity of the index test is presented alongside the
individual study estimates as seen in Figure 4.2 and can be summarized
from the extended HSROC model as:

Sepooled =g−1(−(Θ − Λ/2)/exp(β/2))
Sppooled =g−1(Θ + Λ/2)/exp(−β/2)

(4.4.1)

where Θ and Λ are the means of the hierarchical priors for θj and αj (as-
suming a normal distribution). Behind these summary statistics though,
the results of individual studies may be heterogeneous or in fact may be
very similar and this affects the interpretation of the summary measure
and whether it can be generalized or not [111]. In the example presented
in Figure 4.2 the pooled sensitivity and specificity are high 95% (95%
CrI 90-98%) and 95% (95% CrI 88-98%) respectively however, by look-
ing at the individual study estimates there is heterogeneity. Indeed, in
meta-analyses of diagnostic test accuracy in particular, heterogeneity is
the norm rather than the expectation [112]. As a result of heterogeneity
it is recommended to present some assessment of heterogeneity alongside
overall summary estimates.

4.4.2 Exploring heterogeneity

An early measure that tested for statistical heterogeneity in meta-analyses
was called Cochran’s Q test [113]. The test examined the null hypothesis
that all studies are evaluating the same effect [113] however, it was noted
that this test was susceptible to the number of studies included in the
meta-analysis [112]. The I2 statistic was developed to circumvent this
issue and instead of measuring the degree of homogeneity, measures the
degree of heterogeneity [114]. The I2 statistic is quantified as:

I2 = Q− df

Q
x100% (4.4.2)
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where, Q is the chi-squared statistic and df is the degrees of freedom
[112]. However, it has been shown that I2 also exhibits bias when the
number of studies is small [115]. In fact, the most recent Cochrane hand-
book for systematic reviews of diagnostic test accuracy recommends not
using either of these univariate tests [106]. Instead, Macaskill et al. [106]
recommend graphical displays such as summary ROC curves or predic-
tion regions. Throughout this thesis all meta-analyses are presented with
prediction intervals and displayed as prediction regions. The prediction
region is defined as the region within which we have 95% confidence that
the true sensitivity and specificity of any future study should lie [97] and
has been recommended in recent work [116, 117].

From the extended HSROC model we can estimate these prediction
intervals, used to generate the prediction regions, for a future study (j′),
where we assume that θj′ and αj′ are drawn from a normal distribution
with mean Θ and Λ respectively, as in equation 4.3.2:

Se1j ′ =g−1(−(θj′ − αj′/2)/exp(β/2))
Sp1j ′ =g−1(θj′ + αj′/2)/exp(−β/2)

(4.4.3)

In the meta-analysis of DAT for leishmaniasis the credible region (gener-
ated from the partially-pooled summary estimate) and prediction region
for the model including all 63 studies is shown in Figure 4.3. The credible
region, summarising the partially-pooled estimate is very small but the
prediction region is very wide encompassing sensitivity and specificity
of DAT in the full range of possible values. This shows that there is
heterogeneity between the studies included in the current meta-analysis
model.

In the motivating example, other study level characteristics were ex-
tracted from publications including the geographic region the study was
carried out in and the DAT type. The DAT test is thought to have a dif-
ferent accuracy in different regions and so a covariate was introduced to
allow additional heterogeneity in DAT accuracy by geographical region.
The prediction regions presented in Figure 4.4 come from a model that
includes a four level covariate, capturing the four unique geographical re-
gions, on the diagnostic accuracy parameter (αj). The prediction regions
in this plot are smaller than the region seen in Figure 4.3 and highlight
that while there is still heterogeneity in DAT test accuracy between geo-
graphical regions, the different geographical regions did explain some of
the heterogeneity in the full model.
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Figure 4.3: Example plot showing partially pooled 95% region (shaded)
and 95% prediction region (dashed) from a meta-analysis for DAT used
to diagnose leishmaniasis
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4.5 Model Implementation and model check-
ing

Meta-analysis models discussed here can be implemented in various soft-
ware including JAGS, BUGS and Stan. Online tools have also been
developed that allow users to carry out meta-analyses without having to
write their own code [118].

As a Bayesian analysis, all parameters require prior distributions to
be specified. I allow the prevalence in each study (πj) to be uniform over
0 to 1. This was implemented as a Beta distribution with parameters
α and β equal to 1 as in Dendukuri et al. [89]. Variance parameters
(σα and σθ) follow zero-truncated standard normal distributions. This is
similar but different to Dendukuri et al. [89] where they were assumed
to follow a uniform distribution (Uniform(0,2)). The priors for Θ, Λ and
β are chosen to ensure a uniform distribution over 0 to 1 for the partially
pooled summary estimates as is advised in Dendukuri et al. [89]. In
practice, this was achieved by carrying out prior predictive checks to
investigate the prior model starting with the values used in Dendukuri
et al. [89] and tuning these until an approximately uniform distribution
on the pooled summary estimates was achieved. The standard deviation
of the random effect τj was allowed to vary by study and was assumed
to follow a gamma (1,1) distribution.

Published literature is used to help inform the prior distributions for
each comparator test and I assume that for each comparator test, the
probability of a positive test is greater in a disease positive individual
than a disease negative individual (i.e. I assume that Se2j > 1 − Sp2j).
The addition of this constraint helps with label-switching which is com-
mon to diagnostic testing models that use a latent class framework [119].
Label-switching replaces estimation of π, Se and Sp with 1 − π, 1 − Se

and 1 −Sp [120]. While this identifiability constraint can solve the label
switching problem, in general it is not guaranteed [121].

All meta-analysis models described in this thesis are implemented
using CmdStan in R [122]. Stan uses a No-U-Turn sampler (NUTS) to
obtain estimates of the marginal posterior distribution for each param-
eter via Hamiltonian Monte Carlo (HMC). In comparison to the Gibbs
sampler and Metropolis algorithm that sample the target distribution by
random walk behaviour, HMC is more efficient and generally requires
much fewer iterations to converge [76]. All models were run using 4
chains [123] and convergence was assessed visually with the Bayesplot R
package [63]. I only report results where the rank normalised split-R-Hat
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statistic is < 1.01, the total effective sample size is at least 400 and there
are no warnings for energy fraction of missing information or divergent
transitions [123]. The traditional R-hat statistic of Gelman and Rubin
[124] which compares the variation between chains to the variation within
chains, was demonstrated to fail to correctly diagnose non-convergence
when the variance varies across chains, instead, the rank-normalized split-
R-hat statistic is advised and used as the default in Stan [123]. In line
with this, it is advised to use rank plots from multiple chains instead of
trace plots for identifying convergence. These plots are histograms of the
ranked posterior draws for each chain, if the chains are well mixed and
are targeting the same posterior distribution we expect the ranks in each
to be uniform. We add this diagnostic to the more traditional trace plots
in our assessment of convergence. Figure 4.5 shows the trace and rank
plots for the θj and αj parameters of the first three studies (j = 1, .., 3) in
the motivating leishmaniasis example. Both the trace plots, which show
a good mixing of all chains over the course of sampling, and the rank
plots, which appear in a uniform distribution, highlight the model has
converged on a target distribution.

Bayesian hierarchical models often involve complex geometries which
can be hard for the sampler to explore. To speed up sampling, I im-
plement a non-centered parameterization [125]. Under this non-centered
parameterization, equations 4.3.2 (i.e. θj ∼ Normal(Θ, σθ)) are imple-
mented as:

θj = Θ + σθθraw (4.5.1)

where, θraw is of length J and are sampled as independent standard
normal distributions.

Model checking and evaluation, not already discussed in this thesis to
date, included checking the posterior estimates are not contrary to expert
knowledge from within the systematic review group (discussed more in
the next chapter) and sensitivity analyses. All meta-analyses compared
a model that relaxed the assumption of conditional independence with
a model that assumed conditional independence and some went further
with additional sensitivity analyses as described in sections 5.2.3, 5.2.4
and 5.2.5. While there is no general criteria for identifiability in these
models [119], utilising a range of tools for model checking is pivotal.
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Figure 4.5: Example of graphical convergence diagnostics a) trace plots
and b) rank plots for θj and αj of the first three studies from the meta-
analysis model for the motivating leishmaniasis example including all 63
studies

(a) Trace plots for all four chains for 6 parameters

(b) Rank plots for each chain shown as columns for 6 parameters shown as
rows
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Chapter 5

Application of a Bayesian
random-effect meta analysis

5.1 Preamble

Chapter 4 introduced how meta-analysis can be performed in the context
of investigating diagnostic test accuracy and provided an overview of the
meta-analysis model used to estimate the sensitivity and specificity of
diagnostic tests used in the FIEBRE study (Objective 3, Section 1.5).

The FIEBRE study carried out a systematic review and meta-analysis
to estimate the diagnostic test accuracy of 10 tests used in the diagnosis
of 6 pathogens. These are:

1. Influenza [126]

2. Respiratory syncytial virus (RSV) [126]

3. Cryptococcosis (CrAg) [127]

4. Leishmaniasis [108]

5. Leptospirosis [128]

6. Dengue (Drafted for publication)

This chapter introduces these reviews that have all been, or are in the
process of being, published. I first discuss how each of these reviews
requires a slightly nuanced approach to the analysis before presenting
the systematic review and meta-analysis for diagnostics used in FIBERE
in the diagnosis of human leptospirosis. In this chapter, I include the
full manuscript and supplementary material relevant to the statistical
analysis.

Each diagnostic test accuracy systematic review was carried out by
a small research team. I helped conceive and design the data extraction
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tool for each review but for all reviews other than the dengue review, I
had no role in data extraction. Once data were extracted, I would re-
view the data with the review team to ensure all variables were being
interpreted correctly. Next, I would formulate and code the meta-analysis
model, summarise the results in figures and tables before interpreting the
results once again with the review team. For each review’s manuscript, I
wrote the statistical analysis section of the methods as well as the meta-
analysis results section. For leptospirosis, leishmanaisis and dengue, I
also helped write the first draft of the manuscript. Given the nuances
required for each review, it was paramount that these reviews were car-
ried out by a multidisciplinary team of clinicians, diagnostic laboratory
experts, statisticians and epidemiologists. As a result, I have had the
pleasure of working with a large number of inspiring researchers, as each
review was carried out by a different team, and I wish to thank them all
for allowing me to be a part of these interesting reviews.

I would like to thank Heidi Hopkins (Scientific coordinator of the
FIEBRE study) and my supervisors, John Bradley, Ruth Keogh and
Oliver Baerenbold, for helping across all of these reviews. RSV/Influenza:
Sophie Jullien, Felicity Fitzgerald, Colin Fink and Marie Voice. CrAg:
Catriona Macrae, Jayne Ellis and Joseph Jarvis. Leishmaniasis: Tamalee
Roberts, Sayaphet Rattanavong, Santiago Gomez, Petra Mens and Eliz-
abeth Ashley. Leptospirosis: Marta Valente, Justina Bramugy, Quique
Bassat, Paul Newton, Mathieur Picardeau and John Crump. Dengue:
Kamla Pillay, Elizabeth Fitchett, Cassandra Akinde, Audrey Dubot-
Peres, Zhia Lim, David Mabey, Behrouz Maldonado, Laura Maynard-
Smith, Ellen Sugrue and Okuda Taylor. Last but not least thanks to
Jane Falconer and the rest of the Library team at LSHTM.

5.2 FIEBRE meta-analyses practical con-
siderations

The planned analysis for each diagnostic test was the same however,
upon reviewing the data collected from each systematic review, practical
considerations required nuances to the analysis plan for each. Here I
summarise these nuances. The reviews are introduced in chronological
order of when the analyses were carried out. Each review that has been
published is available open access and all code to run the analyses are
available on github.
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5.2.1 Respiratory syncytial virus and Influenza

The index test for Respiratory syncytial virus (RSV) and Influenza was
the Luminex Respiratory Pathogen panel (RPP). This systematic review
and meta-analysis is presented in Appendix A [126]. We found variability
in the included studies as to whether the index test was used to detect
single sub-types (e.g. RSV A) or whether the results did not distinguish
between sub-types (e.g. RSV A and/or B). Because we believed the
diagnostic test may have a different accuracy depending on the sub-type,
we introduced a covariate into the model for sub-type. A full model
specification is provided in the supplementary material of the paper.

5.2.2 Cryptococcosis

The index test for Cryptococcosis (CrAg) was the IMMY CrAg lateral
flow assay. This systematic review and meta-analysis has been published
and is presented in Appendix B [127]. The review suffered from few
studies and sparse data (zero cells) in those studies. As a result, we chose
to fit a simpler hierarchical model than planned using fixed effects instead
of random effects. An alternative approach could have been to assume a
symmetric SROC curve rather than allow differences in the variation of
outcomes between disease positive and disease negative individuals [129].

5.2.3 Leishmaniasis

The index test for Leishmaniasis was the direct agglutination test. This
systematic review and meta-analysis has been published and is presented
in Appendix C [108]. This was a large review (n=78) with many expected
potential sources of variability in test accuracy across studies. This re-
view featured a sensitivity analysis more extensive than the first two
and considered variability by patient characteristics (symptomatic only
or HIV-positive only), geographical region where test was performed and
sample type used in the test (freeze-dried or liquid) as well as exploring
the conditional independence assumption.

5.2.4 Leptospirosis

There were three index tests for Leptospirosis: Microscopic agglutination
test (MAT), PCR and IgM ELISA. This systematic review and meta-
analysis has been published and is presented in section 5.3 [128]. The
reviews for PCR and IgM ELISA found less than four studies and so no
meta-analysis was carried out. This review was different to those we had
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already done because of the type of tests investigated. The microscopic
agglutination test is a serological test that is ideally carried out at two
time points. The outcome of the test is then only determined after the
second test and by comparing the result at the first time point with the
result at the second time point with a positive result often determined
by a four-fold rise in titre between the tests or seroconversion. Guidance
states the time between the two tests should be ten days [130]. However,
as with many aspects of healthcare, loss to follow up means a substantial
proportion of individuals only receive the test at the first time point and
do not return for the second or ‘paired’ test. As a result of this common
phenomena, it was of interest to estimate the accuracy of the test not
only in the ideal scenario of ‘paired’ test results but also when only the
first test result is available. Results found support the guidance that the
first test should not be used in isolation to diagnose acute leptospirosis.

5.2.5 Dengue

The Dengue review was the largest of the systematic reviews and in-
cluded 193 papers after applying selection criteria and had five index
tests: Reverse Transcription-PCR (RT-PCR), IgM ELISA, IgG ELISA,
NS1 ELISA and Viral neutralization. This systematic review and meta-
analysis has been drafted for submission and is presented in Appendix
D. The timing of the tests in relation to days post onset of fever is par-
ticularly important in this review as the index tests work by different
mechanisms which specifically relate to different responses of the body
to infection. For example, RT-PCR detects viral RNA which peaks be-
tween one and four days post onset of symptoms. In comparison, IgM
ELISA detects antibodies which peak between days five and 14 depending
on whether it is a primary or secondary infection [131]. These details are
important to consider when incorporating prior information on test ac-
curacy, for example, when IgM ELISA is used as a reference test against
NS1 ELISA on samples taken between zero and four days post onset of
symptoms our prior beliefs about the accuracy of IgM ELISA would be
different than if those samples were taken between four and seven days
post onset of fever.

5.2.6 Overall

A summary of the key characteristics of each review are provided in
Table 5.1 and, the partially-pooled estimates from selected pathogen/test
combinations is presented in Figure 5.1.
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5. Application of a Bayesian random-effect meta analysis

5.3 Paper

Addendum: The notation used in the model specification published in
the Supplementary material of the published paper differs in notation
to that presented in Chapter 4 of this thesis, however the model in this
published paper is the same as that presented in Chapter 4.
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Diagnosis of human leptospirosis: systematic 
review and meta‑analysis of the diagnostic 
accuracy of the Leptospira microscopic 
agglutination test, PCR targeting Lfb1, and IgM 
ELISA to Leptospira fainei serovar Hurstbridge
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Abstract 

Background  Leptospirosis is an underdiagnosed infectious disease with non-specific clinical presentation 
that requires laboratory confirmation for diagnosis. The serologic reference standard remains the microscopic agglu-
tination test (MAT) on paired serum samples. However, reported estimates of MAT’s sensitivity vary. We evaluated 
the accuracy of four index tests, MAT on paired samples as well as alternative standards for leptospirosis diagnosis: 
MAT on single acute-phase samples, polymerase chain reaction (PCR) with the target gene Lfb1, and ELISA IgM 
with Leptospira fainei serovar Hurstbridge as an antigen.

Methods  We performed a systematic review of studies reporting results of leptospirosis diagnostic tests. We 
searched eight electronic databases and selected studies that tested human blood samples and compared index 
tests with blood culture and/or PCR and/or MAT (comparator tests). For MAT selection criteria we defined a threshold 
for single acute-phase samples according to a national classification of leptospirosis endemicity. We used a Bayesian 
random-effect meta-analysis to estimate the sensitivity and specificity of MAT in single acute-phase and paired sam-
ples separately, and assessed risk of bias using the Quality Assessment of Studies of Diagnostic Accuracy Approach- 2 
(QUADAS-2) tool.

Results  For the MAT accuracy evaluation, 15 studies were included, 11 with single acute-phase serum, and 12 
with paired sera. Two included studies used PCR targeting the Lfb1 gene, and one included study used IgM ELISA 
with Leptospira fainei serovar Hurstbridge as antigen. For MAT in single acute-phase samples, the pooled sensitivity 
and specificity were 14% (95% credible interval [CrI] 3–38%) and 86% (95% CrI 59–96%), respectively, and the pre-
dicted sensitivity and specificity were 14% (95% CrI 0–90%) and 86% (95% CrI 9–100%). Among paired MAT samples, 
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the pooled sensitivity and specificity were 68% (95% CrI 32–92%) and 75% (95% CrI 45–93%) respectively, and the pre-
dicted sensitivity and specificity were 69% (95% CrI 2–100%) and 75% (2–100%).

Conclusions  Based on our analysis, the accuracy of MAT in paired samples was not high, but it remains the reference 
standard until a more accurate diagnostic test is developed. Future studies that include larger numbers of participants 
with paired samples will improve the certainty of accuracy estimates.

Keywords  Leptospirosis, Meta-analysis, Agglutinations tests, Polymerase chain reaction, Enzyme-linked 
immunosorbent assay, Systematic review, Sensitivity and specificity

Background
Leptospirosis is an underdiagnosed infectious disease, 
with an estimated global annual number of illnesses of 
more than one million per year from 1970 to 2008 [1], 
60,000 estimated annual deaths [1], and a mortality ratio 
ranging from 2% through to 60%, among older patients 
with icteric disease or renal failure [2]. Although tropi-
cal regions have the highest incidence of disease, with 
climate change and massive urbanization of frequently 
flooded areas in low-income countries, the epidemiol-
ogy of this zoonosis is changing and it is a growing global 
public health problem [3–5]. In tropical and subtropical 
settings, the symptoms and signs of leptospirosis overlap 
with those of many other acute febrile illnesses includ-
ing malaria, arboviral, and rickettsial diseases, and thus 
require laboratory confirmation for diagnosis [6–8].

Numerous diagnostic tests based on nucleic acid or 
antibody detection have been developed for early diagno-
sis of leptospirosis [9], but the serologic reference stand-
ard remains the microscopic agglutination test (MAT) 
on paired samples with a four-fold or greater rise, or 
seroconversion, confirming the diagnosis [10, 11]. Nev-
ertheless, reported estimates of sensitivity vary [12, 13]. 
The clinical characteristics of the populations studied, 
including days post-onset of symptoms and prior use of 
antibacterials, the serovars included in the MAT panel 
in relation to the epidemiology of the disease in the geo-
graphic region studied, as well as the laboratory perfor-
mance, contribute to heterogeneous estimates of MAT 
sensitivity in paired samples [11–13].

Because MAT is an imperfect reference test, accuracy 
evaluations that do not account for the imperfect nature 
of the test are biased [13, 14]. To explore this, Bayesian 
latent class analysis can be used to estimate the accuracy 
of a test, without assuming that any test is 100% accurate 
[15]. To our knowledge there is no published systematic 
review regarding MAT diagnostic accuracy using latent 
class analysis.

The Febrile Illness Evaluation in a Broad Range of 
Endemicities (FIEBRE) study is a prospective observa-
tional study of the infectious causes of fever at four sites 
in Africa and Asia, collecting data and samples from adult 
and paediatric outpatients, inpatients, and community 

controls [16]. FIEBRE tests for preventable and treatable 
infections, including leptospirosis, using reference stand-
ard diagnostic tests performed at specialised laboratory 
centres of excellence. The approach for the diagnosis of 
leptospirosis used in FIEBRE was an initial IgM ELISA 
screen using Leptospira fainei serovar Hurstbridge anti-
gen on participants’ convalescent sera, or for participants 
who did not provide convalescent serum, screening of 
acute serum from the day of clinical presentation. For 
IgM ELISA positive samples, MAT using a globally rep-
resentative panel of Leptospira serovars enriched when 
possible with local strains was performed on acute and, 
when available, convalescent sera. MAT was also per-
formed on all acute plasma samples positive by SYBR 
Green based real-time polymerase chain reaction (PCR) 
assay targeting the Lfb1 gene [17, 18].

We conducted a systematic review and meta-analysis 
to assess the accuracy of the index tests: MAT, PCR with 
the pathogenic Leptospira target gene Lfb1, and ELISA 
IgM with the target antigen Leptospira fainei serovar 
Hurstbridge. We compared the index tests with refer-
ence standard diagnostic tests for lepstospirosis diagnosis 
[10]: blood culture and/or PCR and/or MAT (comparator 
tests). We used a Bayesian latent class model to evaluate 
the sensitivity and specificity of MAT on single acute-
phase samples and MAT on paired samples.

Methods
PROSPERO protocol
The protocol of our systematic review was developed 
prior to conducting the review, and was registered in the 
International Prospective Register of Systematic Reviews 
(PROSPERO) at https://​www.​crd.​york.​ac.​uk/​PROSP​
ERO/​displ​ay_​record.​php?​Recor​dID=​285773, registration 
number CRD42021285773.

Search strategy
The original searches were conducted by a library infor-
mation specialist (JF) on 9 September 2020 for PCR, 10 
September 2020 for MAT, and 30 November 2020 for 
IgM ELISA, and all searches were updated on 16 August 
2022. Databases searched included OvidSP Medline, 
OvidSP Embase, OvidSP Global Health, Wiley Cochrane 
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Central Register of Controlled Trials, Clarivate Analytics 
Web of Science (Science Citation Index Expanded and 
Social Sciences Citation Index only), Elsevier Scopus, 
Ebsco Africa-Wide Information, World Health Organiza-
tion (WHO) Latin American and Caribbean Health Sci-
ences Literature, and WHO Global Index Medicus.

The search included strings of terms, synonyms, and 
controlled vocabulary terms to reflect two concepts: lep-
tospirosis, and either MAT, PCR, or IgM ELISA, hereaf-
ter referred to as the index test of each search. The exact 
search terms used for each search are shown in the Sup-
plementary material (Appendix S1). Animal studies were 
excluded, and the search was limited by date of publica-
tion from 1950 when MAT protocols were initially pub-
lished [19] through 16 August 2022. Duplicates were 
removed. Additional eligible studies were found by man-
ually searching the reference lists of relevant manuscripts 
and by contacting authors.

Selection criteria
The selection criteria applied to all studies found in the 
search are detailed in Table 1.

For the MAT systematic review, we included the 
threshold of single acute-phase sample in the selection 
criteria. Since leptospirosis case definitions for single 
acute-phase samples vary according to background sero-
prevalence [10], we sub-classified the study settings con-
sidering where leptospirosis is endemic and non-endemic 
based on national level assessments. In line with Costa 
et al. [1] we considered non-endemic settings to be coun-
tries with 10 or fewer leptospirosis cases per 100,000 
population per year, and endemic settings to be coun-
tries with more than 10 cases per 100,000 population 
per year. Costa’s review [1] identified 80 studies from 34 
countries that fulfilled the selection and quality criteria 
for a disease incidence study with a defined study period 
of leptospirosis endemic transmission, and developed a 

multivariable regression model to estimate leptospirosis 
incidence for each country and territory.

Following this rationale, we set as selection criteria the 
titre cut-off for a positive MAT in a single acute-phase 
sample of ≥ 1:400 for endemic settings, and ≥ 1:100 for 
non-endemic settings. For all settings, the criteria for a 
serologically confirmed case of leptospirosis was defined 
as seroconversion or a four-fold or greater rise in MAT 
antibody titre between paired samples from a person 
with a history of measured or reported fever, or with sus-
pected leptospirosis [10].

Study selection and data extraction
Two reviewers (JB, MV) screened and selected all studies 
independently and in duplicate, using two separate Excel 
spreadsheets (Authors, Title, Abstract, Journal, Year, 
Volume, Issue, Pages, DOI) for MAT and PCR studies, 
and for IgM ELISA studies using the online tool Cadima 
(https://​www.​cadima.​info/) [20].

The initial eligibility assessment of all titles and 
abstracts identified by the search strategy was performed 
using the predetermined selection criteria (Table  1). 
Full-text copies of all potentially eligible reports were 
retrieved and reviewed, independently and in duplicate 
by JB and MV. Any disagreements about eligibility were 
resolved through discussion between JB and MV, lead-
ing to the inclusion of reports meeting all selection crite-
ria and exclusion of those not meeting criteria. For each 
included report, JB and MV independently abstracted 
data using a standardized data abstraction sheet that was 
first piloted on fifteen studies (see Supplementary mate-
rial, Table S1). We contacted study investigators when 
a report appeared to meet selection criteria, but data 
reported were unclear or insufficient to abstract a 2 × 2 
contingency table comparing one or more index with 
another test. If sufficient data were not available or there 
was no reply from the authors, the study was excluded.

Table 1  Selection criteria applied to studies found in the systematic review of studies evaluating the diagnostic accuracy of MAT, PCR, 
and IgM ELISA, published global and between 1950–2022

Selection criteria

1) Studies performed using human blood samples

2) Observational and interventional studies among patients with fever history or suspected leptospirosis

3) Article in English, Spanish or Portuguese

4) Test of interest (MAT, PCR targeting the Lfb1 gene or IgM ELISA with the target antigen Hurstbridge) and at least one comparator test (MAT, PCR 
with any target gene or Culture) performed on the same samples

5) Data for extraction of a 2 × 2 contingency table

6) For studies for MAT accuracy evaluation, results of testing single acute samples presented separately from results of testing paired samples (i.e. acute 
and convalescent samples)

7) For studies for MAT accuracy evaluation, threshold for single acute-phase samples in endemic settings ≥ 1:400 and in non-endemic setting ≥ 1:100
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Bias assessment
We assessed study quality using the revised Quality 
Assessment of Diagnostic Accuracy Studies (QUA-
DAS-2) criteria, which assesses both the risk of bias and 
applicability to the review question for four domains: 
participant selection, index test, reference standard, and 
flow and timing of participants [21]. Each included article 
was graded as ‘low risk’ or ‘high risk.’ Each category was 
defined according to the criteria included in the manu-
script, as shown in Tables 2 and 3.

Data analysis
For analysis we required data from each study in the form 
of a 2 × 2 contingency table showing results of the index 
test and a comparator test. The index test was any of the 
tests of interest for each systematic review: single acute-
phase MAT, paired MAT, PCR with target gene Lfb1, or 
ELISA IgM with target antigen Hurstbridge. The com-
parator tests were pre-determined before beginning the 
review according to the reference standard diagnostic 
tests for lepstospirosis diagnosis [10]. When MAT (on 
either a single sample or paired sera) was the index test, 
the comparator tests were blood culture and/or PCR to 
any target gene; when PCR with target gene Lfb1 was 
the index test, the comparator test was MAT (on either 
a single sample or paired sera) and/or blood culture and/
or PCR (with other target genes); when ELISA IgM was 
the index test, the comparator test was MAT (on either a 
single sample or paired sera) and/or PCR (with any target 
gene) and/or blood culture.

Regarding MAT (on either a single sample or paired 
sera) meta-analysis, when a study reported data on 
multiple comparator tests, we created separate 2 × 2 
contingency tables comparing the index test with each 
comparator test. In these cases, without individual level 
data we were unable to include all data in the meta-anal-
yses without introducing bias. To systematically ensure 
only one 2 × 2 table from each study was included in the 
meta-analyses, we chose to include the 2 × 2 table where 
the comparator test was blood culture. This choice was 
made because more accuracy data on the specificity of 
blood culture are available than data on the sensitivity or 
specificity of PCR [22].

We implemented a Bayesian random-effect latent class 
meta-analysis, which is an extension to the Hierarchical 
Summary Receiver Operating Characteristic (HSROC) 
Model [18] to estimate the sensitivity and specificity of 
index tests. This framework took into account the imper-
fect nature of all tests included, as well as accounting for 
within- and between-study variability.

We fitted separate meta-analyses for MAT single 
acute-phase and paired sera, and for each analysis 

calculated the median and 95% credible interval (CrI) 
for the estimated sensitivity and specificity of the index 
test in each study. Importantly, we also calculated both 
the estimated median and 95% CrI for sensitivity and 
specificity across studies, known as pooled accuracy, as 
well as the predicted sensitivity and specificity. These 
predicted values estimate the sensitivity and specificity 
that would be expected if the test were to be used in a 
hypothetical future study. These pooled and predicted 
estimates of accuracy are presented through summary 
Receiver Operating Characteristic (ROC) curves which 
represent the 95% credible region for the joint estimate 
of the index tests sensitivity and specificity. If a meta-
analysis could not be performed due to scarcity of data, 
as was the case with PCR and ELISA reviews, we esti-
mated accuracy of the index test in individual studies 
using latent class analysis [23].

All analyses were carried out in R using stan [24]. A 
full model specification including sensitivity analysis 
investigating the impact on estimates of accounting 
for conditional dependence between tests within a dis-
ease class, as well as results where non-endemic studies 
are excluded, can be found in Supplementary material 
(Appendix 2). All code can be found at: https://​github.​
com/​shk313/​diagn​ostic-​test-​metaa​nalys​is/​tree/​main/​
Lepto​spiro​sis.

Results
Study selection
Single acute‑phase and paired MAT
Our systematic review of MAT performed on single 
acute-phase and paired samples identified 691 reports. 
Of these, 58 (8.4%) were identified as potentially rele-
vant on the basis of the title and abstract and underwent 
full-text review. Of these, 15 (25.9%) met our selection 
criteria and were included [25–39]; 12 (80%) [25–36] 
tested samples from endemic countries and three (20%) 
[37–39] from non-endemic countries. Of the 12 studies 
in endemic countries, nine studies (75%) [25–30, 35, 36] 
reported data from single acute-phase samples and ten 
studies (83,3%) [25–29, 31–34] reported data from paired 
samples. Of the three studies in non-endemic countries, 
two (66.6%) [37, 38] reported data from single acute-
phase samples and two (66.6%) [38, 39] from paired sam-
ples. We excluded results of single acute-phase samples 
from three studies [32, 33, 39] because the threshold of 
detection used was different from our national leptospi-
rosis endemicity-based selection criteria (Fig. 1).

The studies that were not included due having insuffi-
cient data available to create a 2 × 2 contingent table for 
single acute-phase samples and/or paired samples are 
detailed in Appendix S3.
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Table 2  Criteria for assessing bias in the systematic review of studies evaluating the diagnostic accuracy of MAT, PCR, and IgM ELISA, 
published global and between 1950–2022

Domain Grade Criteria

A. Criteria for assessing bias in studies selected for MAT accuracy evaluation

  Patient selection Low risk Prospective studies and case-control studies in the same population

High risk Case-control studies in different populations or healthy controls; 
eligibility other than suspected leptospirosis

  Index test (MAT) Low risk MAT performed in paired samples with a positivity criteria of ≥ 4-fold 
rise or seroconversion

High risk MAT performed in single acute-phase samples; any other positivity 
criteria for paired samples different than ≥ 4-fold rise or seroconversion

  Comparator test (culture and/or PCR) Low risk Performed in recruitment samples; performed according to standard 
methodology

High risk Performed in convalescent samples; not performed according 
to standard methodology

  Flow and timing Low risk All patients subject to the same comparator tests; comparator tests 
and index test performed on samples taken at the same time for acute 
phase

High risk Not all participants performed the same comparator test; use of sam-
ples collected on different days for acute phase

B. Criteria for assessing bias in studies selected for PCR accuracy evaluation

  Patient selection Low risk Prospective studies and case-control studies in the same population

High risk Case-control studies in different populations or healthy controls; 
eligibility other than suspected leptospirosis

  Index test (PCR) Low risk Performed in recruitment samples; performed according to standard 
methodology

High risk Performed in convalescent samples; not performed according 
to standard methodology

  Comparator test (MAT and/or culture and/or PCR) Low risk Use of MAT on paired samples in at least 75% of participants; cases 
defined with ≥ 4-fold rise in antibody titers or with a positive culture 
of Leptospira; tests performed according to standard methodology

High risk Use MAT on less than 75% of paired samples, any other positivity cri-
teria for paired samples different than ≥ 4-fold rise or seroconversion; 
tests not performed according to described methodology

  Flow and timing Low risk All patients subject to the same comparator tests; comparator tests 
and index tests performed on samples collected at the same time 
for acute phase

High risk Not all participants performed the same comparator test; use of sam-
ples collected on different days for acute phase

C. Criteria for assessing bias in studies selected for IgM ELISA accuracy evaluation

  Patient selection Low risk Prospective studies and case-control studies in the same population

High risk Case-control studies in different populations or healthy controls; 
eligibility other than suspected leptospirosis

  Index test (IgM ELISA) Low risk Threshold for positivity defined a priori; test performed according 
to manufacturer’s recommendations

High risk Threshold for positivity not defined a priori; test not performed 
according to manufacturer’s recommendations

  Comparator test (MAT, culture and/or PCR) Low risk Use of MAT on paired samples in at least 75% of participants, 
cases defined as a positive PCR, MAT with ≥ 4-fold rise in antibody 
titers or a positive culture of Leptospira; tests performed according 
to described methodology

High risk Use MAT on less than 75% of paired samples; culture and PCR per-
formed in convalescent samples, any other positivity criteria for MAT 
than ≥ 4-fold rise or seroconversion between paired samples; tests 
not performed according to standard methodology
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PCR target gene lfb1
Our PCR review identified 1,094 reports. Of these, 18 
(1.6%) were identified as potentially relevant on the 
basis of the title and abstract and underwent full-text 

review. Of these 18 reports, two (11.1%) articles [27, 
40] met our selection criteria and were included 
(Fig. 1).

Table 2  (continued)

Domain Grade Criteria

  Flow and timing Low risk All patients subject to the same comparator tests; comparator tests 
and index test performed on samples collected at the same time 
for acute phase

High risk Not all participants performed the same comparator test; use of sam-
ples collected on different days for acute phase

Table 3  Criteria for assessing applicability in the systematic review of studies evaluating the diagnostic accuracy of MAT, PCR, and IgM 
ELISA, published global and between 1950–2022

Domain Grade Criteria

A. Criteria for assessing applicability in studies selected for MAT accuracy evaluation

  Patient selection Low risk Patients with a febrile illness, symptoms of leptospirosis or fever 
of unspecified duration

High risk Patients without febrile illness or without clinical suspicious of lepto-
spirosis

  Index test (MAT) Low risk Panel of local known circulating serovars; where local serovars are 
unknown, a globally representative serovar panel is used; MAT per-
formed according to described methodology

High risk Panel without local circulating serovars; MAT not performed according 
to described methodology

  Comparator test (Culture and/or PCR) Low risk PCR and/or culture performed according to standard methodology

High risk PCR and/or culture not performed according to standard methodol-
ogy

B. Criteria for assessing applicability in studies selected for PCR accuracy evaluation

  Patient selection Low risk Patients with febrile illness, symptoms of leptospirosis or fever 
of unspecified duration

High risk Patients without febrile illness or without clinical suspicious of lepto-
spirosis

  Index test (PCR) Low risk PCR performed according to standard methodology

High risk PCR not performed according to standard methodology

  Comparator test (MAT and/or culture and/or PCR) Low risk Panel of local known circulating serovars; where local serovars are 
unknown, a globally representative serovar panel is used; tests per-
formed according to standard methodology

High risk Panel without local circulating serovars; tests not performed accord-
ing to standard methodology

C. Criteria for assessing applicability in studies selected for IgM ELISA accuracy evaluation

  Patient selection Low risk Patients with febrile illness, symptoms of leptospirosis or fever 
of unspecified duration

High risk Patients without febrile illness or without clinical suspicious of lepto-
spirosis

  Index test (IgM ELISA) Low risk IgM ELISA performed according to standard methodology

High risk IgM ELISA not performed according to standard methodology

  Comparator test (MAT, culture and/or PCR) Low risk Panel of local known circulating serovars; where local serovars are 
unknown, a globally representative serovar panel is used; MAT, PCR 
and/or culture performed according to standard methodology

High risk Panel without local circulating serovars; MAT, PCR and/or culture 
not performed according to standard methodology
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Fig. 1  Study flow diagram for systematic review of studies evaluating the diagnostic accuracy of MAT, PCR, and IgM ELISA, published global 
and between 1950–2022. A Flow diagram of the selection process of MAT studies. B Flow diagram of the selection process of PCR studies. C Flow 
diagram of the selection process of IgM ELISA studies
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ELISA IgM target antigen Leptospira fainei serovar 
Hurstbridge
Our IgM ELISA review identified 5,092 reports. Of 
these, 58 (1.1%) were identified as potentially relevant 
on the basis of title and abstract and underwent full-
text review. Of these 58 reports, one (1.7%) article [41] 
met our selection criteria and was included (Fig. 1).

Study characteristics
Single acute‑phase and paired MAT
The characteristics of all included studies are detailed 
in Table 4. The 15 studies included for MAT (11 (73%) 
studies were of single-sample MAT, 12 (80%) stud-
ies of paired MAT and 8 (53%) studies were of both) 
were conducted from 2000 through 2020. Of these 
studies, 14 (93%) of 15 [25–38] included participants 
with suspected leptospirosis and one (7%) of 15 [39] 
included participants with fever. Of studies from 
endemic regions, recruitment occurred in Brazil [28, 
29]; Japan [34]; Pacific Island Countries and Territories 
such as Marquesas Islands, Society Islands, Wallis and 
Futuna, and New Caledonia [27]; India [32, 33]; Laos 
[25, 28]; Malaysia [30, 35]; and Thailand [31, 36]. In 
non-endemic countries, recruitment occurred in New 
Zealand [39] and Slovenia [37, 38]. All studies were 
prospective. The MAT panel comprised 20 to 22 sero-
vars in five studies [25, 26, 29, 30, 35], 13 to 15 sero-
vars in three studies [34, 37, 38], and 8 to 11 serovars 
in three studies [32, 33, 39]. The MAT panel was not 
described in four studies [27, 28, 31, 36]. The compara-
tor test was blood culture in five studies [29, 32, 33, 36, 
37], PCR in four studies [26, 27, 30, 35], and both were 
used as comparators in six studies [25, 28, 31, 34, 38, 
39]. Of studies with PCR as a comparator test, three 
studies used serum samples [26–28], five used whole 
blood samples [31, 34, 35, 38, 39], one used both [30], 
and one study used serum and buffy coat [25]. Recruit-
ment of individuals varied in relation to time of illness 
onset across studies. The number of days post-onset 
(DPO) of symptoms at recruitment were 0 to 14 days 
[34], 1 to 30 days [25, 27], a mean of 6 days [29], and 
an interquartile range of 2 to 5 [36], 2 to 6 [31], and 3 
to 7 days [28]. The DPO of symptoms was not detailed 
in eight studies [26, 30, 32, 33, 35, 37–39]. The number 
of days between acute and convalescent samples also 
varied with reported timeframes including: 7 to 15 days 
[25, 31, 32], more than 15 days [29, 35, 38], and was not 
detailed in nine studies [26–28, 30, 33, 34, 36, 37, 39].

PCR target gene lfb1
The two studies included for PCR accuracy analysis 
were conducted 2004–2005 [27] and 2015–2016 [40]. 

Both studies included patients with suspected lepto-
spirosis, were prospective, and enrolled in the endemic 
countries Azores [40], and the Pacific Island Coun-
tries and Territories of Marquesas Islands, New Cal-
edonia, Society Islands, and Wallis and Futuna [27]. 
In one study [27] the comparator test was MAT, in 
which the MAT panel was not described, and 10 (24%) 
of 41 patients had paired samples. In other study [40] 
the comparator test was PCR targeting the rrs gene in 
serum samples. The DPO of symptoms was of 1 to 30 
days in one study [27] and was not described in other 
study [40].

ELISA IgM with antigen Leptospira fainei serovar Hurstbridge
The eligible study included for IgM ELISA accuracy 
analysis [41] was conducted in France, French Polynesia, 
Guadeloupe, Guyana, and Martinique, and was a two-
gate design study that included patients with suspected 
leptospirosis and controls from patients with evidence of 
recent infection for dengue and syphilis, or from healthy 
blood donors. IgM ELISA was performed in serum sam-
ples and the comparator test was MAT. The MAT panel 
included 22 serovars, and it was not mentioned how 
many participants had paired samples.

Study quality
The results of bias assessment are shown in Table 5.

Single acute‑phase and paired MAT
In the patient domain, all studies were graded as low 
risk of bias and applicability, because they were all pro-
spective and with a population of suspected leptospiro-
sis or febrile patients. In the index test domain, when 
studies used single acute-phase samples for a confirma-
tory diagnosis of leptospirosis [25–31, 35–38], they 
were graded as high risk of bias. When studies used 
paired samples for a confirmatory diagnosis of leptospi-
rosis [25–34, 38, 39], they were graded low risk of bias 
on the basis that the positivity criteria included a four-
fold rise or greater, or seroconversion, between sam-
ples. Regarding applicability, nine studies were graded 
low risk because they used a globally representative 
panel of 20 to 22 serovars [25, 26, 29, 30, 35], or used 
10 to 15 locally known circulating serovars [32, 33, 37, 
38]. Two studies [34, 39] were graded high risk since 
the MAT panels composed of 13 serogroups and eight 
serovars, respectively, and they were not mentioned as 
being locally representative of the study setting. Finally, 
four studies [27, 28, 31, 36] were graded high risk 
because MAT panel composition was not described.
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In the comparator test domain, regarding bias and 
applicability, 14 studies [25–28, 30–39] were graded 
low risk because the comparator tests were performed 
in recruitment samples and according to standard 
methodology. One study [29] was graded high risk 
because laboratory procedures were not described or 
referenced. For the timing and flow domain, all studies 
were graded low risk of bias because patients were sub-
ject to the same comparator tests, and comparator tests 
and index test were performed on samples taken at the 
same time for acute phase.

PCR target gene lfb1
In the patient and index test domain both PCR stud-
ies [27, 40] were graded low risk for quality concerns 
because they were prospective, in patients suspected 
of leptospirosis, and the index test was performed in 
recruitment samples and according to standard meth-
odology. In the comparator test domain, one study 
[27] was graded high risk of bias because MAT was the 
comparator test and less than 75% of the samples were 
paired samples, and graded as high risk for applicability 
concerns because the MAT panel composition was not 
described. The second study [40] was graded low risk 
for quality concerns since the comparator test was per-
formed according to standard methodology. For timing 
and flow domain, both studies were graded low risk of 
bias because patients were subject to the same com-
parator tests, and comparator tests and index test were 
performed on samples taken at the same time for acute 
phase.

ELISA IgM target antigen Leptospira fainei serovar 
Hurstbridge
The single IgM ELISA study [41] was graded high risk of 
bias and high risk for applicability concerns in the patient 
domain, because it was a two-gate design study and con-
trols were healthy blood donors or patients with other 
diseases. In the index test domain, it was graded low risk 
for quality concerns since it was performed according 
to detailed standard methodology and the threshold for 
positivity defined a priori. In the comparator test domain, 
it was graded as high risk of bias because MAT was the 
comparator test and there was no information regard-
ing the use of paired samples for a confirmatory case. For 
timing and flow domain, it was graded as low risk of bias 
since patients were subject to the same comparator tests, 
and comparator tests and index test were performed on 
samples taken at the same time for acute phase.

Sensitivity and specificity estimates
Single acute‑phase and paired MAT
Overall, 11 studies with data on single acute-phase 
samples representing 2,625 individuals and 12 studies 
on paired samples representing 1,721 individuals were 
included in a meta-analysis for MAT. Abstracted data 
are detailed in Supplementary material, Table S2.

For single acute-phase samples, the pooled sensitivity 
and specificity of MAT were 14% (95% CrI 3–38%) and 
86% (95% CrI 59–96%), respectively, and the predicted 
sensitivity and specificity were 14% (95% CrI 0–90%) 
and 86% (95% CrI 9–100%). The estimates for the sen-
sitivity and specificity of MAT in each individual study 
can be found in Fig. 2 and the summary receiver oper-
ating characteristic (SROC) curves representing the 
pooled and predicted estimates in Fig. 3.

Among paired samples, the pooled sensitivity and 
specificity of MAT were 68% (95% CrI 32–92%) and 
75% (95% CrI 45–93%) respectively, and the predicted 
sensitivity and specificity were 69% (95% CrI 2–100%) 
and 75% (95% CrI 2–100%). The estimates for individ-
ual studies can be found in Fig. 4 and the SROC curves 
for pooled and predicted estimates in Fig. 5.

PCR targeting lfb1
Two studies were included in our review of PCR diag-
nosis, including a total of 253 individuals. The esti-
mated median sensitivity of PCR in Merien, et al. [27] 
was 92% (95% CrI 72–100%) and median specificity 
was 66% (95% CrI 49–91%). In Esteves, et  al. [40] the 
median sensitivity of PCR was 98% (95% CrI 90–100%) 
and the median specificity was 99% (98–100%) 
(Table 6).

ELISA IgM target antigen Leptospira fainei serovar 
Hurstbridge
A single study that included 519 individuals was identi-
fied in our review of IgM ELISA. The estimated median 
sensitivity of IgM was 97% (93–100%) and the median 
specificity was 99% (97–100%) (Table 6).

Discussion
We carried out a systematic review of the sensitivity 
and specificity of MAT, PCR with the target gene Lfb1, 
and IgM ELISA with the antigen Leptospira fainei sero-
var Hurstbridge for diagnosis of human leptospirosis. 
Our meta-analysis of 15 studies, including 3,188 partic-
ipants, found that MAT on single acute-phase samples 
had a predicted median sensitivity and specificity of 
14% and 86%, respectively, for detecting leptospirosis, 
and using paired samples MAT had a predicted median 
sensitivity and specificity of 69% and 75%, respectively.
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Fig. 2  Forest plot of estimated and pooled sensitivity and specificity of studies evaluating the diagnostic accuracy of MAT in single acute-phase 
samples, published global and between 1950–2022

Fig. 3  Roc curve of pooled and predicted sensitivity and specificity of studies evaluating the diagnostic accuracy of MAT in single acute-phase 
samples, published global and between 1950–2022
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Fig. 4  Forest plot of estimated and pooled sensitivity and specificity of studies evaluating the diagnostic accuracy of MAT in paired samples, 
published global and between 1950–2022

Fig. 5  Roc curve of pooled and predicted sensitivity and specificity of studies evaluating the diagnostic accuracy of MAT in paired samples, 
published global and between 1950–2022
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Our estimates of the sensitivity of MAT in single 
acute-phase samples were low across all studies, but 
specificity was generally high. These findings are in line 
with the dynamics of the humoral immune response 
and with previous work from studies in a variety of 
countries including the Barbados [42], Netherlands 
[15], and Sri Lanka [43]. Moreover, numerous studies 
have shown the value of adding culture, nucleic acid 
amplification, or antigen detection to MAT serology 
during the early phase of the disease [44–50].

In paired samples we estimated to correctly identify 
just over two-thirds of true leptospirosis cases, and cor-
rectly reject the diagnosis for three-quarters of suspected 
cases. We found a more heterogeneous picture of esti-
mated accuracy but our median estimates of 69% sensi-
tivity and 75% specificity were also in line with previous 
findings in Barbados [42], Brazil [51], and Thailand [52]. 
Conversely, another study in Thailand [13], that also used 
a latent class model, estimated sensitivity to be lower 
than previous studies at 49.9%, with 95% CI from 37.6 to 
60.8%. However, the authors stated that this could have 
been the result of convalescent-phase samples being col-
lected only ten DPO of symptoms, allowing insufficient 
time for the antibody response to develop, and that 34% 
of participants did not have convalescent-phase serum 
specimens collected. Importantly, the estimate of MAT 
sensitivity in paired samples was 70.3% was consistent 
with our analysis.

Heterogeneity among studies is reflected in the wide 
credible intervals for the predicted sensitivity and speci-
ficity in this meta-analysis, particularly among the paired 
samples. The variability in estimates from single acute-
phase samples could be explained by the heterogeneity of 
DPO of fever in the studies included, as shown by Goris 
et al. [12]. Single acute-phase samples may have been col-
lected early in the illness, less than seven DPO of fever 
[11], too early in the humoral immune response for it to 
be a reliably detect infection. The high variability in the 
sensitivity of MAT in paired samples could be partially 
explained by the inclusion of patients with a brief inter-
val, less than 14 days [11], between samples, and thus 
not reaching seroconversion or a four-fold rise or greater 

between titers [13]. It also could be attributed to failure 
to consider patients’ use of antimicrobials before testing, 
particularly relevant when culture was used as a compar-
ator test. It also could be due to MAT panel composition 
not representing the locally circulating strains [53–55].

Our meta-analysis had several limitations. Firstly, a 
key assumption of the Bayesian latent class model used 
is that there exist only two disease classes in the under-
lying population: diseased and disease-free. If in fact 
more than two classes exist, this assumption can result 
in biased estimates of test sensitivity and specificity when 
conditional independence between tests is assumed [56]. 
While the results presented in the main text of this paper 
do not make the assumption of conditional independ-
ence between tests, two disease classes are assumed. 
Further limitations include low geographical diversity, 
since included studies were conducted in only eight 
endemic countries, the majority in Southeast Asia, so 
that our estimates are not representative of all leptospi-
rosis endemic countries. Moreover, our classification of a 
country’s endemicity followed Costa, et al. [1], but these 
estimates are based on limited data and do not account 
for sub-national variation in leptospirosis incidence. Our 
bias assessment (Table 5) highlights the high risk of bias 
of all studies using single acute-phase samples as a con-
firmatory test for leptospirosis, and also that some stud-
ies do not describe or account for a globally or locally 
representative MAT panel, an important quality con-
cern. Moreover, data on DPO of symptoms, the interval 
between paired samples, and the use of antimicrobials 
prior to testing were widely heterogeneous or unknown. 
This information was not included in the quality assess-
ment but could be an important source for bias in some 
of our studies, interfering with the proportion of posi-
tive and negative tests results that correctly identify the 
infection status of individuals. Also, the low number of 
positive MAT results in the majority of selected studies 
compromised power. Another limitation was not find-
ing studies that reported titres on acute and convalescent 
samples that would have allowed the direct evaluation of 
single sample MAT in the context of paired MAT. A final 
limitation was the difficulty in assessing QUADAS-2, due 

Table 6  Extracted data, sensitivity and specificity estimates in the systematic review of studies evaluating the diagnostic accuracy of 
PCR and IgM ELISA, published global and between 1950 – 2022

Study first author, ref Reference test Total N 
samples

Index + /
Reference + 

Index + /
Reference-

Index-/
Reference + 

Index-/
Reference-

Sensitivity Specificity

A. PCR studies

  Merien F [27] MAT 51 10 15 1 25 92% (72–100) 66% (49–91)

  Esteves L [40] PCR 202 46 0 1 155 98% (90–100) 99% (98–100)

B. IgM ELISA studies

  Bourhy P [41] MAT 519 298 3 19 199 97% (93–100%) 99% (97–100%)
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to the lack of detailed data reported on the selected stud-
ies and due to the heterogeneity in MAT procedure and 
panel composition, since laboratories uses diverse anti-
gen panels and every setting has different endemic local 
Leptospira serovars, sometimes unstated.

Our review also has many strengths. To our knowledge, 
this is the first meta-analysis of MAT accuracy for human 
leptospirosis diagnosis, and the first using Bayesian latent 
class modelling to account for the imperfect compara-
tor tests. Our approach took into account different case 
definitions according to endemicity, and evaluated test 
results from single acute-phase samples separately from 
paired samples results. Importantly we used an exten-
sive search strategy, contacted authors for additional data 
where necessary to complete a 2 × 2 table, and performed 
in duplicate and independently the process from study 
screening to data extraction.

Regarding our review of PCR targeting lfb1 and ELISA 
IgM targeting antigen Leptospira fainei serovar Hurs-
tbridge, due to the scarcity of data available, no meta-
analysis could be performed. Instead, we report the 
estimated accuracy of each test within the included stud-
ies only. These results are not generalizable to other stud-
ies but suggest that both IgM ELISA and PCR had a high 
sensitivity in the included studies (median sensitivity: 
92%, 98%, and 97%). Specificity varied in the two studies 
included for PCR (median specificity: 66% and 99%) and 
was high for IgM ELISA (99%). A 2017 systematic review 
of IgM ELISA for leptospirosis diagnosis not specifically 
targeting the antigen Leptospira fainei serovar Hurst-
bridge found similar results [57].

Conclusions
To our knowledge, this is the first meta-analysis estimat-
ing the accuracy of MAT in paired samples for diagnosis 
of human leptospirosis. Our study found that the sensi-
tivity and specificity of MAT in paired samples were not 
high. However, MAT on paired sera remains the refer-
ence standard until a more accurate diagnostic strategy 
is developed. A key challenge for our review was the scar-
city of high-quality studies driven by a low proportion 
of participants with paired serum samples, and a lack of 
detailed reporting of sample timing collection and panel 
composition. Future studies that use paired samples and 
that report in detail the sample timing collection and 
MAT panel composition will improve the certainty of 
accuracy estimates.
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Appendix S2: Statistical model the systematic review of studies evaluating the diagnostic 
accuracy of MAT, PCR, and IgM ELISA, published global and between 1950 – 2022. 

 

The complete model to estimate the sensitivity and specificity of the index test in each 

study, and hence predict sensitivity and specificity in a future study, consists of two 

hierarchical levels. The first level captures between-study variations in the sensitivity and 

specificity through a Hierarchical Summary Receiver Operating Characteristic (HSROC) 

model (Rutter and Gatsonis, 2001; Dendukuri et al 2012; Dendukuri and Joseph, 2001), 

which assumes that sensitivity and specificity across studies lie on an ROC curve. The second 

level accounts for the unknown true disease status of all participants using latent class 

analysis. 

 

In this analysis of the MAT diagnostic test, a separate meta-analysis was run for acute and 

convalescent samples. In the main text we present a model relaxing the assumption of 

conditional independence between test results from the same individual given their disease 

class. In the following, we first outline this model before presenting the results of a 

sensitivity analysis. We compared the result relaxing the assumption of conditional 

independence to those assuming conditional independence as well as presenting the results 

for a model where only studies from endemic settings are included. This is in comparison to 

the results presented in the main text where studies from both endemic and non-endemic 

settings are included. 

 

Starting with the latent class model, assume we have a sample of N individuals who have all 

undergone two different dichotomous tests defined by 𝑇𝑟 (𝑟 = 1,2), and let 𝑡𝑟𝑖 be a 

random variable denoting the outcome from test 𝑟 for individual 𝑖, 𝑖 = 1, . . , 𝑁. A positive 

test result for an individual is denoted by 𝑡𝑟𝑖 = 1, and a negative test result by 𝑡𝑟𝑖 = 0. Also 

assume that the unknown true disease status of an individual, denoted 𝐷, can take one of 

two values: ‘diseased’ (𝐷 = 1) or ‘non-diseased’ (𝐷 = 0).The true (latent) disease status of 

the 𝑖th individual is denoted 𝑑𝑖  . Assuming conditional independence between the two tests, 

we can write the joint distribution as: 

Pr(T1 =  𝑡1, T2 = 𝑡2) = 1 



Pr(T1|D = 1)Pr(T2|D = 1)Pr(D = 1) + Pr(T1|D = 0)Pr(T2|D = 0)Pr(D = 0) 

 

For the rth test, the sensitivity (Se) and specificity (Sp) can be written as Ser = Pr(Tr  =

1|D = 1) and Spr = Pr(Tr = 0|D = 0) respectively. We can also define prevalence as 𝜋 =

Pr(𝐷 = 1). We can then specify equation 1 in terms of sensitivity, specificity and 

prevalence: 

Pr(T1 =  𝑡1, T2 = 𝑡2) = 

Se1Se2(1 − Se1)(1 − Se2)π + (1 − Sp1)(1 − Sp2)Sp1Sp2(1 − π) 
2 

Following this, we can then define the likelihood for this latent class model assuming 

conditional independence as:  

L =  ∏(

N

i=1

πSe1
t1iSe2

t2i(1 − Se1)1−t1i(1 − Se2)1−t2i) + ((1 − π)Sp1
1−t1iSp2

1−t2i(1

− Sp1)t1i(1 − Sp2)t2i) 

3 

To relax the assumption of conditional independence and account for conditional 

dependence between tests, we allow the sensitivity from each test to depend on an 

individual level random effect 𝑠𝑖. We assume that the sensitivity in the conditionally 

dependent model takes the form (1):  

Pr(Tri =  1| Di = 1, )   = Seri  =  g−1(ard=1  +  brd=1si) 4 

where 𝑔(⋅) is a link function. In this study we use the logit link, 𝑔−1(𝑦)  =  1/(1 + 𝑒−𝑦), 

𝑎𝑟𝑑=1 and 𝑏𝑟𝑑=1 are unknown parameters to be estimated where b describes the strength 

of dependence between two tests and the random effect 𝑠𝑖 follows a standard normal 

distribution. The subject-specific random-effect 𝑠𝑖 represents some unobserved 

characteristic for example infection intensity, that indirectly creates dependence between 

tests. 

 

The study-level latent class model (equation 3 and 4) is then linked to the between-study 

level using a HSROC model (equation 5) which models between study variations by 

assuming that test sensitivity and specificity lie on an ROC curve. In particular, each study 𝑗 

(𝑗 = 1, . . , 𝐽) provides the 2x2 table between the test of interest, hereafter called the index 

test, which is the same in all studies, and a comparator test which may differ between 

studies. We let 𝑇1𝑗 denote the index test outcomes in each study and we let 𝑇2𝑗 denote the 



comparator test outcomes in each study. In line with previous descriptions (2,3), we define 

the sensitivity and specificity of the index test in the 𝑗th study by: 

logit(Se1j) = Pr(𝑇1𝑗 = 1|D = 1)  = −(θj  −  αj/2)/exp(β/2) 

logit(Sp1j) = Pr(𝑇1𝑗 = 0|D = 0)  = (θj  + αj/2)/exp(−β/2) 
5 

where 𝜃𝑗  represents the positivity criteria for study 𝑗. The positivity criteria, or cut-off value, 

models the dependence between the true positive fraction and false positive fraction in 

each study. 𝛼𝑗 represents the diagnostic accuracy and measures the mean difference in test 

accuracy between individuals ‘diseased’ and individuals ‘non-diseased’ in study 𝑗. 𝛽 the 

scale parameter, allows differences in the variation of outcomes between disease positive 

and disease negative individuals thus allowing asymmetry in the ROC curve. Both 𝜃 and 𝛼 

parameters are modelled as random effects with independent normal distributions to 

incorporate variation between studies: 

θj ∼  N(Θ, σθ) 

αj  ∼  N(Λ, σα) 
6 

 

We present pooled estimates of sensitivity and specificity which are given by: 

logit (Pooled Se) = −((Θ − Λ/2)/exp(β/2)) 

logit (Pooled Sp) = ((Θ + Λ/2)/exp(−β/2)) 
8 

Importantly, we also present a prediction of sensitivity and specificity in a new study. 

Predicted estimates are important because the pooled estimates in a meta-analysis only 

represent an average estimate among the studies included in the analysis. Predicted 

estimates on the other hand account for the variation captured through the modelling 

framework and can be used as priors for sensitivity and specificity of the index test in a new 

study. We predict sensitivity and specificity by replacing Θ with 𝜃𝑛𝑒𝑤𝑠𝑡𝑢𝑑𝑦  and Λ with 

𝛼𝑛𝑒𝑤𝑠𝑡𝑢𝑑𝑦: 

𝜃𝑛𝑒𝑤𝑠𝑡𝑢𝑑𝑦~𝑁(Θ, σ𝜃) 

𝛼𝑛𝑒𝑤𝑠𝑡𝑢𝑑𝑦~𝑁(Λ, σ𝛼) 

The above description was applied to both acute and convalescent samples 

independently. 

10 

X.2 Prior Specification  



We use the following priors: Θ~(0,1), Λ~𝑁(0,2) and, 𝛽~𝑈𝑛𝑖𝑓𝑜𝑟𝑚(−0.75,0.75). Variance 

parameters 𝜎𝜃  𝑎𝑛𝑑 𝜎𝛼 follow zero-truncated standard normal distributions. We allow 

prevalence and specificity of the index test in each study to be uniform over 0 to 1. The 

sensitivity of the index test in each study are also assumed uniform between a lower limit of 

1 minus the specificity. This ensures that the probability of a positive test is higher for 

somebody with disease than without.  

 

In both analyses, the comparator tests are Culture and PCR. For culture, the sensitivity is 

assumed uniform between 0 and 1 however the specificity is assumed to follow a 

𝑏𝑒𝑡𝑎(50,1) distribution. Assuming a 𝑏𝑒𝑡𝑎(50,1) distribution corresponds to an assumption 

of 95% probability of the specificity being above 94%. We assume the sensitivity and 

specificity of PCR follow a 𝑏𝑒𝑡𝑎(5,1) distribution. This corresponds to an assumption of 95% 

probability that the sensitivity and specificity of PCR are above 50%. 

 

X.3 Sensitivity Analysis 

Sensitivity analyses were conducted to assess the robustness of our results to assumptions 

about conditional dependence between tests and to the endemicity level of countries. In 

the main text of the article a model relaxing the assumption of conditional independence 

between diagnostic tests is presented. Here we present the results assuming conditional 

independence, comparing to those presented in the main text. We also present the results 

when only those studies from endemic studies are included. Table 1 highlights that the 

pooled and predicted estimates in acute samples  did not differ greatly between models. 

Table 2 shows that in convalescent samples only including endemic countries slightly 

increased the median estimate of pooled and predicted sensitivity and specificities but that 

there is little evidence of conditional dependence between tests as results comparing 

whether conditional independence is assumed or relaxed are similar.  

 

Table S1: Sensitivity analysis in acute samples 

Study 

countries 

included 

Conditional 

independence 

(CI) or 

Pooled 

sensitivity 

Pooled 

specificity 

Predicted 

sensitivity 

Predicted 

specificity 



conditional 

dependence 

(CD) 

median 

(95% CrI) 

median 

(95% CrI) 

median 

(95% CrI) 

median 

(95% CrI) 

All CI 17(5-41) 88(66-98) 17(1-89) 89(14-100) 

All* CD 14(3-38) 86(59-96) 14(0-90) 86(9-100) 

Endemic 

only 

CI 13(3-37) 90(67-98) 13(0-86) 90(14-100) 

Endemic 

only 

CD 11(2-33) 87(60-97) 10(0-86) 88(10-100) 

*This row represents the results presented in the main text of the manuscript 

 

Table S2: Sensitivity analysis in convalescent samples 

Study 

countries 

included 

Conditional 

independence 

(CI) or 

conditional 

dependence 

(CD) 

Pooled 

sensitivity 

median 

(95% CrI) 

Pooled 

specificity 

median 

(95% CrI) 

Predicted 

sensitivity 

median 

(95% CrI) 

Predicted 

specificity 

median 

(95% CrI) 

All CI 70(32-92) 74(43-93) 70(2-100) 76(2-100) 

All* CD 68(32-92) 75(45-93) 69(2-100) 75(2-100) 

Endemic 

only 

CI 74(38-95) 81(51-95) 76(2-100) 81(4-100) 

Endemic 

only 

CD 73(34-95) 81(48-95) 73(2-100) 81(3-100) 

*This row represents the results presented in the main text of the manuscript 
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5.4 Paper contributions

The paper presented in section 5.3 describes the results of a diagnostic
test accuracy systematic review and meta-analysis for the diagnosis of
leptospirosis following the most up to date advice on best practices from
the 2023 Cochrane handbook [86]. Further, the code for all analyses
is available open access. The paper sought to estimate the accuracy of
three tests of interest however very few studies were found to estimate
the accuracy of two of the three tests of interest (PCR and IgM ELISA)
so, a meta-analysis was only carried out for the microscopic agglutination
test (MAT).

Guidelines for the proper use of the MAT test requires the testing of
human samples from two time points, commonly day 0 and day 28 [130].
However, from this review, it is evident that what happens in practice is
not always what the guidelines stipulate. The systematic review found
many studies comparing the result of MAT from day 0 only with another
test. As a consequence, we decided to change our original analysis plan
and estimate the accuracy of MAT on single acute phase samples as
well as estimating the accuracy when the test is performed as per the
guidelines. This ad hoc analysis was performed because it is important
for researchers to understand the accuracy of a diagnostic test being used,
especially if there is a systematic difference in how the test is being used
from which it was originally designed for.

Unsurprisingly, the estimated accuracy of MAT on acute phase sam-
ples only had a poor sensitivity 14% (95% credible interval(CrI) 3-38%).
Despite a poor sensitivity, specificity remains high on the first test (85%,
95% CrI: 59-96%). While it is not advised to use MAT on acute phase
samples only, this review presents the first estimates of the accuracy
of this test when it is used in this way for the diagnosis of leptospiro-
sis. On the other hand, MAT on paired samples is recognised as the
gold-standard in the diagnosis of leptospirosis however, the results found
here suggest this test is not perfect with an estimated partially-pooled
sensitivity of 68% (95% CrI: 32-92%) and specificity of 75% (95% CrI:
45-93%). This is not a novel finding [132] but, despite this, MAT contin-
ues to be treated as a gold-standard in leptospirosis diagnosis [133, 134].
Recognition that MAT is imperfect is important if a diagnostic test with
a higher sensitivity is to be found and utilised.

The FIEBRE case-control study found similar limitations with the
MAT test. A substantial proportion of participants did not have a day
28 sample and so the MAT test was only carried out on single acute phase
samples. Quantifying the accuracy of the first test only meant that for
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individuals in FIEBRE missing data on day 28 we could still utilise their
day 0 sample MAT result as we can generate a prior distribution from
the results of the meta-analysis presented here.
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Chapter 6

Disease aetiology research

6.1 Preamble

Part 1 of this thesis focused on diagnostic test accuracy estimation in the
absence of perfect reference tests. The predicted sensitivity and speci-
ficity of diagnostic tests of interest were estimated via Bayesian latent
class meta-analysis. Part 2 uses the estimates of diagnostic test accuracy
as priors in a Bayesian analysis of a case-control study to investigate the
aetiology of fever, applied to data from the FIEBRE study.

In this first chapter of Part 2, I discuss what aetiology research is, why
understanding fever aetiology is important and the study designs that can
be used in aetiology research. Two examples of aetiology studies, that
differ by syndrome of interest and primary statistical analysis approach
and were influential in the design of the FIEBRE study, are outlined.

6.2 Aetiology research

Aetiology is derived from the Greek word aitiologia which means giving
a reason for. In this vein, aetiology in epidemiological research is the
identification of determinants (reasons) involved in the cause, risk or
development of disease, conditions and ill health [135]. This could include
the identification of endogenous factors, environmental or external factors
or behaviours and lifestyle factors. Ultimately, the aim of these studies, is
to understand pathways that lead to an outcome so that we may intervene
on these pathways [136]. Thus, in aetiology research, we are interested
in causation.

A classic epidemiological example of an aetiology study is that of
lung cancer. Smoking was hypothesised and found to be a key expo-
sure related to having lung cancer [137]. As a result of multiple studies
indicating such an association [138], interventions in the form of adver-
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tisement campaigns were launched in an attempt to reduce smoking and
the result was a global reduction in lung cancer cases and associated
mortality [139]. Another example is an aetiology study investigating di-
arrhoeal disease where it was hypothesised that measles was as a key
cause. Following further investigation, measles vaccination was rolled
out and incident cases and deaths from diarrhoea declined [140]. Both
of these examples highlight the cornerstone of aetiology studies, that
is, to identify an exposure (smoking and measles) that is believed to
be an important contributor to a disease or syndrome (lung cancer and
diarrhoeal disease) and then introduce an intervention or policy (adver-
tisement campaigns and vaccination) that can reduce or eliminate cases
of the disease or syndrome that were due to the exposure.

In this thesis, I am interested in aetiology studies of a case-control
study design for syndromes where the primary aim is to estimate how
much of a syndrome can be attributed to specific exposures. In the
fever context, fever is the syndrome/outcome of interest and the expo-
sures considered are infections caused by different pathogens. Aetiology
studies for syndromes with a large morbidity and mortality burden are
particularly important as identifying a key contributor may lead to large
reductions in morbidity and mortality. A syndrome is a set of recognis-
able symptoms for which the direct cause is not always understood [141].
Examples of syndromes with significant morbidity and mortality burdens
are fever, diarrhoea and pneumonia [4]. In each of these examples, it is
assumed that elucidation of pathogens that contribute the largest share
of the burden can reduce morbidity and mortality by leading to better ac-
cess to treatments and/or vaccines or to the development of treatments,
vaccines or better diagnostics for these pathogens. The example above of
measles vaccination to reduce diarrhoea is one such example. Multi-site
case-control aetiology studies have been carried out for both diarrhoea
[142] and pneumonia [38] but were lacking for fever until the inception
of the FIEBRE study [20].

While the focus in this thesis is on case-control studies, other observa-
tional study designs could also be used in aetiology research for example,
an early example of an aetiology study using a cohort design is of liver
cancer [143]. In a cohort study, individuals are recruited based on ex-
posure status and followed up over time to establish which individuals
develop the outcome of interest. A key limitation of this study design
in comparison to case-control studies is the time period required to al-
low the outcome to manifest which can be prohibitively costly [144] and
the resources required to follow-up recruited participants. In the exam-
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ple of common infections, discussed further in section 6.3, the addition
of controls is also necessary to distinguish between pathogens which are
common in the whole population and those pathogens that are important
in only the cases with the outcome of interest.

6.2.1 Measures of disease association in case-control
studies

In this thesis, I am interested in case-control aetiology studies where
the goal is to estimate the association between an outcome and possible
exposures. Specifically, I am interested in quantifying the association
between fever (the outcome) and fever-causing pathogens (exposures).
In outlining some of the possible measures of disease association I will
use the example introduced briefly above of Doll and Hill investigating
smoking as a cause of lung-cancer.

In the study of lung cancer in London by Doll and Hill [137], they
recruited incident cases of lung cancer between April 1948 and October
1949 that attended any of the twenty included hospitals from the greater
London area. While cases were being interviewed about their smoking
history (exposure), controls who also attended the same hospital but did
not have lung cancer and were similar to cases on sex and age were also
recruited. Exposure status was collected in detail by number of cigarettes
smoked per day but here we focus on the simple binary exposure of
individuals who have ever been a smoker and individuals who have never
smoked. The study population can be described by the 2x2 table shown
in Table 6.1a with the actual numbers of cases and controls recruited in
the study by exposure status shown in Table 6.1b.

Table 6.1: Example of a 2x2 table for a case-control study with a binary
exposure

(a) Dummy table for reporting the results of a case-control study with a binary
exposure

Exposure
Exposed Not-exposed

Cases A B
Controls C D

(b) 2x2 table for the Doll and Hill case-control study [137] with exposure
treated as a binary variable

Exposure
Smoker Never smoked

Cases 688 (97%) 21
Controls 650 (91%) 59
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Table 6.1b shows that, ignoring sampling variation, a higher propor-
tion of cases (97%) than controls (91%) had been a smoker. It follows,
that smoking is more common among those with lung cancer.

From Table 6.1b, we can estimate the odds that a case has ever been
a smoker (688/21)), also referred to as the odds of exposure among the
cases (i.e.Pr(E|D)) and the odds that a control has ever been a smoker
(i.e. Pr(Ē|D)), or the odds of exposure among the controls (650/59).
From these two quantities we can then estimate the odds ratio or, more
specifically, the exposure odds ratio as:

OR = A/B

C/D
(6.2.1)

where, A,B,C,D are taken from the 2x2 table in Table 6.1a. However, the
quantity of most interest is not the probability of being exposed given
you have disease (i.e. Pr(E|D)) but the probability of being diseased
given that you are exposed (Pr(D|E)). The ratio of the odds of disease
in the exposed to the odds among those not exposed is called the risk
ratio (RR) or the relative risk and the relationship between these two
quantities (the odds ratio and the risk ratio) is the cornerstone of the
analysis of a case-control study. Assuming the controls are sampled from
the source population of the cases, Cornfield showed that the ratio of the
odds of a binary outcome given exposed to that in the unexposed is the
same as the ratio of the odds where the roles of outcome and exposure are
reversed, if the disease being studied is rare [145]. However, while case-
control studies are particularly efficient for investigating rare diseases as
cases are selected on outcome status, they are also useful for common
diseases and it has subsequently been shown that the odds ratio also
approximates the risk ratio for common diseases when cases and controls
are recruited concurrently [146, 147].

From Doll and Hill’s case-control study, the odds ratio is 2.97 ((688/21)/(650/59))
which, suggests that odds of lung cancer are almost three times greater
in smokers than non-smokers. From Doll and Hill’s findings they con-
cluded that within the population from which their cases arose, smoking
was likely a key cause of lung cancer. Central to this conclusion, is the
assumption that the exposure distribution in controls is similar to that
in the population from which cases arose. This highlights the importance
of the selection of controls in case-control studies. In fact, if the control
group is not representative of the population from which the cases have
arisen, then any results found are not applicable beyond the particular
group studied [145].

Another measure of disease association of interest in aetiology studies
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is what has been termed the population attributable fraction (PAF) [138].
Defined as the fraction of all cases of a particular outcome in a population
that is attributable to a specific exposure or, the fraction of cases of a
particular outcome that would theoretically be prevented if an exposure
were eliminated [148]. The population attributable fraction has also been
referred to as the attributable risk [138], the population attributable risk
percent (if multiplied by 100) [149], the aetiologic fraction [150] or more
recently the cause-specific case fraction [151]. The PAF was defined by
Miettinen as [146]:

PAF = η(1 − 1/RR) (6.2.2)

where RR is the risk ratio, approximated by the odds ratio in a case
control design, describing the odds of the outcome in those exposed to
the odds among those not exposed and η is the proportion of cases among
which the risk factor is observed. This differs from the original definition
of Levin [138] where the overall prevalence in the population is required.
From equation 6.2.2 it is clear that the PAF depends fundamentally on
the odds associated with the exposure and the prevalence of the exposure
in the cases. Up to this point, I have only discussed the odds between
two groups (exposed and not exposed) however, it is more likely that the
study population has been divided into I strata based on age, sex and
other factors that may confound the association between the exposure
and outcome. Not taking into account these factors in 6.2.2 would give a
biased estimate of the PAF. However, plugging in an adjusted odds ratio
(adjusted for example by confounding variables such as age and sex by
conditional logistic regression or standardisation) in equation 6.2.2 allows
estimation of an adjusted PAF which can remove confounder bias [152].

Using our illustrative example from the Doll and Hill seminal work,
the estimated odds ratio is 2.97 and the prevalence of the exposure in
the cases is 0.97 (97%). Thus, the PAF would be 64% (0.97(1 − 1/2.97))
which can be interpreted as 64% of lung cancer cases are attributed to
smoking within the population studied (greater London). While using
the terminology ‘attributed’ is inline with the original definition of the
PAF, unless all confounding variables are known to be accounted for, it
may still be more appropriate to refer to associations or relationships
between exposures and an outcome rather than causation [146].

Case-control studies were traditionally the study design of choice for
rare diseases however, they have now been used in the study of common
infections including diarrhoea and respiratory illness. With a common
disease, the case-control design is no longer clearly more efficient than
the cohort study in regards to sample size [153] but it does still avoid
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the ethical issues inherent in prospective cohort and intervention studies,
since the disease status of participants is already determined. In addition,
a case-control study may be simpler and quicker to conduct if it can, for
example, be conducted entirely within a health facility. For these reasons,
along with the observation that the odds ratio is invariant under study
design (cohort or case-control) are reasons why case-control studies have
and are still used to study common diseases like diarrhoea and acute
respiratory illness.

6.2.2 Fever

Fever is a common symptom of many infections [1] and is a associated
with substantial morbidity and mortality [4]. A fever can be caused by
many different pathogens and common causes of fever vary considerably
across space [6, 7], time [8, 9] and patient characteristics such as age [10,
11] and co-morbidities [12, 13]. Each potential cause of fever may also
require unique treatment and control strategies. As a result, to max-
imise the utility of scarce public health resources and ensure appropriate
treatments are available, it would be beneficial to know which pathogens
cause the greatest proportion of the fever burden in different locations.
Estimating the aetiology of fever is therefore paramount to reducing its
disease burden but could also have positive consequences for antimicro-
bial overuse and thus antimicrobial resistance as the use of antimicrobials
is common in unspecified fever [154].

Currently, estimates of fever aetiology are rare [5]. Studies that have
looked at fever aetiology are often limited by a lack of access to diagnos-
tic tests for the wide variety of potential causes of fever, small sample
sizes and recruiting cases only [10]. The challenge with these limita-
tions is that different studies find discrepant results. While this is not
surprising given the limited generalisability of each individual study, it
does lead to challenges of unclear guidance on which treatments should
be made accessible and which diagnostic tests are required. Specifically,
limited access to any diagnostics as well as limited access to the most
sensitive and specific diagnostics for particular fever-causing pathogens,
means that many fever aetiology studies carried out in low-resource set-
tings are reliant on confirming diagnoses with imperfect diagnostic tests.
For example, the gold-standard confirmatory diagnostic test for dengue
is viral neutralization test (VNT) [155], however, this test is not often ac-
cessible in low-resource settings [156]. Instead, dengue diagnosis in these
settings is often determined based on serological tests with lower diag-
nostic sensitivity than VNT [157]. This is just one example of a common
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phenomenon in diagnostic accessibility and the result of this, for dengue
and in general, is that current estimates of the causes of fever reliant on
tests with imperfect sensitivity are an underestimate of the true number
of cases for a specific cause. On the other hand, assuming sensitivity is
perfect but specificity is imperfect, current estimates are an overestimate
of the true number of cases for a specific cause.

Studies with small sample sizes are challenging because absence of
particular infections may reflect a cohort that, by nature of its size, does
not include individuals with those infections or indeed it may reflect that
in this population that infection is not important. Alternatively, absence
of evidence is not the same as evidence of absence. Finally, the challenge
of recruiting cases only in fever aetiology studies limits the interpretation
of results. For example, a respiratory pathogen may appear common in
a cohort of fever cases. Without a control population it could be inferred
that respiratory pathogens are a key pathogen related to fever. However,
the same respiratory pathogen may appear equally prevalent in controls.
Thus, controls allow for the distinguishing of a pathogen that is related
to fever with a pathogen that is a common colonizer of individuals in this
population and is not related to fever.

A further gap in current fever aetiology studies is the large proportion
of fever cases that remain without an aetiological diagnosis highlighting
major gaps in our understanding of the causes of fever. A recent sys-
tematic review [158] investigated the extent of fever with an unidentified
aetiology in adults across East Africa, the geographic sub-region of Africa
with arguably the best data on fever aetiology to date [159]. The authors
found 20 studies that met their inclusion criteria. Included studies ranged
in size from 90 to 1425 patients, all studies were carried out in a single
country and the percentage of fever cases with unidentified aetiology var-
ied from 11% to over 90%. Overall, the reviews of Maze et al. detailed
above, [159] and also Nooh et al. [158] highlight that diagnostic test-
ing for only a small number of pathogens and small sample sizes have
been a common limitation in aetiology studies of fever to date. In 2023,
a fever aetiology study carried out in Uganda also had the same limita-
tions with a total of 1281 participants and a limited number of pathogens
investigated [157].

The aim of the FIEBRE study, is to improve upon previous studies
by recruiting a large number of cases (both inpatients and outpatients)
and controls from multiple countries, where previous estimates of fever
aetiology studies are scarce, as well as testing for a large number (>50)
of pathogens. The FIEBRE study will be described in more detail in
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Chapter 7.

6.3 Multi-site case-control aetiology stud-
ies for syndromes

The following section outlines two examples of aetiology studies that
used a case-control design. Each example includes a brief introduction
to the methodology used to analyse the data collected, to estimate the
aetiologies for each disease/syndrome. Each of these examples, along
with the FIEBRE study, was designed to overcome limitations of earlier
studies and improve the understanding of the aetiology for the given
syndrome with the goal of identifying key pathogens that can be targeted
for interventions, vaccines or diagnostic test development.

6.3.1 Global Enteric Multicenter Study

The Global Enteric Multicenter Study (GEMS) investigated the aetiology
of moderate-to-severe diarrhoea in children across seven countries in sub-
Saharan Africa and South Asia [38]. Diarrhoeal disease is one of the top
two causes of death in young children in the developing world [160] and
there is potential to reduce mortality from diarrhoeal disease through
social interventions such as improved housing and provision of sanitation
and safe water but also via targeting the major aetiological causes. A
successful example of targeting a key diarrhoeal causing pathogen to
reduce the burden of morbidity and mortality from diarrhoeal disease, is
the measles vaccine [140]. These characteristics make diarrhoea a good
example of when an aetiology study can be particularly useful [148].

In GEMS approximately 9500 cases (between 700 and 2000 per site)
were enrolled alongside 13000 matched controls (between 1300 and 2500
per site) [142]. Cases were recruited from children seeking care at an
included sentinel health facility (hospitals, urgent care facilities and com-
munity clinics) and who met selection criteria. Controls were identified
from catchment areas of selected sentinel health centres [161]. A case-
control study design, as opposed to a cohort design, was required as cases
of moderate-to-severe diarrhoea represent only a small fraction of diar-
rhoeal cases. GEMS researchers also desired a multi-site study with com-
mon research protocols and standardised epidemiologic and microbiologic
methods to facilitate inferences from the findings across sites[162]. Di-
agnostic testing included; culture from stool specimens, multiplex poly-
merase chain reaction (PCR) and ELISA. The selected tests were chosen
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based on a balanced consideration of cost, robustness and performance
[163], and are likely all imperfect.

The primary analysis for estimating the proportion of cases of moderate-
to-severe diarrhoea attributable to specific pathogens uses the ideas in-
troduced above where the risk ratio is approximately estimated by the
odds ratio. In the simple case, where it is assumed that there is just a
single exposure, pathogen (A), that causes diarrhoea, then, if a case is
denoted Y = 1 and control Y = 0 the odds ratio for diarrhoea, compar-
ing presence versus absence for pathogen A, is estimated by fitting the
conditional logistic regression model as in Blackwelder et al. [164]

log
(

Pr(Yi = 1|XAi)
1 − Pr(Yi = 1|XAi)

)
= α + βAXAi (6.3.1)

where, α is the intercept, XAi represents the presence or absence of
pathogen A for individual i and β is the corresponding coefficient. In
this case exp(βA) is the ratio of the odds of diarrhoea when pathogen A
(the exposure) is present to the odds of diarrhoea when pathogen A is ab-
sent. Then the unadjusted population attributable fraction for pathogen
A is given by:

PAF = Pr(A|Diarrhoea)(1 − 1/exp(βA)) (6.3.2)

as in equation 6.2.2, where Pr(A|Diarrhoea) represents the proportion of
diarrhoea cases in which pathogen A is present (η in 6.2.2). A secondary
analysis also considered the attributable fraction for a specific pathogen
adjusted for the presence of other pathogens. This was due to a high
proportion of cases and controls having positive diagnostic tests for more
than one pathogen. To consider the adjusted PAF, the conditional logis-
tic regression model is extended to include additional covariates for each
additional pathogen as well as the interaction of the effects of pathogen
A and each additional pathogen.

Limitations of this approach are that all diagnostic tests used were
assumed 100% sensitive which underestimates the role of a pathogen if
the true sensitivity is less than 100%. However, the presence of controls
and their use in the analysis accounts for imperfect diagnostic test speci-
ficity. Estimation of the odds ratio requires that tests must be applied
to both cases and controls. As a result, tests not used on controls cannot
be utilised. Further, only the results of a single diagnostic test for each
pathogen can be incorporated. Additionally, only pathogens with odds
ratios statistical significantly greater than one were considered associ-
ated with case status, those not meeting this criteria are excluded as a
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potential cause. Finally, with this approach, the sum of the attributable
fractions is not constrained to 100%. If the PAFs for each pathogen do
sum to greater than 100%, it is not clear if this reflects the fact that more
than one pathogen is simultaneously responsible for diarrhoea or a result
of bias in estimating the odds ratio [165].

6.3.2 Pneumonia Etiology Research for Child Health
Study

The Pneumonia Etiology Research for Child Health (PERCH) study in-
vestigated the causes of pneumonia in children in nine study sites across
seven countries [38]. Across all study sites over 4000 cases and over 5000
community controls were enrolled. A case-control study design was again
found to be favourable to ensure a sufficient number of cases with severe
and very severe pneumonia were enrolled and controls to allow estimation
of aetiologic fractions [38].

Within PERCH, as in all case-control studies, much consideration was
taken when selecting the most appropriate controls so that they are the
most representative of the general population from which the cases arose.
The catchment area, representing the geographic location of where both
cases and controls were found, was defined by examining the residence
of cases from hospital logs in the previous year [166]. This approach
circumvents the issue that some cases will come from further afield than
a hospital’s pre-defined catchment area due to factors including quality
and cost of services or severity of illness. Systematic sampling was then
used to recruit cases who showed up to selected health facilities and
met inclusion criteria. Community controls were randomly selected to
be representative of the defined catchment area. In PERCH, this meant
including controls with respiratory symptoms so long as they did not
meet the criteria for a case [167].

The data collected in PERCH led to novel analytical challenges [165].
Firstly, multiple tests were used to detect the same pathogen, for exam-
ple, to detect pneumococcal both PCR and blood culture were used. Sim-
ilarly multiple specimen types were used for the same pathogen, for ex-
ample, both nasopharyngeal and induced sputum specimens were tested
by PCR to detect a variety of pathogens. This created an analytical
challenge that did not have to be addressed in GEMS. Secondly, the im-
perfect test accuracy (notably test sensitivity) was recognised as a key
issue in PERCH that needed to be incorporated into analyses. To ad-
dress both of these challenges PERCH researchers developed what they
called the Perch Integrated Analysis [37].
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The primary analysis for estimating the proportion of cases of severe
and very severe pneumonia using the Perch Integrated Analysis relies on
a Bayesian partial latent class model [168]. The model is only partially
latent as by design, the controls are known to have no pathogen infecting
the lung and thus their status is not unknown but known. Detection of
a pathogen in a control participant then indicates a false-positive result
and provides direct estimates of diagnostic test specificity. This analysis
approach requires four inputs:

1. The list of pathogens that are potential causes of pneumonia

2. Prior distributions for each aetiologic fraction

3. Prior distributions for the sensitivity and specificity of each diag-
nostic test

4. Observed diagnostic test results

Prior distributions offer the opportunity to include information from pre-
vious studies and clinical and biological understanding into the model
that would otherwise not be included [169]. Since direct estimates of
test specificity are available from control participants test results, unin-
formative prior distributions are used. This Bayesian analysis approach,
including the full model specification applied to the FIEBRE study, will
be discussed in detail in Chapter 7.

Limitations of this approach, include that if more than one pathogen
was found to be in the lung it is not possible to determine whether one or
both pathogens are the cause. Another limitation, that the current thesis
tried to address, is the validity of the assumptions regarding diagnostic
test sensitivity. Priors for diagnostic test sensitivity were obtained from
infectious disease and laboratory experts [170] who may have subjective
beliefs about a test’s accuracy. However, sensitivity analyses showed
their estimates were robust to the choice of prior distributions for the
sensitivity of each diagnostic test.
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Chapter 7

Febrile Illness Evaluation in a
Broad Range of Endemicities:
The FIEBRE study

7.1 Preamble

This chapter introduces the Febrile Illness Evaluation in a Broad Range of
Endemicities (FIEBRE) study to which the statistical methods explored
in this thesis are applied to estimate fever aetiology. The FIEBRE study
design is outlined focusing on the details most relevant to the statistical
analysis approach. I then provide a descriptive summary of enrolled
participants and of the observed test results that serve as one of the key
inputs to the analysis of fever aetiology.

Data collection for the FIEBRE study was from 2018 to 2021, so was
impacted by the COVID-19 pandemic. One challenge as a result of this,
was the length of time it took to organise flights to send collected samples
to reference laboratories for diagnostic testing because at this time, most
flights were cancelled. As a result of these delays, data were received later
than planned and members of staff originally employed to undertake the
FIEBRE data management were no longer in place to carry out these
duties. Consequently, I undertook an unexpected data management role
for the FIEBRE study and my contribution to this aspect of the study
is outlined in section 7.3.

7.2 FIEBRE overview

The Febrile Illness Evaluation in a Broad Range of Endemicities (FIEBRE)
study is a multisite case-control study of the causes of fever in sub-
Saharan Africa and Asia. The three primary objectives of FIEBRE were:
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1. To determine the treatable and/or preventable causes of fever in
children aged > 2 months and in adults presenting as outpatients,
and among those admitted to hospitals, in areas represented by the
study sites.

2. To determine how fever aetiology varies according to patient age,
geographical area, local malaria and HIV prevalence, and other risk
factors.

3. To determine the prevalence and spectrum of antimicrobial resis-
tance among bacterial pathogens identified in clinical specimens
from febrile patients.

In this thesis I sought to answer the first two primary objectives using
Bayesian latent class estimation.

The motivation behind FIEBRE is that fever is a leading cause of
healthcare seeking behaviour [1] and contributes to significant morbidity
and mortality [4] in low resource settings. Further, reductions in the
malaria burden in recent decades [171] mean that it’s increasingly im-
portant to identify other causes of fever. It is hoped that elucidation of
key fever causing pathogens, that are treatable and/or preventable, can
help reduce this burden. The study sites were selected due to a paucity
of published data on fever and its underlying causes. They were also se-
lected to ensure variability in the HIV and malaria epidemiology which is
representative of the wider study regions. Both HIV and malaria may be
reasons for different fever aetiologies and so it was important to be able
to capture this variability. Similarly, a variety of rural and urban sites
were desired (See Table 7.1). Despite the differences between sites, the
FIEBRE protocol aimed to ensure harmonised research protocols across
sites. This standardised approach ensures that across all sites the same
diagnostic tests were used, the same sampling techniques and the same
inclusion criteria so that results are comparable across sites.

A full protocol has been published elsewhere [20] but briefly, paedi-
atric (2 months and older and less than 15 years) and adult (15 years and
older) inpatients and outpatients presenting with fever and meeting the
recruitment criteria were enrolled from sites across four countries (Laos,
Malawi, Mozambique and Zimbabwe - See Figure 7.1). Cases were drawn
from the population who seek healthcare at the included healthcare fa-
cilities and all cases met the following inclusion criteria [20]:

1. Tympanic or axillary temperature of >37.5 degrees Celsius at pre-
sentation.
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Table 7.1: Characteristics of the study sites in the FIEBRE case-control
study

Laos Malawi Mozam-
bique Zimbabwe

Name of
health facil-
ities where
patients are
recruited

Phonhong
Vientiane
Provincial
Hospital

Chikwawa
District Hos-
pital

Manhiça Dis-
trict Hospital

Harare Cen-
tral Hospital,
Chitung-
wiza General
Hospital and
three primary
care clinics in
Harare City

Region of
country Northwest South South North central

Demographic
classification

Peri-urban
and rural Rural Rural Urban

HIV epidemi-
ology (2018
national sero-
prevalence
among adults
aged 15-49
years)

0.3% 9.2% 12.6% 12.7%

Malaria epi-
demiology

Low trans-
mission of P.
falciparum
and P.vivax

Perennial
transmission
of P.falci-
parum with
marked sea-
sonality

Perennial
transmission
of P.falci-
parum with
marked sea-
sonality

No local
malaria
transmission

Note. Table recreated from [20]
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2. Not having been hospitalised in the previous month.

3. Age >2 months.

4. For outpatients, residence within the defined catchment around an
included health facility.

5. For outpatients aged >15 years, absence of symptoms of lower res-
piratory infection and of diarrhoeal disease.

6. For outpatients aged >2 months and <15 years, absence of symp-
toms of diarrhoeal diseases.

7. Willingness and ability to provide demographic and clinical infor-
mation, and clinical samples at the time of enrolment and 28 days
later.

8. Provision of written informed consent for adult participants; or for
children, provision of written consent from a parent/guardian.

Controls were recruited from the catchment areas of study site health
facilities. One control was recruited for every two outpatient cases and
controls were matched to the outpatient cases by month of enrolment,
age, sex and location of residence [20].

Figure 7.1: FIEBRE study countries (LAO=Laos, MWI=Malawi,
MOZ=Mozambique and ZWE=Zimbabwe)

FIEBRE began recruiting participants across sites in 2018 and re-
cruitment finished in March 2021. Similar to GEMS and PERCH, FIEBRE
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chose a case-control study design. In FIEBRE this design provided sev-
eral advantages. Recruiting cases based on fever status ensured a large
number of fever cases were recruited and by recruiting on the outcome
status, FIEBRE didn’t have to follow participants over time and wait
for the outcome to happen as in prospective cohort studies. Community
controls allow the estimation of the background prevalence of pathogens
and estimation of disease incidence which would be the first of their kind
for some infections. Community controls were matched to outpatient
cases only, as inpatients may be referred from outside the healthcare fa-
cility catchment area and so finding appropriate controls requires more
resources. A consequence of inpatients arising from outside the health
facility catchment area is that they may be less representative of the fever
epidemiology within the catchment area due to different exposures.

From all participants, nasophyaryngeal and/or oropharyngeal swabs
as well as a venous blood sample were collected plus urine samples from
selected participants. These samples were assessed by a list of pre-
determined diagnostic tests for over 50 different pathogens specified in
Table 7.2. FIEBRE tested for those pathogens which are known to be
treatable and/or preventable causes of fever so that if a pathogen is found
to dominate the causes of fever, FIEBRE results would be able to help
to guide empirical therapy, control measures, resource allocation and pri-
oritisation of clinical diagnostics [20], to reduce the burden of fever from
that pathogen.

Table 7.2: List of infections or pathogens sought in FIEBRE in alpha-
betical order and the diagnostic test/s used

Infection or pathogen Diagnostic Test
Acinetobacter baumannii Blood culture
Adenovirus Luminex respiratory pathogen panel

Brucella
BrucellaCapt, Microscopic Aggluti-
nation

Burkholderia pseudomallei Blood and urine culture

Chikungunya
PCR, IgM ELISA, IgG ELISA, mi-
croneutralization

Chlamydophila pneumoniae Luminex respiratory pathogen panel
Coronavirus 229e Luminex respiratory pathogen panel
Coronavirus hku1 Luminex respiratory pathogen panel
Coronavirus nl63 Luminex respiratory pathogen panel

Continued on next page
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Table7.2 – continued from previous page
Infection or pathogen Diagnostic Test
Coronavirus oc43 Luminex respiratory pathogen panel

Cryptococcus species
Rapid Diagnostic Test (RDT), Blood
culture

Dengue
PCR, IgM ELISA, IgG ELISA, mi-
croneutralization

Enterobacterales other than
E.Coli

Blood and urine culture

Enterococcus faecalis Blood and urine culture
Escherichia coli (E.coli Blood and urine culture
Haemophilus (H.) Influen-
zae

Blood culture

Histoplasma Histoplasma antigen test
Human bocavirus Luminex respiratory pathogen panel
Human metapneumovirus Luminex respiratory pathogen panel
Influenza A Luminex respiratory pathogen panel
Influenza AH1 Luminex respiratory pathogen panel
Influenza AH3 Luminex respiratory pathogen panel
Influenza B Luminex respiratory pathogen panel

JEV
PCR, IgM ELISA, IgG ELISA, mi-
croneutralization

Klebsiella pneumoniae Blood and urine culture
Legionella pneumophila Luminex respiratory pathogen panel
Leishmaniasis ELISA
Leptospirosis ELISA, MAT, PCR
Malaria RDT, microscopy
Mycobacteria other Blood culture
Mycobacterium tuberculo-
sis complex

ULAM, Blood culture

Mycoplasma pneumoniae Luminex respiratory pathogen panel
Non-typhoidal Salmonella Blood culture
O’nyong’nyong PCR, microneutralization
Parainfluenza 1 Luminex respiratory pathogen panel
Parainfluenza 2 Luminex respiratory pathogen panel
Parainfluenza 3 Luminex respiratory pathogen panel
Parainfluenza 4 Luminex respiratory pathogen panel
Qfever IgM and IgG IFA, PCR

Continued on next page
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Table7.2 – continued from previous page
Infection or pathogen Diagnostic Test
RSV A Luminex respiratory pathogen panel
RSV B Luminex respiratory pathogen panel

Rhinovirus / Enterovirus
Luminex respiratory pathogen panel,
PCR

Scrub Typhus IgM and IgG IFA, PCR
Spotted Fever group IgM and IgG IFA, PCR
Staphylococcus Aureus Blood and urine culture
Streptococcus other Blood culture
Streptococcus pneumoniae Blood culture
Streptococcus pyogenes Blood culture
Talaromyces marneffei Blood culture
Typhoidal Salmonella Blood culture
Typhus Group IgM and IgG IFA, PCR
Urinary tract infection Urine dipstick and urine culture

Zika
PCR, IgM ELISA, IgG ELISA, mi-
croneutralization

The target sample size at each site was 600 cases within each stra-
tum (children-inpatients, children-outpatients, adult-inpatients, adult-
outpatients). Controls were aimed to be matched one control to two
participating outpatients by month of enrolment, age, gender and loca-
tion of residence so that at least 600 community controls (matched to
1200 outpatients) were recruited at each site.

7.3 FIEBRE data management

This section briefly outlines the four months of data management work
carried out during this PhD for the FIEBRE study. This was a time
consuming piece of work, and distracted me from the main purpose of
my PhD. However, upon reflection it has given me practical knowledge
of issues in study conduct and data management and overall, I think the
experience was a valuable one.

The FIEBRE study includes data collected both at the sites and at
reference laboratories. Delays arising from COVID-19 meant the final
data from reference laboratories were delayed and data that had been
received was not cleaned and stored appropriately before the end of the
contract for the FIEBRE data management team. As a result, I along

140 of 358



7. Febrile Illness Evaluation in a Broad Range of Endemicities: The
FIEBRE study

with Polycarp Mogeni (another FIEBRE statistician) and Heidi Hopkins
(FIEBRE scientific programme coordinator) took on the remaining data
management from February 2023.

The FIEBRE dataset can be divided into three parts: the first con-
tains clinical data collected at point of care/enrollment for cases; the
second contains clinical data collected at point of enrollment for con-
trols; and the third is the diagnostic test results received from reference
laboratories in 11 different data sets. For each part, the data forms and
data collection had already occurred but the data were poorly organised
and little data cleaning had been done.

For the case and control datasets, which each contained over 2000
variables, no data dictionary existed. My first task, undertaken with
clinical input from my colleague Heidi Hopkins, was to review each vari-
able and create a user-friendly data dictionary so that not only could
FIEBRE primary objectives be met but that future researchers would
also be able to use the rich data collected. The second job that was re-
quired was cleaning. There were many issues that needed to be addressed.
These included, data being recorded inconsistently (for example data for
test results entered as Neg, Negative, negative, or 0). Sometimes the
same information being split over multiple variables (for example, when
a question was worded slightly differently at one site to the other three
and this one site’s data was in a separate variable to the other three
sites’ data), so I created derived variables containing the pertinent infor-
mation. There were also many quality and missing data checks to carry
out.

For each of the 11 reference laboratory datasets a similar but slightly
different process was followed as these data had not previously been
integrated into the case or control datasets. The following steps were
carried out for each reference laboratory dataset:

1. Create a single dataset for each of the 11 reference laboratory re-
sults (often data was sent across multiple Excel sheets with different
variable names in each sheet)

2. Quality check

(a) Compare the number of results against shipping lists to see
if we are missing results for participants that should have a
result.

(b) Are there any implausible values? (for example, sometimes
titre threshold results originally entered as text are uninten-
tionally converted to numbers during handling in Excel)
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(c) Are there any duplicates (two results for the same specimen)
due to labelling errors?

(d) Check back with reference laboratories to resolve any queries

3. Create a data dictionary

4. Tidy inconsistent data (for example, the recording of positive and
missing results)

5. Derive final variables for analysis

(a) Where there are paired samples for serological tests, a posi-
tive test result is a combination of the results on the acute
and convalescent sample so either a single variable that ac-
counted for seroconversion or a four-fold rise between samples
was needed

(b) Where results are continuous deciding a threshold or cut-off
value for a positive test result which may differ by site.

(c) Where an individual had multiple results for the same pathogen
(i.e. multiple specimens were tested) and results were diver-
gent, deciding a final result in collaboration with clinicians

6. Create descriptive summary tables to share with FIEBRE co-investigators
(See Table 7.3 for an example)

7.4 FIEBRE data description

7.4.1 Characteristics of enrolled cases and controls

This section describes the data collected in FIEBRE that is specifically
related to the estimation of the attributable fractions. Other clinical in-
formation on presentation and exposures was collected and not discussed
in this thesis. Overall, 10252 participants were enrolled representing 7851
cases and 2401 controls. Table 7.4 describes the demographic character-
istics of included cases and controls as well as whether cases were enrolled
as inpatients or outpatients. Table 7.4 shows that within each site, close
to 2000 cases were enrolled (less than the target sample size of 2400). The
number of community controls enrolled was also less than the goal of 600
in all sites except Malawi where 908 controls were enrolled. In total,
among the cases more outpatients than inpatients were enrolled (56.5%)
but adults (participants aged 15 years or over) and children (participants
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Table 7.3: Descriptive summary table for the CrAg results in Zimbabwe.
Results are displayed as number (%)

Total cases
enrolled

Total
tested

Test posi-
tive

Overall count 1924 496 (25.8) 14 (2.8)
Admission status
Inpatient 801 436 (54.4) 13 (3.0)
Outpatient 1123 60 (5.3) 1 (1.7)
Age group
<5 years 474 83 (17.5) 0 (0.0)
≥5 to <15 years 402 72 (17.9) 0 (0.0)
≥15 years 1048 341 (32.5) 14 (4.1)
Sex
Female 952 236 (24.8) 4 (1.7)
Male 972 260 (26.7) 10 (3.8)
HIV status
Negative 1662 284 (17.1) 0 (0.0)
Positive 231 206 (89.2) 14 (6.8)
Don’t know 31 6 (19.4) 0 (0.0)
Day 28 clinical status
Died 55 43 (78.2) 4 (9.3)
Alive recovered 1376 299 (21.7) 7 (2.3)
Alive improved 149 64 (43.0) 2 (3.1)
Alive but same as day 0 3 2 (66.7) 0 (0.0)
Alive worse than day 0 9 5 (55.6) 0 (0.0)
Lost to follow up 193 50 (25.9) 0 (0.0)
Alive no information 0 0 0
Missing 139 33 (23.7) 0 (0.0)

Note.No controls were tested for CrAg
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less than 15 years) as well as males and females were roughly evenly en-
rolled between inpatients and outpatients. In controls, more adults were
recruited (57.1%) as well as more females (59.5%).

Table 7.5 describes the demographics of cases by inpatient and outpa-
tient status. Similar numbers of adult and child inpatients were enrolled
but this varied by site. In Malawi, 61.3% of inpatients enrolled were
children whereas in Laos, only 40.5% of those inpatients enrolled were
children. Similar proportions of male and female inpatients were en-
rolled across all sites. In outpatients, a greater proportion of adults were
enrolled (53.1%) and a greater proportion of females (56.8%).

7.4.2 Diagnostic test data

The diagnostic test results are a central component of the analysis to
estimate the attributable fraction for each pathogen. The design of the
FIEBRE study means that all participants provided specimens so that
they could be tested for all of the pathogens listed in Table 7.2. However,
there were a subset of pathogens for whom only cases (fever patients)
were tested. These included all microbiology and mycobacterium which
were tested by culture which is known to have a very high, almost perfect
specificity (i.e. recruited controls would almost certainly never have the
pathogen). The result of this assumption, is that we can assume a high
specificity without needing the control data to estimate specificity. Fur-
ther categories of tests where we do not expect all participants to have
a result are listed below.

1. Certain diagnostic tests require the comparison between a sample
taken at enrollment (on day 0) and a sample taken 28 days later.
In these instances, loss to follow up means not all participants had
a sample taken at day 28. When a test ideally would have two
samples but in a group of individuals we only have a day 0 sample,
we treat these data as a separate type of test. We would not expect
the same sensitivity and specificity from just the day 0 sample as
if we could compare between day 0 and day 28.

2. Small sample volume. For some participants, the sample volume
was not sufficient to be able to send a sample to all the reference
laboratories. In cases of small sample volume, a pre-specified order
of which laboratories to send samples to was followed.

3. Malaria microscopy in Malawi. Errors were made during malaria
microscopy in Malawi such that no microscopy data were used from
the Malawi site but malaria RDT data were still available.
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4. Screening test followed by a confirmatory test. For certain infec-
tions, for example, Leptospirosis and Brucella, the diagnostic test-
ing algorithm involved a screening test and only those positive by
the screening test went on to have the second or confirmatory test.
This approach is common and is a result of time and money con-
straints.

5. Leishmaniasis. Initial plans were that all participants would be
tested for visceral leishmanisis by the direct agglutination test.
However, none were tested using this originally-planned test. In-
stead, only a 5-10% random sample of participants were tested by
a different test, ELISA, due to cost and time constraints with the
broad goal of targeting 100 participants per site with a balance of
cases and controls.

Binary diagnostic test results were sought for all pathogens. Data
received from reference laboratories were varied including, binary data,
ordered categorical data, continuous test results and results from paired
samples taken on the day or presentation to a health facility and 28 days
later. In collaboration with each reference laboratory, a binary result was
derived from all received data. Due to the reasons listed above, as well
as errors in data labelling, there is missing data. That is, participants
who do not have an observed test result for all diagnostic tests. Table 7.6
reports the percentage of cases for whom we have at least one diagnostic
test result for each pathogen sought and Table 7.7 the same for controls.

Overall, 99.5% (n=10198) of participants have an observed test result
for at least one diagnostic test of any type. Of those participants with
missing data for all diagnostic tests (n=54), 83.3% (n=45) were controls,
57.4% (n=31) were children, 87% (n=47) were from Malawi, 5.6% (n=3)
from Mozambique and 7.4% (n=4) from Zimbabwe. Figure 7.2 highlights
that participants did not all undergo all tests. The number of tests
participants had depended on whether or not a participant was a case or
control. The modal number of diagnostic tests that a control had was 18
and for a case it was 33. This difference is highlighted by the different
distributions for cases and controls seen in Figure 7.2.
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Malaria, respiratory infections, arboviruses (not including Japanese
Encephalitis Virus (JEV) or O’nyong’nyong virus (ONNV)), brucella,
leptospirosis and pathogens detected by blood culture were pathogens
where at least 75% of enrolled participants were tested. While at least
75% of all participants tested, there were strata where fever participants
were tested. For example, for respiratory infections, only 54% of inpa-
tient children and 62% of inpatient adults in Malawi have diagnostic test
results compared with over 85% in all other strata. Similarly, brucella
test results were available for over 75% of all enrolled participants but
under 50% of child participants in Laos have an observed test result for
brucella. JEV was not tested for in African sites and ONNV was not
tested for in Laos, but where JEV and ONNV were investigated, over
75% of participants were tested.

Blood cultures were performed for all cases in Laos and greater than
90% of cases across all other sites with the notable exception of inpatient
adults in Mozambique where 79% of cases had a blood culture performed.
Blood cultures were not performed in controls. The testing strategy for
histoplasma, CrAg, urinary tract infections and TB by blood culture did
not include all participants and so despite low percentages of participants
tested across all strata, this is not unexpected. The testing strategy and
diagnostic test for leishmaniasis changed over the course of the project
due to time and money constraints. Ultimately the goal was to test
a small random sample from each site and from those results decide
whether or not to carry out more testing. Surprisingly, less than 75% of
all enrolled participants had an observed result for ricketssioses despite
a testing strategy that included all participants. This is perhaps not so
surprising when we consider the diagnostic tests used for rickettsioses
which relied on paired samples. In patient strata, outpatient children in
Laos had the greatest proportion of patients with an observed test result
at 92.3% and inpatient children in Zimbabwe had the lowest proportion
of patients with an observed test result at 40.6% (Table 7.6).

The next sections present the percentage of participants with a posi-
tive diagnostic test result, for each infection sought, out of those tested.
Where more than one diagnostic test was used to detect an infection, an
and/or rule was applied to determine test positivity for the purpose of
these crude summaries only.
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Table 7.7: Percentage of controls who received at least one diagnostic test
for each infection group, shown by site and age group. Strata where less
than 10% of enrolled controls were tested are indicated by bold font.

Laos Malawi Mozambique Zimbabwe
<15 15+ <15 15+ <15 15+ <15 15+

Malaria 100.0 100.0 93.5 95.3 100.0 100.0 95.7 94.9
Respiratory pathogens 99.5 99.3 85.5 67.4 99.7 99.2 98.6 99.0
Histoplasma 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Brucella 54.1 85.0 66.7 91.2 60.9 95.1 26.2 32.2
Leptospirosis 73.5 93.3 91.5 92.7 98.7 99.2 73.8 74.6
CrAg 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Leishmaniasis 20.0 21.7 1.5 3.1 4.0 5.6 4.3 2.4
Arboviruses1 76.2 96.0 86.7 92.3 67.5 93.6 81.6 90.8
JEV2 76.2 96.0 0.0 0.0 0.0 0.0 0.0 0.0
O’nyong’nyong 0.0 0.0 86.7 92.3 67.5 93.6 81.6 90.8
Blood culture pathogens 4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
TB 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Urinary tract infection 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Rickettsioses3 28.1 39.7 5.3 2.8 2.3 3.0 0.7 2.0

1 Arboviruses includes dengue, chikungunya and zika virus
2 Japanese Encephalitis Virus
3 Rickettsioses include scrub typhus group, spotted fever group, typhus group and Q fever
4 Blood culture pathogens includes all those pathogens detected in blood cultures
(Burkholderia pseudomallei, Tyhpoidal Salmonella, Non-typhoidal Salmonella, Staphy-
lococcus aureus, Escherichia coli, Other enterobacterales, Klebsiella pneumoniae, Strep-
tococcus pneumoniae)

Respiratory pathogens

The total number of positive test results for each respiratory pathogen de-
tected via the Luminex RPP is reported in Table 7.8 for cases and Table
7.9 for controls. Coronaviruses (not including COVID-19) are grouped
into a single cause (coronavirus 229e, coronavirus hku1, coronavirus nl63,
coronavirus oc43), as well as Influenza A (Influenza AH1 and Influenza
AH3), Parainfluenza’s (parainfluenza 1, parainfluenza 2, parainfluenza
3 and parainfluenza 4) and RSV (RSV A and RSV B). The respira-
tory pathogen, Legionella pneumophila, which most commonly presents
as pneumonia, had no positive test results and is not included in any
subsequent analyses.

The respiratory pathogen with the greatest percentage of positive test
results in a participant stratum was rhinovirus/enterovirus in Malawi
outpatient children at 45.8%. Rhinovirus/enterovirus consistently had
the largest percentage of positive test results compared to other respira-
tory pathogens in both cases and controls. While not consistent across
all sites and strata generally, there was a trend for a greater propor-
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tion of positive test results in children than adults. In controls, respi-
ratory pathogens where more than 10% of a strata tested positive are
rhinovirus/enterovirus, adenovirus and human bocavirus.
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Table 7.9: Percentage of controls tested for respiratory infections by the
Luminex RPP that tested positive, shown by site and age group

Laos Malawi Mozambique Zimbabwe
< 15 15+ < 15 15+ < 15 15+ < 15 15+

Influenza A 0.5 0.0 0.6 0.0 1.3 0.4 0.7 1.4
Influenza B 0.5 0.0 0.3 0.0 0.0 0.4 0.7 1.0
RSV 2.2 1.0 4.1 1.5 1.7 0.0 0.7 0.0
Adenovirus 0.0 0.0 10.9 2.0 4.0 0.0 2.2 2.4
Rhinovirus/Enterovirus 19.0 5.4 38.1 16.9 29.6 6.8 13.7 8.9
Human Bocavirus 1.1 0.3 17.6 3.5 3.7 0.0 1.4 1.4
Parainfluenza 0.5 0.7 8.5 1.2 1.7 0.8 2.2 1.0
Coronavirus 4.3 1.0 4.1 2.3 3.0 0.4 0.7 2.1
Human metapneumovirus 0.5 0.0 2.6 0.6 1.0 0.0 1.4 0.0
Legionella pneumophila 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Chlamydophila pneumoniae 1.6 0.0 3.2 0.6 0.7 0.0 0.0 0.0
Mycoplasma pneumoniae 0.0 0.0 1.2 0.0 0.0 0.0 0.0 0.0

Malaria

In Malawi and Mozambique, the percentage of inpatient children positive
for malaria was high with 50.3% and 47.3% test positivity, respectively
(Table 7.10). The percentage of positive test results in Malawi was also
high in outpatient children and adults irrespective of whether they were
inpatients or outpatients but was considerably lower in other strata in
Mozambique outpatients (less than 15%). There were no positive test
results for malaria in Laos (cases or controls). In controls, across all sites
except Malawi, malaria positivity was less than 1% (Table 7.11).

Histoplasma, Brucella and CrAg

Test positivity in cases for histoplasma, brucella and CrAg was low, be-
tween 0 and 1% in all stratum except adults in Zimbabwe where the test
positivity for CrAg was 4.5% in inpatients and 2.0% in outpatients (Table
7.10). Histoplasma and CrAg were not tested in controls. Although only
very low levels of test positivity in cases for brucella, in adults in Zim-
babwe and Mozambique, a similar percentage of controls tested positive
as did outpatients (Table 7.11).

Leptospirosis and Leishmanaisis

Leptospirosis showed similar proportions of test positivity in patient
strata as controls (See Tables 7.10 and 7.11). Two notable exceptions
where cases showed a greater percentage of test positivity were in adult
inpatients in Laos (16.5% of cases tested positive) and adult outpatients
in Zimbabwe (16.8% of cases tested positive). For leishmaniasis, the
strata with the greatest proportion of participants test positive was not
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in cases but in controls. In Malawi, 31.3% of adults controls tested posi-
tive for leishmaniasis and in all strata, except child controls in Zimbabwe
and Malawi, test positivity for leishmanaisis was above 2%.

Urinary tract infections

A small percentage of cases were tested for urinary tract infections (UTI)
but of those tested, greater than 10% were diagnostic test positive in all
African sites (Table 7.10). 66.7% of Mozambique adult outpatients tested
were positive for a UTI. Across all sites, there was a trend for a greater
proportion of positive urinary tract infection test results in adults com-
pared with children. There were no positives in Laos outpatients and a
only small percentage of those tested were positive in Laos inpatients.
Despite a high proportion of positive test results, the testing strategy
for UTIs was to collect urine samples for all cases under two years and
from older cases who had symptoms of a UTI [20]. However, in prac-
tice in many cases under two years of age it was not possible to get a
urine sample. Consequently, the proportion of positive test results is not
necessarily a reflection of the proportion of positive test results in the
wider FIEBRE case population given the limited number of participants
tested.

Rickettsioses and TB blood cultures

Across patient strata, the percentage of cases that were tested for rick-
ettsioses that had a positive test varied from 0.5% in child outpatients
in Laos to 9.5% in child outpatients in Malawi (Table 7.10). There was
no trend for a greater proportion of positive test results by age group
or patient status. No controls tested positive for a rickettsioses (Table
7.11). Positive TB blood cultures were only found in inpatients adults.
5.1% of inpatient adults in Malawi, 7.7% of inpatient adults in Mozam-
bique and just over a quarter (25.4%) of inpatient adults in Zimbabwe
who were tested had a positive TB blood culture (Table 7.10). Similar
to the results from UTIs, it is hard to infer much of TB positive blood
cultures in the general fever case population given the limited number of
participants tested. No other strata had any participants with a positive
TB blood culture.

Arboviruses

A greater proportion of participants (cases and controls) tested positive
for an arbovirus in Laos and Malawi than Mozambique and Zimbabwe. In

154 of 358



7. Febrile Illness Evaluation in a Broad Range of Endemicities: The
FIEBRE study

Ta
bl

e
7.

10
:

Pe
rc

en
ta

ge
of

pa
tie

nt
s

(I
n-

an
d

O
ut

-)
th

at
te

st
ed

po
sit

iv
e

fo
r

m
al

ar
ia

,h
ist

op
la

sm
a,

br
uc

el
la

,C
rA

g,
le

pt
os

pi
ro

sis
,l

ei
sh

m
an

isi
s,

T
B

bl
oo

d
cu

ltu
re

s,
ur

in
ar

y
tr

ac
ti

nf
ec

tio
ns

an
d

ric
ke

tt
sio

se
s,

sh
ow

n
by

sit
ea

nd
ag

eg
ro

up

La
os

M
al

aw
i

M
oz

am
bi

qu
e

Zi
m

ba
bw

e
<

15
15

+
<

15
15

+
<

15
15

+
<

15
15

+
In

O
ut

In
O

ut
In

O
ut

In
O

ut
In

O
ut

In
O

ut
In

O
ut

In
O

ut
M

al
ar

ia
0.

0
0.

0
0.

0
0.

0
50

.3
39

.5
25

.1
28

.2
47

.3
5.

5
12

.2
9.

9
1.

9
0.

4
3.

9
0.

5
H

ist
op

la
sm

a
0.

0
-

1.
2

0.
0

0.
5

-
0.

6
-

0.
0

-
1.

1
0.

0
0.

0
-

0.
8

-
B

ru
ce

lla
1.

2
0.

0
0.

5
0.

6
0.

4
0.

5
0.

5
1.

0
0.

9
0.

8
0.

2
0.

9
0.

5
0.

5
0.

0
1.

3
C

rA
g

0.
0

0.
0

0.
0

0.
0

0.
0

0.
0

0.
8

0.
0

0.
4

0.
0

1.
3

0.
4

0.
0

0.
0

4.
5

2.
0

Le
pt

os
pi

ro
sis

6.
9

5.
4

16
.5

9.
5

2.
2

3.
4

4.
7

11
.2

2.
4

2.
7

4.
7

8.
6

5.
1

6.
0

6.
8

16
.8

Le
ish

m
an

isi
s

13
.3

2.
4

2.
2

4.
8

8.
3

20
.6

5.
6

30
.6

26
.7

4.
5

16
.7

14
.6

12
.0

17
.9

11
.8

9.
1

T
B

-
-

-
-

-
-

5.
1

0.
0

0.
0

0.
0

7.
7

0.
0

-
-

25
.4

0.
0

U
rin

ar
y

tr
ac

t
in

fe
ct

io
n

1.
9

0.
0

6.
8

0.
0

25
.0

16
.0

26
.1

21
.9

12
.5

15
.9

33
.0

66
.7

16
.7

12
.1

21
.1

40
.0

R
ic

ke
tt

sio
se

s
2.

3
0.

5
8.

2
4.

8
5.

9
9.

5
2.

2
4.

5
5.

0
3.

2
4.

4
3.

9
1.

4
2.

4
3.

7
6.

6

155 of 358



7. Febrile Illness Evaluation in a Broad Range of Endemicities: The
FIEBRE study

Table 7.11: Percentage of controls that tested positive for malaria, histo-
plasma, brucella, CrAg, leptospirosis, leishmanisis, TB blood cultures,
urinary tract infections and rickettsioses, shown by site and age group

Laos Malawi Mozambique Zimbabwe
< 15 15+ < 15 15+ < 15 15+ < 15 15+

Malaria 0.0 0.0 20.1 7.4 0.3 0.0 0.0 0.0
Histoplasma - - - - - - - -
Brucella 0.0 2.0 0.8 0.0 0.5 1.2 0.0 1.1
CrAg - - - - - - - -
Leptospirosis 5.9 5.7 3.0 8.9 4.0 8.0 3.8 7.3
Leishmanisis 5.4 6.2 0.0 31.3 8.3 6.7 0.0 14.3
TB - - - - - - - -
Urinary tract infection - - - - - - - -
Rickettsioses 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Laos, 17.3% to 31.3% of patient strata tested positive for dengue (Table
7.12). In Laos, dengue was the arbovirus with the greatest proportion of
positive test results in cases but JEV was also common. Across all sites,
chikungunya positivity was mostly found in child inpatients and zika in
adults. In Malawi, chikungunya was the arbovirus with the greatest pro-
portion of positive test results. There were no positives for O’nyong’ny-
ong virus and so no further analyses are carried out for O’nyong’nyong
virus.

In Laos, Mozambique and Zimbabwe, positivity to arboviruses in con-
trols was less than 8% (Table 7.13) in each strata however, in Malawi
greater than 10% of controls tested positive for chikungunya (children
and adults) as well as for dengue (adults only).
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Table 7.13: Percentage of controls that tested positive for arboviruses
(dengue, chikungunya, zika virus, Japanese Encephalitis Virus (JEV)
and O’nyong’nyong virus), shown by site and age group

Laos Malawi Mozambique Zimbabwe
<15 15+ <15 15+ <15 15+ <15 15+

Dengue 5.7 5.9 7.2 12.3 0.0 0.4 0.0 4.9
Chikungunya 7.1 2.4 11.8 18.9 5.4 3.6 0.9 3.4
Zika 0.0 0.7 5.8 5.7 1.5 0.4 0.0 0.4
JEV 2.1 2.8 - - - - - -
O’nyong’nyong - - 0.0 0.0 0.0 0.0 0.0 0.0

Blood cultures

Overall, blood cultures positive for any pathogen were low across all
sites (Table 7.14). The exception, is for the pathogen group Typhoidal
Salmonella where a substantial proportion of outpatients in Zimbabwe
were positive. 11.7% of child outpatients and 25.2% of adult outpatients
in Zimbabwe tested positive for Typhoidal Salmonella but only 3.0%
of child inpatients and 1.6% of adult inpatients tested positive also for
Typhoidal Salmonella. Also of note, both adult strata in Mozambique
had 3% of those cases tested positive for Escherichia coli (E.coli). As no
control specimens were examined by blood culture, there are no positive
test results to report.
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Co-infections

Overall, 57.2% (n=5832) of enrolled participants (cases or control) with
at least one diagnostic test result had a positive test result for at least one
pathogen (a positive test result here is the same definition as throughout
this chapter where this means positive on any of the diagnostic methods
utilised to investigate a pathogen). Of interest is how many individuals
were positive for more than one pathogen and whether there are pairs of
pathogens that frequently appear together. An important aspect of this
is how many diagnostic tests did each individual have and this is shown
in Figure 7.2.

In cases, who had at least one test (n=7842) 62.8% of participants had
a positive result for a diagnostic test for at least one pathogen sought.
27.0% had a positive diagnostic test result for two pathogens, 11.6%
were positive for three different pathogens and 4.5% four or more posi-
tive results (where the denominator for each is the number of cases with
at least two (n=7842), three (n=7841) or four (n=7840) diagnostic test
results). The patient with the greatest number of positive test results
was positive for ten different pathogens: malaria, RSV, adenovirus, rhi-
novirus/enterovirus, human metapnuemovirus, human bocavirus, parain-
fluenza, leishmaniasis, chikungunya and zika.

In controls who had at least one diagnostic test (n=2356), 38.4% of
participants had at least one positive diagnostic test result. 12.5% of
controls had positive diagnostic test results for two pathogens and 4.9%
three or more. The denominator for each is the number of controls with
at least two diagnostic tests (n=2334) or at least three diagnostic tests
(n=2333).

Figure 7.3 highlights which pathogens, if any, appear more frequently
together in cases. From Figure 7.3 it is apparent that only a small pro-
portion of cases had positive test results for the same two pathogens. The
most common ‘co-infections’ are malaria and other arboviruses. Another
common co-infection appears to be malaria and rhinovirus/enterovirus.
While I have referred to this section as co-infections, it is more appro-
priate to refer to these as co-detections. Multiple pathogens have been
detected but they are not necessarily true positives. Investigations by
site showed little difference to those for all sites combined.
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Summary

In this thesis, the results from diagnostic tests form a key input into the
final planned analysis. This data consists of at least one diagnostic test
result (for any pathogen) from 10198 recruited participants (7842 cases
and 2356 controls), 99.5% of those enrolled. There was no pathogen
where all participants received at least one diagnostic test. To limit
potential biases from missing data, it was decided that only pathogens
where at least 75% of all participants were tested would be included in
further analyses. Those pathogens where less than 75% of participants
received a diagnostic test include: Histoplasma, CrAg, leishmaniasis,
urinary tract infections, rickettsioses and TB blood cultures (Table 7.6).

Overall, test positivity to any pathogen was lower than anticipated
across all sites [172]. Exceptions, where at least 75% of participants were
tested and over a third of participants in a strata tested positive for a
pathogen include:

1. Rhinovirus/enterovirus in Malawi child outpatients (45.8% - Table
7.8)

2. Rhinovirus/enterovirus in Malawi child controls (38.1% - Table 7.9)

3. Malaria in Malawi child inpatients and outpatients (50.3% and
39.5% respectively - Table 7.10)

4. Malaria in Mozambique inpatients (47.3% - Table 7.10)

As a result of low test positivity, pathogens where at least 75% of
participants were tested but less than five participants tested positive
were also excluded from further analyses. These were: the respiratory
pathogen Legionella pneumophila and pathogens detected by blood cul-
ture Talaromyces marneffei, Streptococcus pyogenes, Acinetobacter bau-
mannii, Haemophilus influenzae, Cryptococcus species and Enterococcus
faecalis.

In general, co-infections did not appear to be common and the results
from exploratory analyses of co-infections led to no further exploration
of co-infections in this thesis.
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Chapter 8

Bayesian estimation of the
causes of fever

8.1 Preamble

In this chapter, I present the statistical methods used to estimate the
aetiology of fever in FIEBRE study sites and the results from this anal-
ysis. The approach taken relies on the latent class model framework and
is an extension of the analysis used in the PERCH study [37] applied
to FIEBRE to estimate the fraction of fever cases due to different fever-
causing pathogens. Key differences between the analysis used here and
that in PERCH are:

i) No diagnostic tests are assumed to have 100% sensitivity and speci-
ficity (called gold standard in the PERCH analysis) or 100% speci-
ficity (called silver standard in the PERCH analysis)

ii) Priors for diagnostic test sensitivity and specificity are derived from
diagnostic test accuracy meta-analyses where possible as opposed
to the consensus of an expert working group

Here I present two methods. I start with the simpler case where
each pathogen is considered in isolation. Under this approach, for each
pathogen, I consider a model in which it is assumed that all fever cases
fall into one of two latent states - fever is either caused by that pathogen
or is not. I refer to these as single-pathogen models. The second approach
extends this by considering all pathogens in a single model. The number
of latent states in this multi-pathogen model is equal to the number of
pathogens investigated plus one category to capture ‘other causes’.

Separate analyses are run for All patients, Inpatients and Outpatients
combined and within each of these groups, analyses are further stratified
by site (Laos, Malawi, Mozambique and Zimbabwe) and age group (0
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to 14 years referred to as children, and 15 years and over referred to
as adults). All results are presented with the median and 95% credible
interval (CrI).

8.2 Model Specification

8.2.1 Notation

As in the diagnostic test accuracy application, I assume the true cause of
a case’s fever is unknown. In this fever aetiology application, the relative
probabilities of fevers having been caused by particular pathogens, is
estimated using data from multiple different diagnostic tests for different
treatable and/or preventable causes of fever. The latent indicator Zi

now represents the true pathogen causing fever for case i, taking possible
values 1, ..., J + 1, where J denotes the number of pathogens considered
as potential causes of fever. A case’s fever may be caused by something
other than the pathogens sought and so I consider an additional category
representing when a case’s fever is caused by something "Not Specified".
Hence, the number of possible latent subgroups is J + 1. This applies
to both single- and multi-pathogen models but in the single-pathogen
model, it is always the case that J = 1.

LetKj denote the number of diagnostic tests used to detect a pathogen
j (j = 1, .., J). In the FIEBRE data, K ranges from one to four. Then,
let Mj denote the matrix of test results for pathogen j with dimensions
NxKj, where N refers to participants i = 1, ..., N . Y i indicates whether
a participant is a case (Y i = 1) or control (Y i = 0). The probability of
pathogen j being the cause of a case’s fever is given by πj, j = 1, ..., J+1
where, by the axioms of probability, ∑J+1

j=1 πj = 1. As in Wu et al. [168]
I let ψj, denote the false positivity rate (1 minus the specificity) for the
test for pathogen j however, I add a further subscript to accommodate
multiple tests for the same pathogen. Thus, ψjk

where k takes the value
k = 1, .., Kj, denotes the false positivity rate for a test for pathogen j

and θjk
, k = 1, ..., Kj, to denote the sensitivity. πj, ψjk

and θjk
can be

written as the probabilities:

πj = Pr(Zi = j|Yi = 1), j = 1, ..., J + 1
ψjk

= Pr(Mij = 1|Zi 6= j), j = 1, ..., J
θjk

= Pr(Mij = 1|Zi = j), j = 1, ..., J

(8.2.1)

The FIEBRE study design means that the sensitivity and specificity have
an interpretation as the probability of detecting a positive/negative test
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result for a truly diseased/non-diseased individual who has a fever and
sought care. The estimand in this Bayesian analysis is πj, which is defined
as the probability that a cases fever is caused by pathogen j given they
are a case. This definition takes into account diagnostic test accuracy
(this is different to η in Chapter 6 which is the observed proportion of
fever cases that tested positive for pathogen j). Although estimated
by a different methodology, πj has the same interpretation as the PAF
introduced in Chapter 6 (equation 6.2.2). That is, it is the proportion
of fever cases attributed to pathogen j or equivalently, the proportion
of fever cases that would theoretically be prevented if pathogen j were
eliminated.

8.2.2 Likelihood

The FIEBRE study aimed to investigate febrile illness in paediatric and
adult outpatients and inpatients [20]. Controls have no pathogen that
caused a fever that led them to seek health care. Based on the study
design we can therefore assume that any positive test result for a con-
trol is a false-positive for infection causing fever and health-care seeking.
Controls can have a fever or even asymptomatic or sub-clinical infection.
However, by being recruited as controls they did not meet the criteria
for inclusion as a case. Making use of this assumption that any posi-
tive result in a control represents a false-positive, the contribution to the
multi-pathogen model likelihood from a control is:

P 0
i = Pr(Mi = mi|ψ) =

J∏
j=1

Kj∑
k=1

(ψjk
)mijk (1 − ψjk

)1−mijk (8.2.2)

In the single-pathogen model, for pathogen j, this reduces to:

P 0
i = Pr(Mij = mij|ψj) =

Kj∑
k=1

(ψjk
)mijk (1 − ψjk

)1−mijk (8.2.3)

which is of the same form as equation 2.4.4 from the diagnostic test
accuracy single study scenario. I assume a single cause of infection, such
that, for a case truly infected by pathogen j, positive test results for
pathogens other than j are false positive results with probability equal
to ψjk

. Borrowing the false positivity rate estimated from controls (for
pathogens where we have control data) allows us to distinguish between
pathogens that are the true cause of a health-care seeking fever and those
that are just background colonizers. The likelihood contribution from a
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case in the multi-pathogen model is then:

P 1
i = Pr(Mi = mi|π, θ, ψ)

=
J+1∏
j=1

πj

 Kj∑
k=1

((θjk
)mijk (1 − θjk

)1−mijk

∏
l 6=j

(ψlk)milk (1 − ψlk)1−milk )
Ij 6=J+1

(8.2.4)

as described in Wu et al. [168] where, the component l 6= j comes from
the fact that for a case infected with pathogen j, under the assumption of
a single cause, no other pathogen can be the true cause and positive test
results must be false positives. And, Ij 6=J+1 indicates that when j = J+1,
the latent state for the category denoted "Not Specified", there are no ob-
served test results and πJ+1 is estimated by summing over πj, j = 1, .., J
(i.e. 1 − ∑J

j=1 πj). It is assumed that given the true pathogen status
Zi, test results for tests of different pathogens are assumed independent
e.g. that detection of Dengue in a patient with Dengue does not impact
the probability of detecting any other pathogen. This is different to the
conditional independence assumption discussed so far applied to tests for
the same pathogen. Extensions to relax the local independence assump-
tion have been discussed [173]. This additional element of independence
between pathogens is a component that does not need to be considered
in the single-pathogen models, when each pathogen is considered in turn.

Similar to equation 8.2.3, the single-pathogen model for pathogen j,
the contribution to the likelihood for a case reduces to:

P 1
i = Pr(Mij = mij|π, θj, ψj) =

J+1∏
j=1

πj

 Kj∑
k=1

((θjk
)mijk (1 − θjk

)1−mijk )
Ij 6=J+1

(8.2.5)

8.2.3 Priors

All parameters in equations 8.2.2 through 8.2.5 (πj, θjk
and ψjk

) require
a prior distribution to be specified. The prior for the probability of a
pathogen (including the category of "Not Specified") being the cause of a
cases fever (πj) is assumed to follow a Dirichlet distribution that favours
no pathogen over another (πj ∼ Dirichlet(1, ..., 1)). Prior information
for diagnostic test sensitivities (θjk

) is derived based on diagnostic test
accuracy meta-analyses and are in the form of a 95% credible interval.
Priors for the sensitivity of each diagnostic test are then beta distribu-
tions where the 2.5% and 97.5% quantiles of the beta distribution match
the 95% credible interval from the prior information [174]. For exam-
ple, the malaria RDT is assumed to have a sensitivity between 65.2%
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and 89.0% with 95% probability. Using these specified quantiles, the
computed beta parameters are α = 34.69 and β = 9.61 (See figure 8.1).
While initial plans were to perform a meta-analysis for all tests, where no
meta-analysis was carried out, I relied on expert opinion to derive a 95%
credible interval. Expert elicitation of probability distributions is a com-
plex task. There are papers exploring the different systematic approaches
that can be taken to elicit expert opinion [175] however, these methods
are outside the scope of this thesis and instead I relied on subjective, ex-
pert opinion from a collective group of FIEBRE co-investigators. These
potentially biased opinions are paired with sensitivity analyses to assess
robustness.

For all specificities, I assume a uniform prior over the interval 0 to
1 (i.e. 0% to 100%) when test results from controls are available. It is
assumed that any positive test result from a control participant is a false
positive and so the specificity can be estimated directly from the observed
data hence a uniform prior distribution can be assumed. However, when
data from controls are not available, the same process as for sensitivity
is followed, if no meta-analyses was carried out a 95% credible interval
is derived from expert elicitation.

Figure 8.1: Beta prior distribution for the sensitivity of the malaria RDT
using 2.5 and 97.5% quantiles of 65.2 and 89.0 [174]

8.3 Estimation and model implementation

The primary goal is to estimate the posterior distribution of the cause-
specific case fractions (πj, j = 1, ., , , J + 1). Unlike in the diagnostic test
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accuracy implementation of LCM, here, the addition of controls allows
direct estimation of test specificities (1 − ψjk

) for detecting pathogens
that cause health-care seeking fevers. These parameters are therefore
identifiable leading to this model being described as a partially identifi-
able model [119] and distinguishing these latent class models from those
discussed in Part 1 of this thesis. Even with these identifiable param-
eters, there are still many non-identified parameters within the model
leading to weak identifiability. Unidentified parameters are defined by
Garrett and Zeger [176] as parameters where the only information we
have about the parameter of interest is supplied by the prior distribution
(i.e. from equation 2.4.5 p(θ|Y ) ≈ p(θ)). Model identifiability is a chal-
lenge in this application for the same reasons as in the diagnostic test
accuracy scenario (See Section 2.4.1). Though the Bayesian framework
can help with this challenge, identifiability is not guaranteed [60]. This
characteristic highlights the importance of the prior distributions used
and sensitivity analyses that investigate how robust estimates are to the
choice of prior distribution.

Traditional analysis of a matched case-control study commonly in-
volves matching at the analysis stage, however this is not a requirement
[177]. In particular, in the analyses presented in this thesis we do not
estimate an odds ratio. Variables that were matched on are however
controlled for in the analysis by means of stratification.

8.3.1 Subgroup analyses

Separate analyses are run for each participant group (Outpatients and
Inpatients) as well as for All patients combined. Within each analysis
(Outpatients, Inpatients and All patients), I further stratify by four sites
and two age groups. To do this, a variable is generated which indicates to
which strata an individual belongs. For example, Laos/child and Mozam-
bique/adult represent two out of eight possible strata considering four
sites and two age groups. Within each analysis (Inpatients, Outpatients
and All patients) diagnostic test sensitivity is assumed to be the same
across strata but it could be allowed to vary if prior information indi-
cated that sensitivity is expected to differ. Specificity on the other hand,
is allowed to vary by all strata (site and age group) when control data are
available to allow direct estimation of specificity. This means, that ψjkc

,
denotes the false positivity rate of a test in stratum c where c = 1, ..., C.
Then, πj is also expanded to estimate the probability of pathogen j be-
ing the cause of a case in stratum c, πjc = Pr(Zi = j|Yi = 1, Ci = c).
Further, within each subgroup analysis (Outpatients, Inpatients and All
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patients), the same control participants are used.

8.3.2 Software implementation

As in section 4.5, the unknown parameters are estimated via Markov
Chain Monte Carlo methods. All models are implemented using Cmd-
Stan in R [122]. Model code for the malaria single-pathogen model (from
which all other models can be derived) is included in Appendix E and
on github. Models were run using 4 chains [123] and convergence was
assessed visually with the Bayesplot R package [63]. I only report results
where the rank normalised split-R-Hat statistic is < 1.01, the total ef-
fective sample size is at least 400 and there are no warnings for energy
fraction of missing information or divergent transitions [123]. Where the
only warnings reported are divergent transitions, attempts to diagnose
the cause of divergences are made and where appropriate, the target ac-
ceptance rate is increased to help sampling in areas of the posterior that
exhibit high curvature and require small step sizes to explore [178].

8.3.3 Missing data

Not all participants had a test result for all tests carried out (See Figure
7.2). However, a participant does not need complete data (a test result
for all tests for all pathogens) to be included in the current analysis. A
participant’s data are included in the multi-pathogen model if they have
an observed test result for at least one included pathogen. A partici-
pant’s data is only included in the single-pathogen model if they have
an observed test result for one of the tests for the pathogen under con-
sideration. Included pathogens are those where at least 75% of all cases
have an observed test result. Those pathogens where fewer than 75% of
patients have a diagnostic test result for at least one of the diagnostic
methods used (JEV, ONNV, histoplasma, CrAg, leishmaniasis, urinary
tract infections, rickettsioses and TB blood cultures - Table 7.6), are not
included in analyses and I report the number of positive test results only
(Table 7.10). In utilising the data in this way, I assume that any miss-
ingness is solely a result of the observed case or control status, i.e. given
case or control status, test results are missing at random.

The testing strategy for JEV and ONNV included only certain sites
and for histoplasma and CrAg included only individuals with particular
characteristics. This testing strategy was based on the assumption that
these pathogen are not a cause of fever in the sites where testing did not
occur or in individuals without that characteristic. From this, I could
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have made the assumption that all individuals not tested would have had
a negative test result and included these data in the analysis. However,
I chose not to make this assumption as there is some evidence to suggest
these pathogens may be found in those sites/individuals not tested. For
example, CrAg was only tested for in HIV positive individuals but there
is evidence of CrAg in HIV negative individuals [179] and JEV was not
investigated for in the Africa sites but there has been cases of JEV in
Africa [180].

8.4 Results from single-pathogen models

This section presents the results from the single-pathogen models. Con-
sidering each potential cause of fever in turn, within each single-pathogen
model, two latent subgroups (Zi = 1, 2) are assumed. This represents
that the fever is either attributed to the pathogen under consideration
or not however, the way this is implemented, means that the results are
a probability of membership to each latent subgroup. From the case-
control study, the key input into this analysis are the binary test results
for each test for each pathogen. The results are presented by pathogen
below.

For each pathogen a table is provided describing the diagnostic test/s
used, testing strategy and priors as well as a presentation of the primary
results by participant group (All patients, Outpatients and Inpatients),
site (Laos, Malawi, Mozambique and Zimbabwe) and age group (less
than 15 years referred to as children and, 15 years or older referred to
as adults). Only those pathogens with at least five positive test results
for five individuals and at least 75% of participants tested are included
in analyses.

The final part of each single-pathogen model section is a sensitivity
analysis. Depending on the pathogen and number of diagnostic tests
used, a sensitivity analysis comparing the results from the primary anal-
ysis model with either results from a model with a different conditional
dependence structure or results from a model that used more diffuse prior
distributions is presented. Finally, section 8.4.7 presents a synthesis of
the results across the single-pathogen models.

8.4.1 Malaria

Malaria was investigated using two diagnostic tests; a rapid diagnostic
test (RDT) and microscopy (Table 8.1). Although microscopy was used
at all sites, ultimately, only the microscopy data from three sites (Laos,
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Mozambique and Zimbabwe) was deemed of high enough quality (when
compared to reference laboratory microscopy) to be included in analyses.
This means that there are no control participant results from microscopy
to estimate the specificity in Malawi and instead an informative prior
assuming the specificity is between 95% and 99.9% with 95% probability
is used. The malaria RDT was carried out on 98% of participants while
the microscopy testing strategy meant many fewer (31%) were tested by
that method. 3155 individuals (31%) had a test result for both tests.

Table 8.1: A summary of model inputs (observed diagnostic test results
and accuracy priors) for malaria

Test type
RDT Microscopy

Test details Hrp2 and/or pan positive
on day 0 sample

Two readers, third reader
if disagreement from day 0
samples

Testing strategy All
All RDT positive and a
10% sample of RDT nega-
tive

Number tested
(%)1 10004 (97.6%) 3167 (30.9%)

Prior sensitivity2 65.2%-89.0%4 [181] 0-100%
Prior specificity3 0-100% 0-100%; Malawi 95-100%

1 % of enrolled participants
2 The same sensitivity priors are used for all sites and age groups unless specified.
3 Specificity is allowed to vary by site and age group where data on controls is available.
4 Sensitivity is assumed to be between 65.2% and 89.0% with 95% probability.

The primary analysis model for malaria included results from both
microscopy and the RDT and accounted for conditional dependence be-
tween the two tests in individuals with malaria. Table 8.2 presents the
results from this primary analysis model. In each analysis (All patients,
Inpatients and Outpatients) in both adults and children, malaria is es-
timated to have little to no contribution to the causes of fever in Laos
and 5% or less in Zimbabwe. In all children (inpatients and outpatients
combined), just over half (53%) of fever cases in Malawi are attributed
to malaria with a 95% credible interval ranging from 35% to 70%. Con-
sidering only children from the Outpatient analysis, the estimate is lower
(42%, 95% CrI: 30-69%) and considering only Inpatients, the estimate is
higher (74%, 95% CrI: 55-92%). A similar trend is seen in Mozambique
where fewer fever cases are attributed to malaria in Outpatients (6%,
95% CrI: 4-8%) compared with Inpatients (70%, 95% CrI: 58-81%).

A marked difference between adults and children is visible in Malawi
and Mozambique particularly in Inpatients. One reason for this may be
the local malaria endemicity. In malaria endemic settings, older chil-
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dren and adults develop immunity to severe and even mild malaria after
repeated infections and so are less likely to be seeking care for a fever
caused by malaria [182]. In the current analysis, these sub-clinical or
asymptomatic cases of malaria infection are not accounted for.

A sensitivity analysis compares the estimates from the primary anal-
ysis model, that accounts for conditional dependence between malaria di-
agnostics in disease positive individuals, to estimates from a model that
assumes conditional independence between malaria diagnostics, given the
true disease status of participants. Figure 8.2 shows how each of those
estimates presented in Table 8.2 differs by assuming a more simple model
of conditional independence between the results of these tests. In gen-
eral, we would expect the results from a model accounting for conditional
dependence to have wider credible intervals as a result of taking into ac-
count the uncertainty in individual-level test sensitivity.

Results in adults show little difference between estimates from a
model that assumes conditional independence to a model relaxing the
conditional independence assumption. Credible intervals are generally
narrower in the conditionally independent model as expected from not
taking into account the additional uncertainty in individual-level test sen-
sitivity. Point estimates from the conditionally independent model also
appear to be shifted slightly lower. This may reflect an overestimation
in diagnostic test sensitivity from the conditionally independent model
which impacts the percentage of fever cases attributed to malaria. In
children, little difference is also seen between these two models in Zim-
babwe and Laos. In Malawi and Mozambique, there is a small difference
in All patients and a large difference in Inpatients. This was due to larger
differences in the estimated sensitivity of the diagnostic tests used in the
analyses.

Table 8.2: Median (95% credible interval) estimate of the percentage of
fevers attributed to malaria

(a) Estimates in children aged less than 15 years

Laos Malawi Mozambique Zimbabwe
All patients 0 (0-1) 53 (35-70) 34 (25-41) 1 (1-3)
Outpatients 0 (0-2) 42 (30-59) 6 (4-8) 1 (0-2)
Inpatients 0 (0-2) 74 (55-92) 70 (58-81) 3 (1-6)

(b) Estimates in adults aged 15 years or more

Laos Malawi Mozambique Zimbabwe
All patients 0 (0-1) 35 (25-45) 12 (9-16) 2 (1-4)
Outpatients 0 (0-1) 36 (27-46) 10 (7-14) 1 (0-2)
Inpatients 0 (0-1) 33 (22-46) 16 (12-22) 5 (2-8)
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Figure 8.2: A comparison of the estimated percentage of fever cases at-
tributed to malaria by site, age, participant status group and, whether
or not conditional dependence was accounted for between malaria diag-
nostic tests

Note. cd = conditional dependence (estimates arise from a model that assumes condi-
tional dependence between test results given disease status), ci = conditional indepen-
dence (estimates arise from a model that assumes conditional independence between
test results given disease status)

8.4.2 Respiratory Infections

This section presents the results from single-pathogen models for res-
piratory pathogens investigated by the Luminex respiratory pathogen
panel (RPP) (See Table 8.4). For the single-pathogen models (and
all subsequent analyses) certain respiratory pathogens were grouped,
these are: coronaviruses (coronavirus 229e, coronavirus hku1, coron-
avirus nl63, coronavirus oc43), Influenza A (Influenza AH1 and Influenza
AH3), parainfluenza’s (parainfluenza 1, parainfluenza 2, parainfluenza 3
and parainfluenza 4) and RSV (RSV A and RSV B). New groups were
made using an and/or rule to determine positive test results.

Meta-analyses were carried out to estimate the accuracy of the Lu-
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minex RPP to detect Influenza A, Influenza B and RSV, however, no
meta-analysis was carried out for the other pathogens. Instead, prior
information on the test sensitivity was provided by the Luminex RPP
manufacturer [183]. The priors for all respiratory pathogens were narrow
ranges (less than 10% percentage points between 2.5% and 97.5% quan-
tiles). Sensitivity analyses for the respiratory pathogens included using
more diffuse priors assuming 70% to 99% with 95% probability. On the
Luminex RPP, detection of rhinovirus and enterovirus is not differen-
tiated. Further PCR tests were used to differentiate these two viruses
only and secondary analyses that estimate the percentage of fever cases
attributed to rhinovirus and enterovirus separately is presented in the
sub-section titled Rhinovirus/Enterovirus.

Table 8.3: A summary of model inputs for respiratory pathogens investi-
gated by the Luminex Respiratory Pathogen Panel

Test type
Luminex RPP1 PCR

Test details Day 0 respiratory samples Day 0 samples

Testing strategy All All Luminex positive for
rhinovirus/enterovirus

Number tested
(%)2 9335 (91.1%) 1691 (16.5%)

Prior sensitivity 90-99%3 [183] 70-99% [184]
Prior specificity 0-100% 0-100%

1 Respiratory Pathogen Panel
2 % of enrolled participants
3 Sensitivity is assumed to be between 90.0% and 99.0% with 95% probability for each
pathogen separately

The estimated percentage of fever cases attributed to each respira-
tory pathogen in children is presented in Table 8.4. Fever cases are con-
sistently, across all sites attributed to Influenza A and Influenza B more
than any other respiratory pathogen. Interestingly, this burden is greater
in Outpatients than Inpatients. For example, in Laos 14% (95% CrI: 10-
19%) of fevers are attributed to Influenza A in Outpatients and only 5%
(95% CrI: 3-9%) in Inpatients. Likewise for Influenza B, in Mozambique
12% (95% CrI: 10-16%) of fever cases are attributed to Influenza B in
Outpatients and only 1% (95% CrI: 0-3%) in Inpatients. In contrast,
fever cases are attributed to a greater proportion of RSV in Inpatients
than Outpatients across African sites. While fever cases are attributed
to similar percentages of some pathogens (for example, adenovirus and
coronavirus) in children across all sites, others show marked differences.
Rhinovirus/enterovirus is estimated to have been responsible for between
0 and 3% of fevers in Laos and Mozambique but 13% (95% CrI: 3-24%)
in Malawi. Similarly, parainfluenza is estimated to be responsible for less
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than 6% of fevers in all sites and participant groups in Laos, Mozambique
and Zimbabwe but 9% of fever cases in Outpatient children in Malawi.

The estimated percentage of fever cases attributed to each respira-
tory pathogen in adults is presented in Table 8.5. Similarly to children, in
adults the greatest proportion of fever cases is consistently attributed to
Influenza A across all sites. However, on the whole a smaller percentage
of fever cases are attributed to respiratory pathogens in adults than chil-
dren. In contrast to fever cases in children, where rhinovirus/enterovirus
is estimated to have been responsible for very few fevers in Mozambique,
in adults rhinovirius/enterovirus is estimated to be responsible for 9%,
13% and 6% of fever cases in All patients, Outpatients and Inpatients
respectively.

Sensitivity analyses for the respiratory pathogens compare the results
from a model that assumed the Luminex RPP had a sensitivity of 90%
to 99% with 95% probability to the results from a model that assumed
a more diffuse prior of 70% to 99% with 95% probability. Figures 8.3,
F.1 and F.2 show how the estimates presented in tables 8.4 and 8.5 differ
when a more diffuse prior distribution for test sensitivity is used. In
general, we would expect the results from a model using a more diffuse
prior to have wider credible intervals (i.e. more uncertainty) around
estimates. In Outpatients, our sensitivity analyses shows wider credible
intervals for almost all estimates when a more diffuse prior is used (Figure
8.3). The point estimate is also shifted higher with a more diffuse prior.
Similar findings are present between age groups and in Inpatients as well
as All patients (See Appendix F).
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Table 8.4: Median (95% credible interval) estimate of the percentage of fevers
attributed to respiratory pathogens in all children (All), outpatient children
(Out) and inpatient children (In)

Laos Malawi
Mozam-
bique

Zimbabwe

Influenza A
All 9 (7-12) 7 (5-9) 5 (3-7) 8 (5-10)
Out 14 (10-19) 8 (6-11) 8 (5-11) 7 (4-10)
In 5 (3-9) 2 (0-5) 2 (0-4) 9 (5-13)

Influenza B
All 6 (4-9) 3 (1-4) 7 (6-9) 7 (3-9)
Out 13 (9-18) 3 (2-5) 12 (10-16) 9 (6-13)
In 1 (0-3) 2 (0-5) 1 (0-3) 3 (0-5)

RSV1
All 1 (0-2) 1 (0-3) 4 (2-6) 4 (1-6)
Out 1 (0-4) 1 (0-3) 4 (1-6) 2 (0-3)
In 1 (0-2) 3 (0-8) 5 (2-9) 7 (3-10)

Adenovirus
All 3 (2-5) 3 (0-7) 6 (3-9) 5 (1-8)
Out 2 (0-4) 4 (0-9) 9 (5-13) 4 (1-7)
In 5 (2-7) 2 (0-7) 3 (0-7) 6 (1-10)

Rhi-
novirus/En-
terovirus

All 1 (0-5) 6 (0-14) 1 (0-5) 5 (0-12)
Out 2 (0-7) 13 (3-24) 1 (0-5) 7 (1-13)
In 2 (0-7) 2 (0-10) 3 (0-10) 7 (1-15)

Human
Bocavirus

All 1 (0-2) 1 (0-4) 3 (0-5) 3 (1-6)
Out 1 (0-3) 2 (0-6) 2 (0-4) 3 (1-6)
In 1 (0-3) 1 (0-4) 5 (1-8) 3 (1-7)

ParaInfluenza2
All 5 (2-7) 6 (2-10) 4 (1-5) 2 (0-5)
Out 4 (1-7) 9 (5-14) 3 (1-6) 3 (0-6)
In 6 (3-9) 1 (0-5) 4 (1-6) 2 (0-5)

Coronavirus3
All 0 (0-2) 1 (0-4) 1 (0-3) 1 (0-3)
Out 1 (0-2) 2 (0-4) 1 (0-4) 1 (0-3)
In 1 (0-2) 1 (0-4) 1 (0-3) 2 (0-4)

Human
metapneu-
movius

All 1 (0-1) 3 (0-5) 1 (0-3) 1 (0-2)
Out 0 (0-1) 4 (1-7) 2 (0-3) 1 (0-2)
In 1 (0-3) 1 (0-4) 2 (0-4) 1 (0-3)

Chlamy-
dophila
pneumonia

All 0 (0-1) 0 (0-1) 1 (0-2) 0 (0-1)
Out 0 (0-1) 0 (0-1) 0 (0-2) 0 (0-1)
In 0 (0-1) 1 (0-3) 1 (0-3) 1 (0-2)

Mycoplasma
pneumonia

All 0 (0-1) 0 (0-1) 1 (0-1) 0 (0-1)
Out 0 (0-1) 0 (0-1) 1 (0-2) 0 (0-1)
In 0 (0-1) 0 (0-2) 0 (0-1) 1 (0-2)

1 RSV includes RSV A and RSV B
2 Parainfluenza includes Parainfluenza 1, Parainfluenza 2, Parainfluenza 3 and Parain-
fluenza 4
3 Coronavirus includes Coronavirus 229e, Coronavirus hku1, Coronavirus nl63 and Coron-
avirus oc43
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Table 8.5: Median (95% credible interval) estimate of the percentage of fevers
attributed to respiratory pathogens in all adults (All), outpatient adults (Out)
and inpatient adults (In)

Laos Malawi
Mozam-
bique

Zimbabwe

Influenza A
All 4 (3-5) 6 (4-9) 10 (8-12) 4 (2-6)
Out 6 (4-8) 7 (5-10) 15 (12-19) 7 (4-10)
In 3 (1-4) 4 (1-8) 4 (2-6) 2 (0-4)

Influenza B
All 3 (1-4) 2 (1-4) 1 (0-2) 1 (0-2)
Out 4 (2-6) 3 (2-5) 2 (0-4) 1 (0-3)
In 2 (0-3) 1 (0-3) 0 (0-1) 1 (0-3)

RSV1
All 0 (0-1) 0 (0-1) 1 (0-2) 1 (0-2)
Out 0 (0-1) 0 (0-1) 2 (0-3) 1 (0-2)
In 0 (0-1) 1 (0-3) 1 (0-2) 0 (0-2)

Adenovirus
All 0 (0-1) 0 (0-2) 2 (1-3) 0 (0-1)
Out 0 (0-1) 0 (0-2) 3 (1-5) 0 (0-1)
In 0 (0-1) 1 (0-3) 1 (0-3) 0 (0-1)

Rhi-
novirus/En-
terovirus

All 2 (0-4) 1 (0-4) 9 (4-12) 2 (0-6)
Out 3 (0-7) 1 (0-6) 13 (8-18) 1 (0-5)
In 1 (0-4) 1 (0-5) 6 (1-10) 6 (2-12)

Human
Bocavirus

All 0 (0-1) 0 (0-2) 2 (1-3) 1 (0-3)
Out 0 (0-1) 1 (0-2) 3 (1-5) 1 (0-2)
In 0 (0-1) 1 (0-4) 1 (0-3) 2 (0-4)

ParaInfluenza2
All 1 (0-1) 2 (0-4) 1 (0-3) 1 (0-3)
Out 1 (0-2) 2 (0-4) 2 (0-5) 1 (0-2)
In 0 (0-1) 2 (0-5) 1 (0-5) 2 (0-4)

Coronavirus3
All 1 (0-2) 0 (0-2) 1 (0-3) 1 (0-2)
Out 1 (0-2) 1 (0-2) 2 (0-4) 1 (0-2)
In 1 (0-2) 1 (0-4) 1 (0-3) 2 (0-4)

Human
metapneu-
movius

All 0 (0-1) 1 (0-2) 1 (0-2) 0 (0-1)
Out 0 (0-1) 1 (0-2) 2 (0-3) 0 (0-1)
In 0 (0-1) 1 (0-5) 0 (0-2) 0 (0-2)

Chlamy-
dophila
pneumonia

All 0 (0-1) 0 (0-1) 0 (0-1) 0 (0-1)
Out 0 (0-1) 0 (0-1) 0 (0-1) 0 (0-1)
In 0 (0-1) 1 (0-3) 0 (0-1) 0 (0-1)

Mycoplasma
pneumonia

All 0 (0-1) 0 (0-1) 0 (0-1) 0 (0-1)
Out 0 (0-1) 0 (0-1) 1 (0-2) 0 (0-1)
In 0 (0-1) 1 (0-3) 0 (0-1) 0 (0-1)

1 RSV includes RSV A and RSV B
2 Parainfluenza includes Parainfluenza 1, Parainfluenza 2, Parainfluenza 3 and Parain-
fluenza 4
3 Coronavirus includes Coronavirus 229e, Coronavirus hku1, Coronavirus nl63 and Coron-
avirus oc43)
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Figure 8.3: A comparison of the estimated percentage of fever cases
attributed to respiratory pathogens in Outpatients using a more infor-
mative or diffuse prior for diagnostic test sensitivity by site (LAO=Laos,
MLW=Malawi, MOZ=Mozambique, ZWE=Zimbabwe) and age group.

Rhinovirus/Enterovirus

On the Luminex RPP, detection of rhinovirus and enterovirus is not
differentiated. A further PCR test was used to differentiate these two
viruses only in people with a positive Luminex test Rhinovirus/enterovirus.
The previous results (Table 8.4 and 8.5) estimate the percentage of
fevers attributed to rhinovirus/enterovirus (πrhino/entero) however, assum-
ing that πrhino/entero = πrhinovirus +πenterovirus and utilising the additional
PCR test results, we can estimate the percentage of fevers attributed to
rhinovirus and enterovirus separately.
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Table 8.6: Median (95% credible interval) estimate of the percentage of
fevers attributed to Rhinovirus/Enterovirus (Rhino/Entero) as well as
Rhinovirus and Enterovirus separately in all patients

(a) Estimates in children aged less than 15 years

Laos Malawi Mozambique Zimbabwe
Rhino/Entero 1 (0-5) 6 (0-14) 1 (0-5) 5 (0-12)

Rhinovirus 0 (0-1) 3 (0-8) 1 (0-3) 3 (0-6)
Enterovirus 0 (0-3) 1 (0-4) 0 (0-1) 2 (0-4)

(b) Estimates in adults aged 15 years or more

Laos Malawi Mozambique Zimbabwe
Rhino/Entero 2 (0-4) 1 (0-4) 10 (5-14) 3 (0-7)

Rhinovirus 0 (0-1) 0 (0-2) 7 (3-9) 2 (0-4)
Enterovirus 0 (0-2) 0 (0-0) 2 (1-3) 0 (0-1)

In a parallel model to the rhinovirus/enterovirus single-pathogen model,
I ran a modified version of this model, where J = 2, representing rhi-
novirus or enterovirus, Zi = 1, .., J + 1 and there is a single PCR test for
each j. Using this information we can re-scale the estimates from this
parallel model according to our estimate of πrhino/entero from the single-
pathogen model. Table 8.6 shows the results for πrhino/entero, πrhinovirus,
and πenterovirus separately for All patients.

Taking advantage of the additional PCR tests in this way highlights
the flexible framework of latent class models. Incorporating this addi-
tional information shows that in strata where fever cases are attributed
to rhinovirus/enterovirus, it is rhinovirus and not enterovirus that is the
cause (Table 8.6).

8.4.3 Brucella

Brucella was investigated using two different diagnostic tests, Brucella-
capt was a single-step screening test carried out on all individuals (78.9%
in practice), followed by Microscopic agglutination (MAT) on those par-
ticipants with a positive test for Brucellacapt (Table 8.7). The MAT test
works by comparing the test result from MAT on a day 0 sample with a
second sample collected at day 28. However, not all individuals returned
for a day 28 sample (68% of those with a MAT on day 0 had a MAT
on day 28 sample) and so we have some participants with just a single
acute sample tested by MAT and some individuals with the result of the
paired day 0 and day 28 sample. The single sample MAT is not how
the test is advised to be used and is treated as a different test to the
results of MAT paired as these results would have a different expected
accuracy (sensitivity and specificity). While in isolation the results of a
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single acute sample tested by MAT might not be helpful, in combination
with the results from PCR and MAT paired these results can still be
utilised in a latent class model. Day 28 samples were only requested for
cases and so there are no control data to estimate the specificity of MAT
on paired samples. Instead, this test is assumed highly specific with a
prior specificity of 90-99%.

Table 8.7: A summary of model inputs (observed diagnostic test results
and accuracy priors) for brucella

Test type
BrucellaCapt MAT1 acute MAT paired

Test details Day 0 samples Day 0 sample
titre 1:160

Day 0 and day
28 samples

Testing strategy All All Brucellacapt
positive

All Brucellacapt
positive

Number tested
(%)2 8077 (78.9%) 69 (0.7%) 47 (0.5%)

Prior sensitivity 68%-99%3 55-99% 90-99%
Prior specificity 0-100% 0-100% 90-99%

1 MAT, microscopic agglutination test
2 % of enrolled
3 Sensitivity is assumed to be between 68% and 99% with 95% probability.

The primary analysis model for brucella included results from three
different diagnostic tests and considered these tests independent. In all
analyses, in both adults and children, brucella is estimated to have little
to no contribution to the causes of fever in FIEBRE study sites (Ta-
ble 8.8). Exploring the impact of the prior distributions, a sensitivity
analysis that used a more diffuse prior distribution (70-99%, with 95%
probability) for the sensitivity of Brucellacapt found similar results with
greater uncertainty (Figure 8.4).

Table 8.8: Median (95% credible interval) estimate of the percentage of
fevers attributed to brucella

(a) Estimates in children aged less than 15 years

Laos Malawi Mozambique Zimbabwe
All patients 0 (0-1) 0 (0-0) 0 (0-1) 0 (0-1)
Outpatients 0 (0-2) 0 (0-1) 0 (0-1) 0 (0-1)
Inpatients 0 (0-2) 0 (0-2) 0 (0-1) 0 (0-1)

(b) Estimates in adults aged 15 years or more

Laos Malawi Mozambique Zimbabwe
All patients 0 (0-0) 0 (0-1) 0 (0-1) 0 (0-0)
Outpatients 0 (0-1) 0 (0-1) 0 (0-1) 0 (0-1)
Inpatients 0 (0-1) 1 (0-2) 0 (0-1) 0 (0-1)
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Figure 8.4: A comparison of the estimated percentage of fever cases at-
tributed to brucella by site, age, participant status group and, whether
or not an informative or diffuse prior distribution was used for the Bru-
cellacapt test

8.4.4 Arboviruses

Arboviruses included in this analysis are: dengue, zika, chikungunya
and JEV. JEV was only investigated in Laos but in all other regards,
the diagnostic tests used and the testing strategy implemented is the
same across sites (Table 8.9). Although IgM ELISA is used on a large
proportion of enrolled participants, a single sample IgM ELISA carried
out early in symptom onset is not sensitive [131]. Hence, the prior for
IgM ELISA test sensitivity is low. IgM ELISA detects antibodies that
may not yet be detectable in samples depending on how many days post
onset of symptoms a participant showed up to a health facility.

Overall, from the arbovirus single-pathogen models, the only ar-
bovirus that fever cases were attributed to in FIEBRE study sites is
dengue. In Laos only, fever cases are attributed to dengue in between
9 and 10% of cases in children (Table 8.10) and between 15 and 23%
in adults (Table 8.11). Sensitivity analyses considered that IgM ELISA
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test sensitivity was between 10 and 80%, with 95% probability and that
IgG ELISA sensitivity was between 70 and 99%, with 95% probability.
Figures 8.5, 8.6 and 8.7 show how the estimated percentage of fever cases
attributed to arboviruses from a model with these alternative prior dis-
tributions for test sensitivities differs to the primary analysis model.

Table 8.9: A summary of model inputs (observed diagnostic test re-
sults and accuracy priors) for arboviruses

Test type
PCR IgM ELISA IgG ELISA

Test details Day 0 samples Day 0 samples Day 0 and day
28 samples

Testing strategy All All Patients only
Number tested
(%)1 9079 (88.6%) 9079 (88.6%) 4950 (63.0%)

Prior sensitivity 68%-99%2 0-50% 90-99%
Prior specificity 0-100% 0-100% 90-99%

1 % of enrolled
2 Sensitivity is assumed to be between 68% and 99% with 95% probability.

Table 8.10: Median (95% credible interval) estimate of the percentage
of fevers attributed to arboviruses in all children (All), outpatient chil-
dren (Out) and inpatient children (In)

Laos Malawi Mozambique Zimbabwe

dengue
All 10 (7-13) 0 (0-0) 0 (0-0) 0 (0-1)
Out 10 (6-15) 0 (0-1) 0 (0-1) 0 (0-1)
In 9 (5-14) 0 (0-2) 0 (0-1) 0 (0-2)

zika
All 0 (0-1) 0 (0-0) 0 (0-0) 0 (0-1)
Out 0 (0-2) 0 (0-1) 0 (0-1) 0 (0-1)
In 0 (0-2) 0 (0-1) 0 (0-1) 0 (0-2)

chikungunya
All 0 (0-1) 0 (0-1) 0 (0-0) 0 (0-1)
Out 0 (0-2) 0 (0-1) 0 (0-1) 0 (0-1)
In 0 (0-2) 0 (0-1) 0 (0-1) 0 (0-2)

JEV
All 0 (0-1) - - -
Out 0 (0-2) - - -
In 0 (0-2) - - -

Note. JEV testing only carried out in Laos
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Table 8.11: Median (95% credible interval) estimate of the percentage
of fevers attributed to arboviruses in all adults (All), outpatient adults
(Out) and inpatient adults (In)

Laos Malawi Mozambique Zimbabwe

dengue
All 19 (15-23) 0 (0-1) 0 (0-1) 0 (0-1)
Out 23 (18-28) 0 (0-1) 0 (0-1) 0 (0-1)
In 15 (11-20) 0 (0-2) 0 (0-2) 0 (0-1)

zika
All 0 (0-0) 0 (0-1) 0 (0-0) 0 (0-0)
Out 0 (0-1) 0 (0-1) 0 (0-1) 0 (0-1)
In 0 (0-1) 0 (0-2) 0 (0-1) 0 (0-1)

chikungunya
All 0 (0-0) 0 (0-1) 0 (0-1) 0 (0-0)
Out 0 (0-1) 0 (0-1) 0 (0-1) 0 (0-1)
In 0 (0-1) 0 (0-2) 0 (0-1) 0 (0-1)

JEV
All 0 (0-0) - - -
Out 0 (0-1) - - -
In 0 (0-1) - - -

Note. JEV testing only carried out in Laos
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Figure 8.5: Estimated percentage of fever cases attributed to each ar-
bovirus by site and age in All patients depending on whether or not
an informative or diffuse prior distribution was used for IgM and IgG
ELISA.
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Figure 8.6: Estimated percentage of fever cases attributed to each ar-
bovirus by site and age in Outpatients depending on whether or not
an informative or diffuse prior distribution was used for IgM and IgG
ELISA.
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Figure 8.7: Estimated percentage of fever cases attributed to each ar-
bovirus by site and age in Inpatients depending on whether or not an in-
formative or diffuse prior distribution was used for IgM and IgG ELISA.

8.4.5 Leptospirosis

Leptospirosis infection was investigated by four diagnostic methods (Ta-
ble 8.12). ELISA and PCR were performed on all participant samples.
Those participants ELISA positive then had a Microscopic agglutination
test (MAT) test. MAT should be performed on a day 0 and day 28 sam-
ple with the result inferred by comparing the results on these two days
however, only 11% of those with a MAT result on day 0 also have a MAT
result on day 28 as a result of loss to follow up. Similar to arboviruses
detected by a single sample IgM ELISA, MAT single sample results are
not expected to have a high sensitivity.

The single-pathogen model for leptospirosis estimates that between 0
and 1% of fever cases are attributed to leptospirosis across all FIEBRE
sites, age groups and participant status. Sensitivity analyses that consid-
ered a more diffuse sensitivity prior for MAT paired and PCR had little
impact on estimates but did on the whole have greater uncertainty than
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those estimates with more informative priors (Figure 8.8).

Table 8.12: A summary of model inputs (observed diagnostic test results
and accuracy priors) for leptospirosis

Test type
ELISA MAT1 acute MAT paired PCR

Test details
Day 0
samples

Day 0 titre >
100 in African
sites and ≥800
in Laos

Day 0 and day
28 samples

Day 0
samples

Testing strategy All ELISA positive
ELISA posi-
tive patients

All

Number tested
(%)2

8888
(86.7%)

2643 (25.8%) 280 (2.7%)
8639
(84.3%)

Prior sensitivity 55-99%3 0-50% 80-99% 80-99%
Prior specificity 0-100% 0-100% 90-99% 0-100%

1 Microscopic agglutination test
2 % of enrolled
3 Sensitivity is assumed to be between 55% and 99% with 95% probability.

Table 8.13: Median (95% credible interval) estimate of the percentage of
fevers attributed to leptospirosis

(a) Estimates in children aged less than 15 years

Laos Malawi Mozambique Zimbabwe
All patients 0 (0-1) 0 (0-1) 0 (0-0) 0 (0-1)
Outpatients 1 (0-3) 0 (0-1) 0 (0-1) 0 (0-2)
Inpatients 0 (0-2) 0 (0-1) 0 (0-1) 0 (0-1)

(b) Estimates in adults aged 15 years or more

Laos Malawi Mozambique Zimbabwe
All patients 1 (0-2) 1 (0-2) 0 (0-1) 0 (0-1)
Outpatients 1 (0-2) 1 (0-2) 0 (0-1) 0 (0-2)
Inpatients 0 (0-2) 1 (0-3) 0 (0-1) 0 (0-1)
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Figure 8.8: A comparison of the estimated percentage of fever cases
attributed to leptospirosis by site, age, participant status group and,
whether or not an informative or diffuse prior distribution was used for
paired MAT and PCR

8.4.6 Blood cultures

On blood cultures, 17 different pathogen groups were found (Table 7.14.
For Talaromyces marneffei, Streptococcus other than Streptococcus pneu-
moniae, Acinetobacter baumanii, Cryptococcus species, Haemophilus in-
fluenza, Enterococccus faecalis and other mycobacteria, less than five
cases were positive and these are not considered in further analyses.
Blood cultures were performed on almost all case’s day 0 samples (97.6%
Table 7.6). As no controls have test results, a specificity prior is required.
For all blood cultures the FIEBRE expert group decided upon a prior
that placed 95% probability between 95% and 99.9% for blood culture
specificity. Table 8.14 shows the sensitivity prior the expert group de-
cided on for the detection of each pathogen by blood culture. Blood
cultures are traditionally thought to have a high specificity but lower
sensitivity. This means that we can expect that there are individuals
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Table 8.14: A summary of the assumed sensitivity priors for blood cul-
tures. All ranges supplied are assumed with 95% probability

Pathogen Sensitivity prior
Burkholderia pseudomallei 30-50%
Typhoidal Salmonella 30-50%
Non-typhoidal Salmonella 40-65%
Staphylococcus aureus 40-75%
Escherichia coli 40-75%
Other Enterobacterales 40-75%
Klebsiella pneumoniae 40-75%
Streptococcus pneumoniae 30-50%

who received a negative result for specific pathogens by blood culture
but their true infection status is positive (i.e. they had a false negative
result).

In children, the pathogen responsible for the largest proportion of
fever cases is typhoidal Salmonella. Only a small percentage of fever cases
are attributed to typhoidal Salmonella in Laos, Malawi and Mozambique
but in Outpatient children in Zimbabwe the estimated percentage of fever
cases attributed to typhoidal Salmonella is 31% (95% CrI: 19-47% - Ta-
ble 8.15). All other pathogens detected via blood culture are estimated
to be responsible for less than 5% of fever cases in children across all
sites. In adults, typhoidal Salmonella remains the pathogen detected by
blood culture responsible for the largest proportion of fever cases and
in Outpatient adults in Zimbabwe, the percentage is higher than in chil-
dren at 73% (95% CrI: 53-96% - Table 8.16). Overall, pathogens detected
by blood culture account for a greater proportion of fever cases in adults
than children but individually, most pathogens detected by blood culture
only accounted for a small percentage of fevers.

Sensitivity analyses for blood culture pathogen single-pathogen mod-
els considered prior distributions for blood culture sensitivity of plus and
minus 5% on the primary analysis 95% credible interval. For example,
blood culture was assumed to be 30-50% sensitivity with 95% probability
for Burkholderia pseudomallei in the primary analysis model. The sen-
sitivity analysis considered a diagnostic test sensitivity of 25% to 55%
with 95% probability. Figure 8.9 shows a comparison of the posterior
estimates of the percentage of fever cases in Outpatients attributed to
each pathogen detected by blood culture. Overall, while point estimates
are not too dissimilar, much wider credible intervals highlight the depen-
dence on the priors in these single-pathogen models that rely solely on a
single blood culture.
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Table 8.15: Median (95% credible interval) estimate of the percentage of fevers
attributed to pathogens from blood cultures in all children (All), outpatient
children (Out) and inpatient children (In)

Laos Malawi Mozam-
bique Zimbabwe

Burkholderia
pseudomallei

All 0 (0-2) 0 (0-1) 0 (0-1) 0 (0-1)
Out 1 (0-5) 0 (0-2) 0 (0-2) 0 (0-2)
In 1 (0-3) 1 (0-3) 0 (0-2) 1 (0-3)

Typhoidal
Salmonella

All 1 (0-3) 1 (0-2) 0 (0-1) 21 (9-33)
Out 1 (0-4) 1 (0-2) 0 (0-2) 31 (19-47)
In 2 (0-6) 1 (0-5) 1 (0-3) 6 (0-15)

Non-
typhoidal
Salmonella

All 0 (0-1) 1 (0-3) 0 (0-1) 0 (0-1)
Out 0 (0-1) 1 (0-3) 0 (0-1) 0 (0-2)
In 0 (0-2) 2 (0-6) 0 (0-2) 0 (0-3)

Staphylococ-
cus aureus

All 1 (0-3) 0 (0-2) 2 (0-6) 1 (0-2)
Out 1 (0-4) 0 (0-2) 1 (0-3) 1 (0-3)
In 1 (0-4) 1 (0-5) 4 (0-11) 1 (0-5)

Escherichia
coli

All 0 (0-1) 0 (0-1) 1 (0-3) 0 (0-2)
Out 0 (0-3) 0 (0-2) 1 (0-4) 1 (0-3)
In 0 (0-30 0 (0-3) 1 (0-4) 1 (0-3)

Other Enter-
obacterales

All 0 (0-1) 0 (0-1) 0 (0-2) 1 (0-3)
Out 0 (0-3) 0 (0-2) 0 (0-2) 1 (0-4)
In 0 (0-2) 0 (0-3) 1 (0-4) 1 (0-4)

Klebsiella
pneumoniae

All 0 (0-1) 0 (0-1) 0 (0-1) 0 (0-1)
Out 0 (0-3) 0 (0-2) 0 (0-2) 1 (0-3)
In 0 (0-3) 1 (0-3) 1 (0-3) 1 (0-4)

Streptococcus
pneumoniae

All 1 (0-2) 0 (0-2) 2 (0-4) 0 (0-2)
Out 1 (0-4) 0 (0-2) 0 (0-2) 1 (0-3
In 1 (0-4) 1 (0-4) 4 (0-10 1 (0-3)
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Table 8.16: Median (95% credible interval) estimate of the percentage of fevers
attributed to pathogens from blood cultures in all adults (All), outpatient
adults (Out) and inpatient adults (In)

Laos Malawi Mozam-
bique Zimbabwe

Burkholderia
pseudomallei

All 2 (0-5) 0 (0-1) 0 (0-1) 0 (0-1)
Out 2 (0-6) 0 (0-2) 0 (0-2) 0 (0-2)
In 3 (2-7) 1 (0-5) 1 (0-3) 0 (0-3)

Typhoidal
Salmonella

All 1 (0-3) 2 (0-6) 0 (0-2) 43 (29-63)
Out 1 (0-4) 1 (0-5) 0 (0-2) 73 (53-96)
In 1 (0-5) 5 (0-14) 1 (0-5) 3 (0-9)

Non-
typhoidal
Salmonella

All 0 (0-1) 0 (0-2) 1 (0-3) 0 (0-1)
Out 0 (0-1) 1 (0-2) 1 (0-3) 0 (0-2)
In 0 (0-1) 1 (0-4) 2 (0-5) 0 (0-2)

Staphylococ-
cus aureus

All 0 (0-2) 0 (0-1) 1 (0-5) 0 (0-2)
Out 1 (0-3) 0 (0-2) 0 (0-3) 0 (0-2)
In 0 (0-2) 1 (0-5) 4 (0-12) 1 (0-3)

Escherichia
coli

All 1 (0-3) 1 (0-3) 5 (0-12) 1 (0-6)
Out 1 (0-3) 1 (0-3) 5 (0-13) 3 (0-8)
In 1 (0-5) 3 (0-9) 6 (1-16) 1 (0-5)

Other Enter-
obacterales

All 1 (0-2) 0 (0-2) 1 (0-3) 0 (0-2)
Out 0 (0-2) 0 (0-2) 0 (0-3) 0 (0-2)
In 1 (0-4) 1 (0-6) 2 (0-7) 1 (0-4)

Klebsiella
pneumoniae

All 0 (-1) 0 (0-2) 1 (0-2) 0 (0-1)
Out 0 (0-2) 0 (0-2) 0 (0-2) 0 (0-2)
In 1 (0-3) 1 (0-6) 2 (0-7) 1 (0-3)

Streptococcus
pneumoniae

All 0 (0-1) 0 (0-1) 1 (0-3) 1 (0-2)
Out 0 (0-2) 0 (0-2) 1 (0-5) 1 (0-4)
In 0 (0-2) 1 (0-5) 1 (0-4) 1 (0-4)
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Figure 8.9: A comparison of the estimated percentage of fever cases
attributed to pathogens detected by blood culture in Outpatients using
a more informative or diffuse prior for diagnostic test sensitivity by site
and age group.

8.4.7 Discussion of single-pathogen models

Single-pathogen model for pathogen j estimates the percentage of fevers
attributed to pathogen j assuming each case’s fever is either attributed
to pathogen j or is attributed to something else. Each pathogen is inves-
tigated in isolation and so cases could by this method have a probability
of being attributed to a number of pathogens that sums to greater than
1 when the probabilities are combined. In comparison to the percentage
of positive test results, this section explores how the crude reflections of
pathogen’s prevalence reflect true pathogen prevalence through incorpo-
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rating the diagnostic accuracy of the diagnostic methods used. Where
test sensitivity is less than perfect, it is expected that the percentage of
positive test results shown in Chapter 7 will underestimate the percent-
age of fevers attributed to a particular pathogen.

From these single-pathogen models, malaria is responsible for the
largest proportion of fever cases in Malawi and Mozambique. In Laos,
the pathogen responsible for the largest proportion of fever cases differs
by age. In children, influenza (A or B) is responsible for the most fever
cases while in adults it is dengue. In Zimbabwe, typhoidal Salmonella
is responsible for the largest proportion of fever cases. This alone shows
heterogeneity in the predominant cause of fever cases by site with a
parasitic primary cause in Malawi and Mozambique, viral in Laos and
bacterial in Zimbabwe. In some sites, there are also differences between
the primary cause of fever cases in Inpatients and Outpatients reflecting
different exposures in fever cases from different locations. For example,
while typhoidal Salmonella is the primary cause of fever cases (from
those pathogens investigated in FIEBRE) in Zimbabwe, this is primarily
seen in Outpatients. On the other hand, in Mozambique, malaria is the
primary cause of fever in Inpatients.

Sensitivity analyses for single-pathogen models showed little devia-
tion in estimates from the primary analysis model for all pathogens except
chikungunya and pathogens detected by blood culture. For chikungunya,
the combination of a high proportion of positive test results and relatively
diffuse priors has allowed for label switching. That is, that there is an
alternative solution of estimates for the aetiologic fraction, sensitivities
and specificities that is consistent with the data but less likely given
our prior knowledge. In this case, instead of the IgM on acute samples
having a poor sensitivity, this has switched to the PCR and IgG hav-
ing poor sensitivity and the IgM sensitivity is high in turn, leading to
higher chikungunya specific case fractions. This is an example, of where
incorporating prior knowledge is not only useful but realistic as it is not
particularly likely that IgM on acute samples only is more sensitive than
PCR or IgG on paired samples. These implausible estimates are most
noticeably a problem in the analysis on Inpatients only (Figure 8.7).

In almost all single-pathogen models, sensitivity analyses that con-
sidered a more diffuse prior distribution for test sensitivity resulted in
greater uncertainty in estimates of the parameter of interest but for
pathogens detected by blood culture this was more extreme than other
pathogens (Figure 8.9). This is an artefact of only few positive test re-
sults combined with only a single diagnostic test of uncertain sensitivity.
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8.5 Multi-pathogen model

The multi-pathogen model combines all the single-pathogen models dis-
cussed above into a single model. This consists of the observed diagnostic
test results for 37 different tests used to identify 25 different pathogens (I
exclude JEV from the multi-pathogen model) for 4429 outpatient fever
cases (99.9% of enrolled outpatients - Table 7.5) and 3413 inpatient fever
cases (99.8% of enrolled inpatients - Table 7.5) where each fever case
contributes at least one diagnostic test result. The prior distributions
used for each diagnostic tests accuracy are the same as those discussed
in the sections above for the single-pathogen primary analysis models.
The only exception to this is for malaria, where the model assuming con-
ditional independence between malaria test results is used in the multi-
pathogen model due to challenges in implementing the multiple-pathogen
model with conditional dependence in disease positive individuals be-
tween malaria tests.

In the multi-pathogen model, I estimate the conditional probability
that each of the J pathogens is the primary cause of an individuals fever
given all observed test results for an individual. An additional latent
subgroup represents those fever cases attributed to a cause not specified
(denoted NOS) i.e. a pathogen not investigated for in the current study.
With the addition of the NOS subgroup, there are 26 (J + 1) latent
subgroups.

Consider the case when a fever patient has a positive diagnostic test
results for two pathogens and the diagnostic test has a perfect speci-
ficity. Neither the single-pathogen or the multi-pathogen model can dis-
tinguish which pathogen is the most likely cause [185] however, how this
impacts the resulting estimates of cause-specific case fractions differs be-
tween the models. In the multi-pathogen model the aetiology proba-
bility is distributed equally to both pathogens [185]. In comparison, in
the single-pathogen model aetiology would be solely attributed to the
pathogen under consideration. The result of this, is an underestimation
of the percentage of fever cases attributed to the true cause in the multi-
pathogen model and may explain differences between the single-pathogen
and multi-pathogen model results.

I have presented analyses for All patients, Inpatients only and Outpa-
tients only as in the single-pathogen model results. A secondary analysis
considered only those patients confirmed to be HIV positive in one site.
HIV infection is known to impact the aetiologic distribution of infections
[12] and it was of interest to see if this was also the case in FIEBRE and
if so what the differences may mean for clinical practice. In FIEBRE, a
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HIV positive diagnosis was defined by a combination of self reported re-
sults and local HIV testing. No HIV testing was carried out in Laos [20]
and there were small numbers of HIV positive in child strata in Malawi
and Zimbabwe. As a result, this secondary analysis was carried out only
for HIV positive individuals in Mozambique.

8.5.1 Results

This section presents the results of the multi-pathogen models. Results
are presented graphically in the main text but a complete results table for
each model can be found in Tables G.1, G.2 and G.3 in Appendix G. All
results presented and discussed are from models that exhibited no issues
using Stan’s diagnostic feature [125] and from visualization of trace plots
and rank plots have converged (See Appendix H for trace and rank plots
from the final model for Inpatients for the subset of parameters related
to children in Laos).

Outpatients

In Outpatients, the pathogen with the largest cause-specific case fraction
differed by site (Figure 8.10). In Malawi, malaria has the largest cause-
specific case fraction of any pathogen in both children (45%, 95% CrI:
36-52%) and adults (33%, 95% CrI: 26-41%). In Zimbabwe, Typhoidal
Salmonella was the pathogen with the largest cause-specific case fraction
and was responsible for 26% (95% CrI: 16-38%) of fever cases in children
and 58% (95% CrI: 38-74%) of fever cases in adults. In Malawi and
Zimbabwe the pathogen responsible for the greatest proportion of fever
cases in Outpatients was the same in children and adults but this was
not true for Laos and Mozambique. In adults from Laos, dengue had
the largest cause-specific case fraction (22%, 95% CrI: 18-26%) while in
children, it was Influenza A and Influenza B. In Mozambique, Influenza
A had the largest estimated cause-specific case fraction at 14% (95% CrI:
11-18%) while in children it was Influenza B (12%, 95% CrI: 9-15%).

In all four sites, fever cases were attributed to a variety of respira-
tory pathogens in Outpatients. The burden of respiratory pathogens in
fever cases was greater in children than adults. Arboviruses were not
responsible for any fever cases in the three African sites and very few
bacterial pathogens were responsible for Outpatient fever cases across
any site with the exception of typhoidal Salmonella in Zimbabwe.

Overall, outpatient fever cases in the four FIEBRE study sites were
not all attributed to one of the investigated pathogens (i.e. the not
specified (NOS) cause-specific case fraction is not equal to 0%). However,
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in Malawi children, a large proportion of Outpatient fever cases were
attributed to one of the pathogens investigated and just 3% (95% CrI: 0-
12%) of fever cases were attributed to the not specified subgroup. In Laos,
Malawi and Mozambique, more fever cases were attributed to a pathogen
in children than adults however, in Mozambique, similar percentages were
attributed to pathogens in both age groups. Adult Outpatients in Laos
were the only strata where more than 50% of fever cases were attributed
to the not specified category (52%, 95% CrI: 45-58%).
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Figure 8.10: Estimated cause-specific case fractions in Outpatient fever
cases by site and age

Note. Not specified (NOS) includes those pathogens not tested for in FIEBRE.
Pathogens contributing 1% of less to the aetiologic fraction in all stratum are ex-
cluded from the figure. These are: human bocavirus, Chlamydophila pneumonia, My-
coplasma pneumonia, brucella, zika, chikungunya, JEV, leptospirosis, non-typhoidal
Salmonella, Staphylococcus aureus, Klebsiella pneumonia and other enterobacterales.
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Inpatients

In Inpatients, the pathogen with the largest cause-specific case fraction
in Laos, was dengue as in Outpatients however, unlike in Outpatients
it was the largest cause-specific case fraction in both adults (15%, 95%
CrI 11-19%) and children (9%, 95% CrI 5-13%) (See Figure 8.11). This
estimate for Inpatient children is similar to that for Outpatient children
but in adults, this estimate suggests that dengue fever is responsible for
fewer Inpatient fever cases than Outpatient fever cases (15% vs. 22%).
In Malawi, malaria has the largest cause-specific case fraction of any
pathogen considered in both children and adults.

In Mozambique, the pathogen with the largest cause-specific case
fraction was malaria, 46% (95% CrI: 42-51%) in children and 11% (95%
CrI: 8-14%) in adults. In Zimbabwe, there was no pathogen considered
in FIEBRE that was responsible for more than 10% of febrile Inpatients.
Overall, fevers were attributed to a greater variety of bacterial pathogens
in Inpatient cases than Outpatients.

In Inpatients, five out of eight strata had a cause-specific case fraction
for the not specific group of over 50%, these were; Laos and Zimbabwe
children and adults as well as Mozambique adults. In each of these
strata, less than 50% of Inpatient fever cases were attributed to one of
the pathogens investigated in FIEBRE.
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Figure 8.11: Estimated cause-specific case fractions in Inpatient fever
cases by site and age

Note. Not specified (NOS) includes those pathogens not tested for in FIEBRE.
Pathogens contributing 1% of less to the aetiologic fraction in all stratum are excluded
from the figure. These are: human bocavirus, human metapneuomvirus, Chlamy-
dophila pneumonia, Mycoplasma pneumonia, brucella, zika, chikungunya, JEV, lep-
tospirosis and other enterobacterales.
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All patients

The results for All patients reflect a combination of the Outpatient only
and Inpatient only results and are shown in Figure 8.12.

In Laos, dengue fever had a cause-specific case fraction of 19% (95%
CrI: 16-22%) in adults and 10% (95% CrI: 7-13%) in children. In Laos
children, Influenza A also had a cause-specific case fraction of 10% (95%
CrI: 7-12%). Overall, over half of all fever cases (children and adults)
were attributed to the not specified category and not attributed to one
of the pathogens considered in this analysis.

In Malawi, malaria had the largest cause-specific case fraction 26%
(95% CrI: 21-30%) in adults and 41% (95% CrI: 35-46%) in children.
In children, rhinovirus/enterovirus also had a cause-specific case fraction
over 10% (12%, 95% CrI: 6-17%) and only 13% (95% CrI: 6-21%) of fever
cases were attributed to the not specified category. However, in adults
52% (95% CrI: 45-58) of fever cases were attributed to the not specified
category.

In Mozambique children, malaria was the pathogen with the largest
cause-specific case fraction 25% (95% CrI: 22-28%) and only a third of
fever cases (33%, 95% CrI: 27-39%) were attributed to the not specified
category. In Adults though, while both malaria and Influenza A had
a cause-specific case fraction of 10% overall 56% (95% CrI: 48-63%) of
fever cases were attributed to the not specified category.

In Zimbabwe, the only pathogen considered that had an estimated
cause-specific case fraction over 10% was Typhoidal Salmonella. The
cause-specific case fraction for Typhoidal Salmonella was estimated at
20% (95% CrI: 11-30%) in children and 37% (95% CrI: 19-55%) in adults.
Overall, just under half of fever cases in both children (48%, 95% CrI: 35-
57%) and adults (45%, 95% CrI: 24-61%) in Zimbabwe were attributed
to the not specified category.
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Figure 8.12: Estimated cause-specific case fractions in All patient fever
cases by site and age

Note. Not specified (NOS) includes those pathogens not tested for in FIEBRE.
Pathogens contributing 1% of less to the aetiologic fraction in all stratum are ex-
cluded from the figure. These are: human bocavirus, coronavirus, human metapneu-
movirus, Chlamydophila pneumonia, Mycoplasma pneumonia, brucella, zika, chikun-
gunya, JEV, leptospirosis, non-typhoidal Salmonella, Klebsiella pneumonia and other
enterobacterales.
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8.5.2 Secondary analyses

Primary analyses considered all fever cases irrespective of HIV status.
This section presents the results of a secondary analysis considering only
HIV positive cases in Mozambique. Table 8.17 shows the number of cases
included in each stratum for this analysis. Just under half (49%) of all
adults enrolled in Mozambique in the FIEBRE study were HIV positive
with a slightly higher percentage in inpatients (61%) compared to outpa-
tients (42%). Only a small number of HIV positive children are included
in this analysis and in both inpatient and outpatients analyses, there
are more females included. This is representative of the epidemiology of
HIV in Mozambique where the prevalence has been shown to be higher
in females than males [186].

Table 8.17: Summary of the number of HIV positive cases in Mozam-
bique, shown overall and by in/out-patient status, age group and sex.
Results are number (% of enrolled cases)

Mozambique
Inpatient Outpatient Total

Total HIV positive 321 (31%) 248 (21%) 569 (26%)
Age
Age < 15 years 53 (10%) 20 (3%) 73 (6%)
Age ≥15 years 268 (61%) 228 (42%) 496 (49%)
Sex
Female 172 (35%) 190 (27%) 362 (30%)
Male 149 (28%) 58 (13%) 207 (21%)

The estimated cause-specific case fractions are similar between a
model including all cases irrespective of HIV status and a model including
HIV positive cases only (Figure 8.13). A notable difference in inpatients
is the estimated cause-specific case fraction for Malaria. In all inpatients
46% (95% CrI: 42-51%) of fever cases were attributed to malaria in chil-
dren however, when only the HIV positive inpatients are considered, this
estimate fell to 19% (95% CrI: 11-29%) (See Table G.4 for a complete
results table). In adults the median percentage of fevers attributed to
malaria also fell but the credible intervals remained overlapping.

In the outpatients, the estimated cause-specific case fraction was
higher for rhinovirus/enterovirus in HIV positive adult cases compared to
all adult cases and was lower for Influenza A and adenovirus in children.
In total, the estimated cause-specific case fraction not attributed to one
of the pathogens in FIEBRE was lower in the HIV positive cohort of chil-
dren compared to all outpatient children. Overall, analyses for inpatient
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and outpatient HIV positive cases only had wider uncertainty intervals
reflecting the smaller number of individuals included in each analysis.

203 of 358



8. Bayesian estimation of the causes of fever

Figure 8.13: A comparison of the estimated cause-specific case fractions
in outpatients and inpatients from Mozambique by HIV status and age
group

Not specified (NOS) includes those pathogens not tested for in FIEBRE. Pathogens
contributing 1% of less to the aetiologic fraction in all stratum are excluded from
the figure. These are: Chlamydophila pneumonia, Mycoplasma pneumonia, brucella,
zika, chikungunya, leptospirosis, non-typhoidal Salmonella, Staphylococcus aureus,
Klebsiella pneumonia and other Enterobacterales.
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8.6 Discussion

This chapter has presented the statistical methods used to estimate the
aetiologies of fever in the FIEBRE study from multivariate binary im-
perfect diagnostic test data. The approach used was adapted from those
methods developed to analyse a case-control study investigating a dif-
ferent syndrome: pneumonia [37, 168, 185]. This section discusses the
findings of the multi-pathogen model in comparison to other studies of
fever aetiology before reviewing the strengths and limitations of the sta-
tistical approach taken in light of these findings.

8.6.1 Fever aetiology results in context

Laos

In Laos, the pathogen attributed to the largest proportion of fever cases
(inpatient and outpatient) in adults was dengue (19%, 95% CrI: 16-22%)
and in children was both dengue (10%, 95% CrI: 7-13%) and Influenza
A (10%, 95% CrI: 7-12%).

Laos, is one of two FIEBRE study sites where previous fever aetiology
studies have been carried out and to which estimates can be compared.
A single-study analysis of fever cases in Laos also found dengue to be
responsible for the largest single proportion of fever cases (8%) from any
pathogen considered [187]. However, in contrast to the findings in this
thesis, they also found that leptospirosis and scrub typhus are important
and treatable causes of fever in rural Laos [187]. There are multiple
reasons why different results may have been found. Firstly, Mayxay
et al. [187] recruited individuals from northern and southern regions
not included in FIEBRE recruitment. It is possible, that these regions
experience different causes of fever to the region from which fever cases in
FIEBRE arise. Secondly, the cases from this study were recruited over 10
years prior to FIEBRE with possible changes in fever aetiology over time.
Lastly, in 2019 a dengue epidemic was reported in Laos which overlapped
with FIEBRE recruitment and may explain the larger proportion of fever
cases attributed to dengue in this thesis than other studies [188].

Another study, this time carried out in the same region as FIEBRE,
also recognised rickettsial infections (such as scrub typhus) as an under
recognised cause of fever in Laos [189]. Rickettsial infections were not
included in the analyses in this thesis as less than 75% of enrolled par-
ticipants were tested. Despite this, Laos was the site with the greatest
proportion of positive test results out of those individuals tested at 8.2%
in inpatient adults and 4.8% in outpatient adults. It is likely, that a pro-
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portion of fever cases would have been attributed to rickettsial infections
if they had been included in analyses, which would have made results
between these studies more congruent.

Overall, estimates from both previous studies [187, 190] assumed di-
agnostic tests used were perfect. In comparison, the methods used in
this thesis did not make this same assumption which may also reflect
differences between the study findings. The two previous studies, as well
as a further study [189] all found dengue to be the pathogen responsible
for the largest proportion of fever cases in Laos. However, these other
studies did not explore whether this was true for fever cases of all ages. In
this thesis, I show that dengue was responsible for the largest proportion
of fever cases in adults but in children respiratory pathogens are perhaps
more important. This is contrary to findings from a study of dengue in
Thailand which found dengue was predominant in younger age groups
[191]. Unfortunately, similar to these other studies, approximately 50%
of fever cases in Laos remain without a cause. This suggests there are
other important causes of fever in Laos that FIEBRE did not test for or
that diagnostic tests are even worse than we think.

Malawi

Of all strata considered, Malawi children (inpatient and outpatient) had
the lowest proportion of fever cases with no cause assigned (13%, 95%
CrI: 6-21%). However this was not the case for adults in Malawi, with
52% (95% CrI: 45-58%) of fever cases attributed to the category not spec-
ified. In Malawi, the primary cause of fever identified was malaria in both
adults (26%, 95% CrI: 21-30%) and children (41%, 95% CrI: 35-46%) and,
similar to one of the few studies investigating causes of fever in Malawi,
[192] respiratory pathogens were the next most common cause. While
respiratory pathogens were important causes of fever across all sites, in
Malawi, rhinovirus/enterovirus and parainfluenza viruses were the most
commonly attributed respiratory pathogens. Batlzell et al. [192] found
the importance of respiratory pathogens in fever cases increased in the
rainy season compared to the dry season which is an interesting element
of fever aetiology not explored in this thesis.

A surprising result from the analyses presented here is the lack of
blood stream infections as causes of fever in contrast to results from an-
other study in Malawi [193]. However, this study was published over
twenty years ago and may not represent current fever aetiology. A fur-
ther study that investigated causes of fever in hospitalised patients only
found that blood stream infections were a primary cause of fever [159].
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In this thesis, blood stream infections in Malawi were responsible for
more fever cases in inpatients compared to outpatients, in line with [159,
193] and suggesting different fever aetiologies in inpatients compared to
outpatients.

Mozambique

In Mozambique, the pathogen responsible for the largest proportion of
fever cases in all children was malaria (25%, 95% CrI: 22-28%). In adults,
both malaria and Influenza A were estimated to be responsible for 10%
of fever cases. Unique to Mozambique, E.coli was the bacterial pathogen
responsible for the largest proportion of fever cases (6%, 95% CrI: 2-12%).

In the secondary analysis, I have shown that HIV positive fever cases
from Mozambique have a similar aetiology distribution of respiratory and
bacterial pathogens as the wider population. The results shown here sug-
gest that malaria is responsible for fewer fever cases in the HIV positive
cohort than in the whole cohort but it is not clear what pathogen/s have
replaced malaria. In this analysis, the diagnostic test results from CrAg
were excluded as only a very small subset of individuals were tested how-
ever, CrAg is a likely cause of more severe fever cases in HIV positive
individuals [194].

At the time of this thesis, no previous fever aetiology studies had
been published for Mozambique. This means that the results from this
thesis cannot be compared to other work and also that the results from
the thesis will be the first of their kind for Mozambique.

Zimbabwe

The primary cause of fever in outpatients in Zimbabwe identified from
this analysis was Typhoidal Salmonella, estimated to be responsible for
20% (95% CrI: 11-30%) of child fever cases and 37% (95% CrI: 19-55%)
of adult fever cases. However, an outbreak of Typhoid fever coinciding
with FIEBRE recruitment means that these results can’t necessarily be
thought of as typical for the area [195].

Typhoidal Salmonella includes serovars Typhi and Paratyphi. The
large cause-specific case fraction may be a consequence of Typhoidal
Salmonella, notably Salmonella typhi showing reduced susceptibility or
resistance since 2009 to the primary treatment ciprofloxacin [196]. The
potential burden from Typhoidal Salmonella has been recognised in Zim-
babwe and a mass typhoid vaccination campaign was undertaken be-
tween February and March 2019 overlapping the FIEBRE recruitment
time frame. The vaccination campaign was targeted at children only and
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may explain the difference between estimates of fever cases attributed
to Typhoidal Salmonella in adults and children. Highlighting Typhoidal
Salmonella as an important cause of fever in Zimbabwe is important be-
cause its diagnosis requires diagnostic and laboratory capacity not avail-
able in all lower resource settings. However, one of the first steps to
increasing capacity to test for this pathogen are reliable estimates quan-
tifying the burden. Interestingly, the fraction of fever cases attributed to
Typhoidal Salmonella in inpatients was low compared to outpatients.

Overall

Despite a declining burden of malaria in many countries, malaria remains
an important cause of health-care seeking due to a fever in Malawi, par-
ticularly in children. Since the start of recruitment for FIEBRE, the
RTS-S malaria vaccine has begun its roll out and Malawi was one of
the first three countries to begin providing the vaccine to children [197].
Assuming the malaria vaccine is effective the burden of fever cases at-
tributed to malaria should decline as a result.

Across all sites, respiratory pathogens were important causes of fever
in children. In particular, the burden of respiratory pathogens was great-
est in outpatients (Figure 8.10) compared to inpatients (Figure 8.11).
This is an important finding as global estimates of the burden of respira-
tory pathogens focus almost entirely on inpatients. These findings show
that there is a potentially important and unaccounted burden of fever
attributed to respiratory pathogens in the community settings as well.
This was also highlighted in a recent aetiology study from Guinea-Bissau
published in 2024[198]. If this is the case, highlighting this may help to
reduce unnecessary antibiotic prescriptions.

Furthermore, respiratory pathogens have been shown to have a higher
burden in children under 5 years of age and the elderly over 70 years of age
[199]. The analysis in this chapter only considered age categorised into
two: under 15 years and 15 years and over. Had I considered further age
groups, I may well have found respiratory pathogens were responsible
for more fever cases in the youngest and oldest age groups. RSV in
particular, is one of the most common viruses to infect children worldwide
and has increasingly been recognised as an important pathogen in adults
[200]. However, in FIEBRE, RSV was not found to be responsible for
more than 5% of fever cases in All patients (Figure 8.12). This may
reflect changes in the epidemiology of RSV in response to the COVID-19
pandemic [201].

A greater burden of respiratory infections in outpatients compared
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to inpatients may also reflect differences in severity of illness. Inpatients
were hospitalised and so this could be seen as a marker of more severe
infection. It follows, that respiratory infections may be a key cause of
fever in less severe cases but there are other infections that are more
important in the most severe fever cases. The results in this chapter
indicate that a greater fraction of inpatient fever cases in Mozambique
were attributed to bacterial pathogens compared to outpatients (See Ta-
bles G.1 and G.2). This trend of a different fever aetiology based on
severity can also be seen from two studies in Tanzania. In the first study
in outpatients, acute respiratory infections were attributed to the largest
proportion of fever cases [11] while in the second study in inpatients
blood stream infections and bacterial zoonoses accounted for over half of
the fever cases [18].

In most FIEBRE sites, there was still a substantial proportion of fever
cases not attributed to a pathogen, though more fever cases have been
attributed to a cause in children than adults these results highlight gaps
in our understanding of the causes of fever in these locations. This could
be due to pathogens not tested for but it could also be due to pathogens
not yet discovered. Either way, more research is needed to understand
the causes of fever.

The data used in this analysis are not error free. Any errors in the
data could lead to erroneous findings in our analyses however, errors are
at least expected to be constant between cases and controls. Possible
sources of error include; specimen mislabelling resulting in a specimen
being associated with the wrong individual, data entry at the reference
laboratories and, challenges related to the storage of samples shipped
around the world which affect the result of a diagnostic test. Further-
more, particular pathogens exhibited high levels of missing data, where
less than 75% of all participants had been tested and as a result were
excluded from analyses.

The results presented here rely to some extent on the prior distribu-
tions assumed for the diagnostic test sensitivities. While attempts were
made to ensure the estimates are robust via sensitivity analyses, there are
important factors in diagnostic test accuracy not considered here. For
example, the days post onset of fever that an individual was recruited and
specimens for diagnostic testing taken. Depending on the diagnostic test
target, the days post onset of fever is fundamental to the test’s accuracy
and is data that could be utilised to refine the accuracy estimates used
in this analysis. The prior distributions assumed for test accuracy are
based on the assumption of an acute fever, typically defined as less than

209 of 358



8. Bayesian estimation of the causes of fever

seven days. This assumption is valid in FIEBRE as the median number
of days of fever upon presentation was four days (Interquartile range 2
to 4 days). However, 4% of cases reported that their fever had in fact
lasted longer than seven days. This variable is dependent on the memory
of the respondent and is subject to recall bias. Given the limitations of
this type of variable, incorporating this information to improve the prior
distributions for test accuracy is not straightforward.

8.6.2 Statistical analysis considerations

I considered both single- and multi- pathogen models. These models
are similar in many ways with many of the same assumptions made
for example, the assumed prior distributions of test sensitivity. In this
section, I focus on the assumptions made in the multi-pathogen model
but most of these also apply to the single-pathogen model as well and I
will indicate when this is not the case.

The multi-pathogen model presented in this thesis relies on the as-
sumption of a single cause of fever. As a consequence, currently, when
two pathogens are both equally likely to be the cause of a fever, this prob-
ability is split between the pathogen subgroups (or latent states). When
the true cause of fever is only one of these two causes the true cause’s
aetiologic fraction is underestimated and the other aetiologic fraction is
overestimated. From preliminary investigations into co-infections, it was
not obvious that co-infections play an important role in fever causes in
the FIEBRE study and so no co-infections were considered. However,
if a well understood co-infection was present, this could be incorporated
into the current model framework with an additional latent subgroup
representing each co-infection to be considered [168].

Another assumption made in these analyses is that we can borrow
the specificity estimates gleaned from controls for the cases. That is, we
assume a common test accuracy between cases and controls within each
site/age strata. This assumption helps with model identifiability as the
specificity parameters are then identifiable however, a test may exhibit
a different specificity in cases and controls rendering this assumption
invalid. For example, in FIEBRE controls, who are apparently ‘healthier’
than the cases as they did not seek health care, controls may be less
likely to have any infection than a case as a result the test may appear
highly specific. However, in a population of fever cases (our population
of interest) with various infections, the test may not be as specific due
to cross-reaction not visible when specificity is estimated from controls
without fever. To mitigate this, FIEBRE did not exclude controls with
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fever so long as they do not meet the criteria for a case [167]. If controls
had been excluded based on fever status, biased results would be likely
when a common specificity is assumed[202].

Also related to the selection of controls, in FIEBRE controls were
matched to outpatient cases only. Inpatients may come from a differ-
ent location with different exposures and different background levels of
certain pathogens. As a result, assuming a common specificity between
outpatients and inpatients in this case may not be valid and hence the
results may be biased if the specificity of that test was different in the
population from which inpatients arose. A consequence of this is esti-
mation bias in our inpatient only and all patient results. Further, if the
control group is not representative of the population from which the inpa-
tient cases have arisen, then any results found are not applicable beyond
the particular group studied [145]. As a result, in general, diagnostic test
accuracy should be estimated among the population in which the test is
intended to be used.

The multi-pathogen model assumes independence between test re-
sults for different pathogens conditional on the true pathogen subgroup.
However, there are cases where this assumption may not hold. For ex-
ample, test results for different pathogens could be positively correlated
if they cross-react for their respective targets. This is a well documented
phenomenon for some of the FIEBRE pathogens including leishmania-
sis and malaria [203]. An example of a correlation among negative test
results, given the true disease status, is when laboratory factors such as
poor specimen collection results in negative results for all pathogens mea-
sured. To relax the conditional independence assumption, [173] propose
the nested partially latent class model in which local dependence is in-
duced by nesting latent subgroups within each true infection class. Not
accounting for dependence conditional on the true infection class may
lead to biased estimates with the size of bias dependent on the strength
of correlation between results given an infection subgroup. However, pre-
vious work has shown that identification of the most prevalent cause is
generally robust to this assumption [173]. This assumption of conditional
independence is different to the conditional independence between tests
for the same pathogen given their true infection status. This assumption
is not relevant to the single-pathogen models as only a single pathogen
is considered.

The assumption that all cause-specific case fractions must sum to
100% also has potential consequences. If any of the test sensitivity priors
are incorrect, leading to a biased estimate of a cause’s aetiologic fraction,
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because of the assumption that all aetiologic fractions must sum to 100%,
a biased estimate for one cause will indirectly impact estimates for all
other causes. The choice of sensitivity priors is therefore paramount as
well as sensitivity analyses for each of these. The sensitivity analyses
presented in this chapter show that almost all of our results are robust
to the choice of sensitivity prior and are instead driven by the data.

Other statistical analysis considerations that may impact the esti-
mates found include the use of binary data when more granular data was
available. In this thesis, only binary diagnostic test results were used.
However, for more than one infection diagnostic test results were ordered
categorical or continuous and transformed to a binary variable. Mak-
ing use of this more granular data could improve estimates in a similar
way to the addition of gold-standard data has been shown to give more
precise estimates of aetiologic fractions [168].

Within FIEBRE, controls were matched to cases on age, sex and lo-
cation of residence however, there may be other confounding factors that
were not considered. HIV status is a potentially important factor to con-
sider which may alter the aetiologic distribution of fever causes. HIV
could have been included in the presented analysis through additional
strata however some strata would have very small numbers and so this
approach was not taken. Recent advances to the statistical approach
taken here add additional explanatory variables such as HIV or season-
ality via a regression modelling framework [151]. In this thesis, HIV
status was considered in a small secondary analysis and estimated aeti-
ologic fractions did not differ much from the primary analysis. Another
explanatory variable is seasonality as many infections have a seasonal
profile. Participants in FIEBRE were recruited over multiple years and
so it is hoped that infections with seasonality have not been missed even
if their importance may change throughout a year. Having said this,
FIEBRE recruitment was only over a two year period and this coincided
with the COVID-19 pandemic which may have changed fever aetiology
as a result of a significant behaviour changes [201].

Two of the most common limitations of case-control studies arise from
selection bias and recall bias [204]. Selection bias often occurs due to high
rates of non-participation in controls that render the control population
non-representative of the population at risk. While selection bias is a con-
cern, particularly given that fewer controls were recruited than planned,
all attempts were made to ensure the controls were representative of the
population at risk, including the inclusion of controls with fever [167].
For the analysis in this thesis, recall bias is not a concern as the only
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data used were the results of diagnostic tests which were not subject to
the memory of a participant.
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Chapter 9

Comparison with a
frequentist approach to
estimating fever aetiology

9.1 Preamble

In this chapter, I investigate a different statistical approach for estimating
fever aetiology from the FIEBRE case-control data and compare these
with the approach used in Chapter 8. I explore the strengths and limita-
tions of each approach through an application to five infections. For each
infection considered, I present the percentage of fever cases attributed to
each infection (the PAF) from two different methodological approaches.

Chapter 8 presented the results of a Bayesian analysis of a case-control
study to estimate the causes of fever, hereafter referred to as the Bayesian
approach. The approach accounted for imperfect diagnostic test accu-
racy by incorporating prior information on diagnostic test sensitivity in
a Bayesian latent class model. An alternative method, that is a simpler
approach and requires more assumptions does not incorporate prior in-
formation on diagnostic test sensitivity. Instead, this approach assumes
the sensitivity of each diagnostic test is perfect and is hereafter referred
to as the frequentist approach. While I refer to these two approaches
as frequentist and Bayesian the key difference I am comparing between
these approaches is their assumption regarding diagnostic test sensitivity
as opposed to a comparison of frequentist and Bayesian statistics more
generally.

The frequentist approach discussed in this chapter was implemented
by FIEBRE statistician Christian Bottomley in Stata. I wish to thank Dr
Bottomley for sharing these results. For the application of the frequentist
approach, three age strata were considered, under 5 years, 5 to 14 years
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and 15 years and over. To be able to compare the results from this
approach with those from the Bayesian approach used in Chapter 8, I
re-ran the Bayesian analyses for the five infections considered with three
age strata instead of the two presented in chapters 7 and 8.

9.2 Frequentist approach model specifica-
tion

The frequentist approach I will present is similar to that discussed in
section 6.3 applied to the GEMS study [164]. The estimand of interest is
the same as in Chapter 8 but will be referred to as population attributable
fraction (PAF) as in Levine et al. [160] and to distinguish the results
from the frequentist approach to those from the Bayesian approach. The
PAF used here, is defined as the proportion of fever cases caused by a
particular pathogen and that would be theoretically eliminated if that
pathogen were not present in the population. The PAF is calculated
using Miettinen’s formula [146] as in 6.2.2. The odds ratio (ORj) for a
pathogen j denotes the odds ratio comparing the odds of infection by
pathogen j between fever cases (inpatients and outpatients combined)
denoted Y = 1 and controls (Y = 0). Assuming the risk ratio can be
approximated by the odds ratio [145], then the population attributable
fraction for each pathogen is estimated by:

PAFj = ηj(1 − 1/ORj) (9.2.1)

where, ηj denotes the proportion of fever patients positive for pathogen
j (i.e. Pr(j = j|Y = 1)). The odds ratio for infection by a pathogen
between cases and controls for each pathogen is estimated by logistic
regression. If the only covariate included is the test result denoting the
presence or absence of pathogen j, then, to estimate the odds ratio, the
fitted model is of the form:

log
(

Pr(Y = 1|Xj)
1 − Pr(Y = 1|Xj)

)
= α + βjXj (9.2.2)

where, α is the intercept, X represents the presence or absence of pathogen
j from the diagnostic test and β is the corresponding coefficient. In the
examples to follow, each pathogen is considered as a dichotomous vari-
able (either an individual is infected or not) so the estimated coefficients
from the logistic regression model are an estimate of the odds ratio (i.e.
exp(βj) = OR) [164].
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To account for the matched case-control study design and adjust for
confounding, logistic regression was adjusted for sex, year of recruitment
(2018,2019,2020/2021), season of recruitment (quarter), geographical lo-
cation (from GPS data using 2 or 3 clusters of GPS coordinates identified
in each country) [20], and additional potential confounders (HIV status).
Let the number of additional covariates considered be denoted W , then
the fitted model including these additional independent covariates is now:

log
(

Pr(Y = 1|Xj)
1 − Pr(Y = 1|Xj)

)
= α + βjXj + βw=1Xw=1, ..., βWXW (9.2.3)

where, exp(βj) still denotes the adjusted odds ratio comparing the odds
of infection between fever cases and controls. When the odds ratio is
adjusted then it is also the case that the estimated PAF is also adjusted.
ORs were calculated separately for each site (Laos, Malawi, Mozambique
and Zimbabwe) and age group. The proportion of fever cases positive for
a pathogen ηj was weighted to account for variation in the proportion of
recruited fever cases during months with high case numbers. The weights
were calculated by dividing the total monthly count of fever cases at a
site by the number of recruited cases. Confidence intervals for PAFs were
calculated via non-parametric bootstrap using the percentile method.

With this approach, only a single diagnostic test can be used for each
infection and diagnostic test sensitivity is assumed to be 100%. No odds
ratio and no PAF was estimated when there were no positive test results
in cases or controls (as was the case for malaria in Laos) and it is assumed
that in this case, this pathogen does not contribute to the aetiology of
fever cases. Further details of the differences between the two methods
are given in Table 9.1.

9.3 Results

In this section, I present the results of both the frequentist and Bayesian
approaches for five pathogens. The five pathogens considered in this
comparative analysis are malaria, influenza A, influenza B, rhinovirus/en-
terovirus and adenovirus. For malaria, in the frequentist approach, the
diagnostic test used to determine presence or absence of malaria was the
RDT and for the respiratory infections the Luminex RPP. For these in-
fections in particular, there is an argument for stratifying by three age
groups instead of just two as these infections commonly present with
different frequencies in infants to older children [185, 205]. Figure 9.1
shows the results for all patients (inpatients and outpatients combined)
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Table 9.1: A comparison of the assumptions and definitions of key prin-
ciples between the two statistical approaches

Approach
Compo-
nent frequentist Bayesian

Estimand

Population attributable
fraction (PAF), defined
as the proportion of fever
cases caused by a particular
pathogen and that would
be theoretically eliminated
if that pathogen were not
present in the population.

The same as in the frequen-
tist approach however I have
referred to this as the cause-
specific case fraction

Uncertainty
interval

The 95% confidence interval:
defined as the proportion (ex-
pressed as a percentage) of in-
tervals (a pair of values defin-
ing a lower and upper limit),
obtained from repeated sam-
pling in the long run, which
contain the true population
value for a parameter

The 95% credible interval: de-
fined as there is a 95% prob-
ability that the true value lies
within the interval

Cases and
controls

Cases are assumed to be in-
fected and controls are as-
sumed to be not infected

The same as in the frequentist
approach

Diagnostic
test data

A single diagnostic test for
each pathogen and tests must
be applied to both cases and
controls

More than one diagnostic test
per pathogen can be included
and test results from cases
only can also be utilised

Diagnostic
test accu-
racy

Test sensitivity is assumed to
be 100%, test specificity is ad-
justed by the observed pro-
portion positive among con-
trols

Test sensitivity is assumed im-
perfect and described by a
prior probability distribution,
test specificity is estimated
from the observed test posi-
tives among controls

Data re-
quirements
for estima-
tion

At lease one positive test re-
sult among cases

The estimand can be esti-
mated with no positives and
results are driven solely by the
priors

Constraints
on esti-
mand

No constraints are applied to
the PAF, the total combined
PAF could total greater than
100%

The total combined aetiologic
fractions must sum to 100%

Ascribing
unknown
aetiology

Assumed that the difference
between the combined PAF
of each pathogen and 100%
represents that proportion of
fever cases with unknown ae-
tiology

Directly incorporated into the
model and represented by its
own latent state
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stratified by site and age group for malaria and Figure 9.2 the same for
the four respiratory pathogens considered.

In this section I compare the estimates from the two different statis-
tical models however, the uncertainty intervals estimated do have differ-
ent interpretations (See Table 9.1). In the frequentist approach a 95%
confidence interval (CI) is calculated while in the Bayesian approach I
estimate the 95% credible interval (CrI). Further, in the frequentist ap-
proach the odds ratio is adjusted for other covariates meaning that while
the estimates may be comparable something slightly different has been
estimated in each approach.

In Figure 9.1, the estimated percentage of fever cases attributed to
malaria in Laos is 0% using both statistical approaches. However, while
in the frequentist approach there is no confidence interval as there were
no positives in cases or controls and so no OR or PAF was estimated
and zero aetiology was assumed, in the Bayesian approach malaria was
included in the model for Laos and so there is some uncertainty in the
estimand. This is due to the use of prior distributions that assume a
range of plausible values. As a result, if a test is imperfect the Bayesian
approach will always estimate an uncertainty interval for the aetiologic
fraction. In Malawi, there is a stark difference in the estimated percent-
age of fever cases due to malaria by age with both approaches estimating
the largest proportion of fever cases from malaria in children 5 to 14
years. The Bayesian approach attributed 89% (95% CrI: 67-99%) of
fever cases in this age group to malaria and the frequentist approach
attributed 54% (95% CI: 41-68%). However, although both statistical
approaches attribute the largest proportion of fever cases to malaria in
the 5-14 year age group, the estimates from these two approaches differ
with a higher estimate from the Bayesian approach. A similar trend in
age is seen in Mozambique with both statistical approaches estimating
the largest proportion of fever cases attributed to malaria in the 5 to 14
years age group but with a higher estimate from the Bayesian approach
with uncertainty intervals from both approaches that do not overlap.

Across all sites excluding Laos, where the estimated percentages were
0%, the median estimate is higher from the Bayesian statistical approach
that accounted for imperfect diagnostic test sensitivity. That is, more
fevers were attributed to malaria under this assumption. The estimated
sensitivity of the malaria RDT from the Bayesian approach was 77%
(95% CrI: 68-87%). If this is true, and the RDT is imperfect, then the
estimates from the frequentist approach would be an underestimate of the
true percentage of fevers attributed to malaria as this estimation does not
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account for those individuals with a false negative result. This explains
why the point estimates are lower with the frequentist approach. The
magnitude of bias is larger in those sites where there is a larger proportion
of fever cases attributed to malaria than not. For example, in Malawi
and compared to Zimbabwe.

Another difference in the estimates of aetiologic fractions for malaria
between these two approaches is the width of the uncertainty interval
(confidence or credible interval). Accounting for the diagnostic test sen-
sitivity in the Bayesian approach inherently comes with greater uncer-
tainty as we do not assume a know sensitivity of the malaria RDT. As
a result, in comparison to the frequentist approach that assumes a fixed
sensitivity of 100%, there is greater uncertainty in the estimates from the
Bayesian approach.

Figure 9.1: A comparison of the estimated percentage of fever cases
attributed to malaria by statistical approach

Similar to the findings from the malaria comparison, an overall trend
in the difference between estimates from the two statistical approaches
for the respiratory infections is a wider uncertainty interval for those es-
timates from the Bayesian approach, which accounts for diagnostic test
uncertainty (Figure 9.2). However, in contrast to the malaria example,
accounting for the imperfect diagnostic test accuracy of the Luminex
RPP does not always result in a higher point estimate. A higher point
estimate under the Bayesian approach would be expected if the test was
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Figure 9.2: A comparison of the estimated percentage of fever cases
attributed to respiratory pathogens by statistical approach

not 100% sensitive. In fact, for influenza A in all stratum except chil-
dren under 5 years in Laos, the opposite is found: a higher point estimate
is found from the frequentist model that assumes the Luminex RPP is
100% sensitive. For all respiratory infections, the estimated sensitivity
of the Luminex RPP was 95% (95% CrI: 88-99%). Given the high but
imperfect sensitivity, this means that there are some false negatives (but
not as many as with the malaria RDT that was less sensitive). Conse-
quently, while the estimate of the percentage of fevers attributed to each
respiratory pathogen is still routinely underestimated, this underestima-
tion is much smaller when the diagnostic test sensitivity is higher and
the uncertainty intervals for all estimates are overlapping.
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Overall, estimates for respiratory pathogens are similar irrespective
of the statistical approach taken with confidence and credible intervals
overlapping in all instances. Rhinovirus/enterovirus in children under 5
years is the respiratory pathogen where there appears the least concor-
dance between the two methods, notably in Malawi and Mozambique.
In Mozambique, the specificity of the diagnostic test used (Luminex) in
children 0 to 4 years was estimated at 70% (95% CrI: 66-74%), in children
5 to 14 years 83% (95% CrI: 79-88%) and in adults it was estimated to be
93% (95% CrI: 89-96%). A similar trend was seen across all sites where
the specificity was lowest in the youngest age strata and this was the
strata that displayed the least concordance between estimates from the
two statistical approaches. This may explain why the estimates between
methods are more dissimilar as the magnitude of both bias and variance
has been shown to increase as specificity decreases with the frequentist
approach [37].

In the frequentist approach, rhinovirus/enterovirus had an odds ratio
of less than 1 in the youngest age stratum for all sites. An odds ratio
of less than one indicates that the odds of fever when the pathogen is
absent was greater than the odds of fever when the pathogen is present
(i.e there was a large proportion of controls positive for the pathogen).
This is in line with the estimated specificity of the diagnostic test in this
age group from the Bayesian approach.

9.4 Discussion

There is more than one statistical approach that can be used to estimate
fever aetiology from imperfect diagnostic test data arising from a case-
control study design. In this chapter I compared two approaches. The
first, presented in chapter 8, does not assume diagnostic test sensitivity is
perfect and instead incorporates available information on the diagnostic
test sensitivity in the form of prior distributions. The second, frequentist
approach assumes sensitivity is fixed at 100%. The two approaches are
presented and discussed through application to five different pathogens
investigated as causes of fever cases in the FIEBRE study.

A key limitation of what has been called the frequentist approach, is
that only a single diagnostic test can be used to infer infection presence
or absence. While for the respiratory pathogens only a single diagnostic
test was used, for malaria we have observed results from two diagnostic
tests and in FIEBRE more broadly, many pathogens were diagnosed by
multiple diagnostic tests. In the results presented in Figure 9.1, I compare
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the Bayesian single-pathogen model results with the estimates from the
frequentist model. The Bayesian single-pathogen model can integrate the
results from both the RDT and microscopy tests used to diagnose malaria
however the frequentist model can only use a single test. Because of these
fundamental differences in the approaches the input data for each model
differs which further helps to explain the large differences in some of the
estimated aetiologic fractions.

Table 9.2 shows the estimated percentage of fever cases attributed
to malaria from each statistical approach as well as estimates from a
Bayesian model that assumes imperfect diagnostic test sensitivity for the
RDT but does not use the additional microscopy data. Estimates of the
percentage of fever cases attributed to malaria from the two statistical
approaches just using the RDT data (Table 9.2) are more similar. In all
strata, estimates from the frequentist model, that assumes the RDT is
perfect, attributed the fewest fever cases to malaria as a result of bias
from incorrectly assuming a perfect diagnostic test. The Bayesian model
that assumes the RDT is imperfect but only uses the RDT test data then
has higher or the same estimates as the frequentist model and finally, the
Bayesian model that utilises both the RDT and microscopy attributes the
greatest proportion of fever cases to malaria. Herein lies an advantage of
the latter approach, combining two tests, one with a large sample, carried
out in almost all cases and controls, but has a lower specificity (RDT) and
another with a smaller sample size, carried out in only a subset of cases
and controls but has a high specificity (microscopy) (See Table 8.1). By
utilising both sets of test results, the credible intervals from the Bayesian
models in table 9.2 are narrower than only using the RDT demonstrating
the value of combining evidence from multiple diagnostic tests which is
only possible with the Bayesian approach. The result that combining
data from more than one diagnostic test for the same pathogen, leads
to estimates with greater certainty was also shown in a simulation study
from the PERCH research group [37].

In this relatively small example, the other situation in which disparate
results were found from the two statistical approaches was when there
was a test with poorer specificity and the odds ratio approached 1. Under
the frequentist approach, estimated odds ratios of less than one result in
no aetiology assigned. However, this does not take into account the sta-
tistical uncertainty in the estimate of the odds ratio itself. While this is
a limitation of the frequentist method there are strengths. In the results
presented in this chapter, odds ratios were estimated from logistic regres-
sion that not only adjusted for the matching variables (sex, age, location
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Table 9.2: Estimates of percentage of fever cases attributed to malaria
from three different models by site and age group

Age
group

Ap-
proach

Included
data Laos Malawi Mozam-

bique
Zim-
babwe

< 5
frequentist RDT 0 26 (10-37) 17 (9-23) 0 (0-2)
Bayesian RDT 0 (0-2) 27 (14-40) 27 (21-35) 1 (0-2)

Bayesian RDT+mi-
croscopy 0 (0-2) 32 (18-45) 30 (24-36) 1 (0-3)

5-14
frequentist RDT 0 54 (41-68) 24 (19-29) 1 (1-3)
Bayesian RDT 0 (0-1) 74 (55-97) 37 (29-47) 1 (0-4)

Bayesian RDT+mi-
croscopy 0 (0-0) 89 (67-99) 41 (33-50) 2 (1-5)

15+
frequentist RDT 0 21 (16-27) 8 (6-12) 2 (1-3)
Bayesian RDT 0 (0-1) 31 (24-41) 11 (8-15) 2 (0-3)

Bayesian RDT+mi-
croscopy 0 (0-0) 36 (28-44) 13 (9-16) 2 (1-4)

and season of recruitment) but also the potential confounder HIV status.
Estimating odds ratios from logistic regression models adjusted for other
variables is a relatively straightforward process but implementing the
same regression adjustments within the latent class Bayesian approach
is not as simple. In the Bayesian model presented in this thesis, there is
no adjustment for sex, season, recruitment or HIV status though there
are extensions that could allow for this [151].

These fundamental differences in model formulation make a direct
comparison between the results challenging. This difference may also
explain why point estimates for certain respiratory pathogens from the
frequentist model are higher than from the Bayesian model. This finding
is in contradiction to the presumption that PAFs will be underestimated
when diagnostic test sensitivity is imperfect compared to the Bayesian
model. Having said this, higher point estimates may also be possible
in the frequentist model compared to the Bayesian model by chance as
opposed to differences in the models.

The estimates from both statistical approaches discussed here are
from models that estimate aetiologic fraction of each cause (or risk factor)
in isolation. Both methods can be extended to account for multiple pos-
sible causes. In the Bayesian approach, this was discussed in section 8.5
and for the frequentist approach this has been discussed in Blackwelder
et al. [164]. Briefly, to estimate the population attributable fraction for
malaria in the presence of influenza A (fluA), a multiple logistic regres-
sion model is fit that includes the interaction between the two infections.
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In its simplest form, for a single strata, this is:

log
(

Pr(Y = 1|X)
1 − Pr(Y = 1|X)

)
= α+βmalariaXmalaria+βfluAXfluA+γXmalariaXfluA

(9.4.1)
where, X denotes both exposures (malaria and Influenza A) and the
coefficient γ represents the interaction between malaria and influenza A.
Then, the population attributable fraction in 9.2.1 can be extended to
the adjusted population attributable fraction for malaria, defined as:

PAFa =
ηmalaria(1 − 1/exp(βmalaria)) + ηmalaria/fluA(1 − 1/exp(βmalaria + γ))

(9.4.2)

where, ηmalaria denotes the prevalence of malaria in the cases and ηmalaria/fluA

denotes the combined prevalence of having both malaria and Influenza A
in the cases. Under both statistical approaches, the assumption of each
cause being treated in isolation can lead to under- or over-estimates of
aetiologic fractions with the magnitude of bias a function of the strength
of association between two or more causes [206].

Out of the 26 different pathogens considered in Chapter 8, only five
have been considered here. For many pathogens in FIEBRE, multiple
diagnostic tests were used and, for many of these tests not all cases and
controls have an observed result. The frequentist approach is only appli-
cable when we have observed results from both cases and controls from
a single diagnostic test. For pathogens with multiple diagnostic tests, a
single diagnostic test could be used and the frequentist approach can pro-
ceed as normal however this may also have limitations in comparison to
utilising all the available data as seen in the malaria example. However,
the frequentist approach could not estimate a PAF from diagnostic tests
not carried out on both cases and controls. Altogether, the frequentist
approach has a limited applicability with the complex dataset that has
arisen from the FIEBRE study. If the frequentist approach were to be
utilised, it would have to be done so in combination with other analytical
approaches [165].

Overall, when diagnostic test sensitivity and specificity are both high
or when the odds ratio is large, the frequentist approach approximates
the Bayesian approach. However, if sensitivity is less than perfect, the
frequentist method is biased and underestimates aetiology with the mag-
nitude of bias depending on how imperfect the test is. Further, in those
cases where the odds ratio is less than 1, the magnitude of bias and
variance increases as specificity decreases. Having said this, accounting
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for imperfect sensitivity if prior distributions are used that are incorrect,
estimates of fever aetiology from this approach could also be biased. In
conclusion, if there is a suggestion that a diagnostic test is imperfect, the
approach presented in chapter 8 should be used to estimate aetiologic
fractions.
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Chapter 10

Summary of findings and
future directions

10.1 Overview

The overall aim of this thesis, was to develop the application of Bayesian
latent class models for investigating attribution of a syndrome to par-
ticular pathogens. The methods were then used to provide estimates of
the extents to which fever-related illness could be attributed to different
fever-causing pathogens in four countries using diagnostic test data from
fever cases and controls. This chapter outlines the main results as well as
the implications of these findings in the context of each of the following
objectives:

1. Review how diagnostic test accuracy can be estimated in the pres-
ence of imperfect reference tests using Bayesian latent class analy-
ses (Chapter 2)

2. Explore the impact of key latent class model assumptions on esti-
mates of diagnostic test sensitivity and specificity through a simu-
lation study (Chapter 3)

3. Estimate the sensitivity and specificity of diagnostic tests used in
the FIEBRE study using Bayesian random-effect latent class meta-
analyses (Chapters 4 and 5)

4. Review aetiology research methodologies in case-control studies
(Chapter 6)

5. Estimate the aetiology of fever in the FIEBRE dataset using Bayesian
partial latent class analysis (Chapters 7 and 8)

6. Objective 6: Compare the strengths and limitations of two different
statistical approaches to estimating fever aetiology
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Finally, I outline some considerations for future aetiology research.

10.2 Key findings

10.2.1 Objective 1: Review how diagnostic test ac-
curacy can be estimated in the presence of
imperfect reference tests using Bayesian la-
tent class analyses

Diagnostic tests are a mainstay of clinical decision-making, particularly
for a syndrome like fever that often lacks obvious signs or symptoms to
pinpoint aetiology. However, for many infections diagnostic tests are im-
perfect [41]. With imperfect diagnostic tests, it can be unclear which tests
should be recommended for use in clinical practice and clinicians may be
uncertain how to interpret imperfect diagnostic test results. This may
impact the care a patient receives, whether this be length of time before
a diagnosis or in the appropriateness of the treatment provided. Con-
sequently, understanding the accuracy of a diagnostic test is paramount
and for this, there must be robust statistical methods to estimate diag-
nostic test accuracy.

In Chapter 2, I highlighted that there are various methods available
to estimate the accuracy of diagnostic tests. However, when you have an
imperfect reference test, it is recommended to use a latent class analysis.
Latent class analysis can remove biases that arise from alternative ap-
proaches to estimating diagnostic test accuracy in the presence of imper-
fect reference tests such as composite reference standards and discrepancy
resolution [25]. I described the steps involved in latent class analysis for
diagnostic test accuracy estimation and the associated challenges which
include identifiability and whether or not to assume conditional indepen-
dence between test results on an individual given the true disease status
of that individual.

10.2.2 Objective 2: Explore the impact of key la-
tent class model assumptions on estimates
of diagnostic test sensitivity and specificity
through a simulation study

In chapter 2, I introduced the conditional independence assumption,
which is the assumption that the result of one test from an individ-
ual provides no information about the result of another test on the same
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individual for the same pathogen (conditional on the true disease status
of the individual). It is clear, that in practice this assumption is unlikely
to hold.

In chapter 3, I evaluated the impact of not accounting for conditional
dependence and accounting for conditional dependence in one or both
disease states on estimates of diagnostic test sensitivity and specificity
through a simulation study and the re-analysis of a published study [22].
This work found that bias and poor coverage were symptoms of misspec-
ifying the conditional dependence structure.

When evaluating the predictive performance of the models consid-
ered in the re-analysis of a published study, this research highlighted a
lack of consensus with regards to model evaluation of latent class models
used for diagnostic test accuracy. Previous works have used a combi-
nation of Akaike Information criterion, Deviance Information Criterion
and Bayesian p-values [75, 89]. In this thesis, I used a relatively novel
approach called leave-one-out cross validation using Pareto smoothed
importance sampling. This approach was chosen as it uses the entire
posterior distribution to calculate the log predictive density and in doing
so, more completely takes account of the uncertainty in our parameter
estimates than any other approach.

From the findings of this simulation study, I have recommended that
conditional dependence should be accounted for between diagnostic test
results of an individual given their true disease status. This approach
should be used even if researchers are unsure of the presence of condi-
tional dependence or if dependence is only expected at minimal levels.
The reason for this recommendation is due to the minimal loss in preci-
sion seen by using the more complex model even if the truth is that the
test results from an individual are independent, given the individual’s
true disease status.

10.2.3 Objective 3: Estimate the sensitivity and
specificity of diagnostic tests used in the FIEBRE
study using Bayesian random-effect latent class
meta-analyses

Most diagnostic test accuracy meta-analyses published to date have not
accounted for an imperfect reference test [90, 91]. However, many of these
diagnostic tests are imperfect and assuming a perfect reference test, when
in truth the reference test is imperfect, results in biased estimates of test
accuracy [50]. As a result, inferences from meta-analyses that assume a
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perfect reference standard should be made with caution.

In this thesis, I carried out multiple diagnostic test accuracy meta-
analyses to estimate the sensitivity and specificity of tests using an ex-
tension to the Hierarchical Summary Received Operating Curve model
[89]. These results have provided estimates of the accuracy of diagnostic
tests, some for the first time, and can help users of these tests interpret
the results and guide policy makers to ensure the most useful diagnostic
test is being recommended for use. The variety of diagnostic tests and
pathogens explored via meta-analyses highlight the broad applicability
of this method.

The predicted test accuracy from the meta-analyses presented in this
thesis highlight that heterogeneity is common in diagnostic test accuracy
meta-analyses. These findings were not a surprise as there are many rea-
sons why a diagnostic test may be more sensitive or specific in a particular
study including different laboratories with different technical staff, dif-
ferent background prevalence’s and different cohorts, for example, young
versus old or symptomatic versus healthy. For a diagnostic test accuracy
meta-analysis to be most informative, studies must report all details of
the study design so that a meta-analysis can incorporate this information
to account for the expected heterogeneity.

10.2.4 Objective 4: Review aetiology research method-
ologies in case-control studies

In chapter 6, I discussed previous examples of aetiology research in case-
control studies where the goal was to estimate the attributable fraction
of specific exposures to an outcome. Since the mainstay case-control
studies of Doll and Hill [137, 207] odds ratios have been used in epidemi-
ology research to measure the association between exposure and outcome.
The use of the odds ratio from case-control studies in the population at-
tributable fraction came almost twenty years later [146] but there has
been little change in the methodological approach to attributable frac-
tions since. The PERCH study was the first to estimate the attributable
fraction of various exposures to an outcome with a different approach
[37].

The partial latent class analysis model developed to estimate the
attributable fraction of exposures to an outcome was used in the PERCH
study of pneumonia. This thesis is the first piece of work to apply this
method outside of the pneumonia setting.
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10.2.5 Objective 5: Estimate the aetiology of fever
in the FIEBRE dataset using Bayesian par-
tial latent class analysis

In chapter 8, I outline the Bayesian partial latent class analysis, extended
from Wu et al. [168] to the FIEBRE study to estimate the cause-specific
case fractions for each pathogen considered in FIEBRE. Extensions in-
cluded exploring single-pathogen versus multi-pathogen model results,
not assuming any test has 100% specificity and utilising estimates of
diagnostic tests accuracy from meta-analyses to derive prior distribu-
tions for diagnostic test sensitivity. Results from this analysis are in line
with previous findings. I found that malaria remains a leading cause of
fever in Malawi and dengue in Laos. There was no single pathogen that
dominated fever cases in Mozambique and in Zimbabwe our results were
affected by an outbreak of typhoid fever.

A recommendation from Chapter 3 was that conditional dependence
should be accounted for between diagnostic test results (for the same
pathogen) of an individual given their true disease status. However, in
practice this was difficult to implement. I attempted to include con-
ditional dependence between the two malaria tests in those individuals
with malaria in the multi-pathogen model but I found that this intro-
duced convergence issues without reparameterization or additional prior
information. Future work would benefit from investigating this so that
conditional dependence can be accounted for between tests for the same
pathogen given an individual’s true disease status.

Overall though, these results suggest that key causes of fever across
all sites have not been tested for in the FIEBRE study. In Laos children
and adults, Malawi adults and Mozambique adults, less than 50% of
fever cases were attributed to a pathogen and in Zimbabwe children and
adults, it was just over 50%. These findings indicate that there are either
other important causes of fever that were not tested for in FIEBRE or
that the diagnostic tests used are less sensitive than previously thought.

From the results presented in this thesis, I have shown that the par-
tial latent class analysis approach is applicable to syndromes other than
pneumonia and is a novel approach that offers great potential for other
large aetiology studies with complex data.
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10.2.6 Objective 6: Compare the strengths and lim-
itations of two different statistical approaches
to estimating fever aetiology

In chapter 9, I compare the cause-specific case fractions or ‘PAFs’ esti-
mated from two different models for five pathogens. The first method
was the Bayesian, partial latent class approach and the second was the
traditional frequentist approach. The latter estimates attributable frac-
tions using the odds ratio comparing the odds of infection with each
pathogen between fever cases and controls estimated from unconditional
logistic regression adjusted for the matching variables.

Where only a single diagnostic test was used to detect infection with
a pathogen and where this test was highly sensitive and specific, results
from the two approaches were similar (Figure 9.2). However, when more
than one diagnostic test was used and/or where the diagnostic test/s
used are imperfect, estimates from the frequentist approach suffered from
biased estimates of the cause-specific case fraction due to incorrectly as-
suming the diagnostic test is 100% sensitive (Figure 9.1). Furthermore,
when diagnostic tests used in a study are imperfect, the ability to incor-
porate additional diagnostic test data for the same pathogen is particu-
larly beneficial but not possible with the traditional frequentist approach
discussed here.

Overall, I recommend using the partial latent class analysis approach
when more than one diagnostic test is used to detect each pathogen and
when the diagnostic tests used are known to be less than 100% sensitive.

10.3 Future work

10.3.1 Diagnostic test accuracy estimation in the
presence of imperfect reference tests

In low resource settings diagnostic tests that are often seen as the ‘gold-
standard’ for a particular infection are typically not used due to poor
accessibility and high associated costs. Instead, imperfect diagnostic
tests are used. Traditionally, diagnostic test accuracy has been evalu-
ated against perfect reference tests however, given their poor availability
in many settings, this also means that diagnostic tests are often eval-
uated from individuals in high-resource settings, where the test can be
easily evaluated against a gold-standard reference test. These accuracy
estimates may not be applicable in different settings and so it would be
useful to estimate the accuracy of tests using data from different settings.
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For this, it is paramount that there are statistical methods to estimate di-
agnostic test accuracy in the presence of imperfect reference tests, which
are more likely to be used in practice in many settings.

A new application called MetaBayesDTA [118] was released in May
2023. This web application allows researchers to run both the bivari-
ate and HSROC models (Section 4.3) without having to write their own
code. Tools like this increase the accessibility of these advanced statis-
tical methods to a wide variety of researchers which is of great benefit.
However, while the application can run both bivariate and HSROC mod-
els most of the additional functionalities, like the ability to carry out
subgroup analyses, are only available for the bivariate model. Unfortu-
nately, their bivariate model assumes a perfect reference standard. This
assumption leads to biased estimates of test sensitivity and specificity if
in fact the reference test is imperfect [22] which, as I have discussed, is
highly likely. The work presented in this thesis used R and Stan and the
model code is available via github so that future researchers could adapt
this to their own research.

Also in 2023, an updated version of the Cochrane Handbook for Sys-
tematic Reviews of Diagnostic Test Accuracy [86] was released which
includes new and updated guidance on all stages of meta-analysis for di-
agnostic test accuracy. This update highlights the continued importance
of meta-analysis research and the importance of the statistical methods
that underpin the analysis. Meta-analyses remain a mainstay method
in medical research and so continued methodological improvements will
only serve to improve the outputs of this relied upon tool. Further devel-
opments to the Cochrane Handbook should include guidance on model
evaluation in the diagnostic test accuracy meta-analysis setting which is
currently lacking.

Recent criticisms of latent class models for diagnostic test accuracy
estimation include a study that showed estimates of sensitivity and speci-
ficity are biased by assuming a 2-state latent class model if in fact, the
truth is a 3-state scenario [72]. However, this paper also assumed con-
ditional independence. Further simulations should explore whether es-
timates of sensitivity and specificity are biased by assuming a 2-state
latent class model with conditional dependence [72]. It would also be
interesting to compare the estimates from a latent class model that uses
dichotomoized data on test results with a latent class model that uses the
raw continuous data (examples include counts of malaria parasites or the
optical density recorded from an ELISA for leishmaniasis). A latent class
analysis to estimate test accuracy using continuous data is used in the
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diagnosis of Schistosoma haematobium by haematuria-based diagnostic
techniques. This work utilised the continuous data of observed counts
of parasites [208] which could then be compared with the dichotomized
version of presence of any parasites versus absence.

10.3.2 Fever aetiology estimation

In chapter 8, I described and implemented a partial latent class model to
estimate the cause-specific case fraction for 26 different pathogens. This
analysis approach was first developed for a study investigating the causes
of another syndrome: pneumonia [37]. To my knowledge, this is the first
attempt to use this method in a different aetiology application, this time
looking at the causes of fever.

In this thesis, the partial latent class model was implemented in Stan,
a Bayesian statistical modelling software. The PERCH study that ini-
tially developed the model implemented this in JAGS and wrote an R
package called baker [209]. While in theory having a publicly available R
package should make it easier for other researchers to run these models, I
found I could not get the R package to work for FIEBRE data even after
communication with the package creators. Implementing these models
is not straightforward and so advancing the R package would be of great
benefit for other aetiology studies. However, given the time and money
required for such large aetiology studies one can see the cost benefit to
spending more time improving the R package. Given the computing
time required for these models, it may also make sense to switch from
an R package reliant on JAGS to a software like Stan with much quicker
computation time.

The FIEBRE study performed tests for a large number of pathogens,
meaning that it was perhaps surprising that this study was not able to
attribute a larger proportion of fever cases to one of the sought pathogens
and begs the question what pathogens are causing health-care seek-
ing fevers in these settings. Future studies that encompass different
pathogens or currently unknown pathogens would be of interest. It is
also unfortunate that there was an outbreak of typhoidal Salmonella in
Zimbabwe during the study period meaning the results are not necessar-
ily representative of what normally causes fevers in the study population
in Zimbabwe.

Overall, the results of this study are important for two reasons. The
first is at the individual level. If these results are used to update local
clinical guidelines, when a patient with undifferentiated fever comes to a
clinic, the clinician can use the guidelines to aid in their decision-making
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of how best to treat a patient given the probability of infection with a
particular pathogen. The second is a broader public health goal helping
in the planning of prevention and treatment programs and highlighting
where improved diagnostics are needed. Respiratory pathogens were a
key cause of fever particularly in children across all FIEBRE study sites.
If a point-of-care rapid multiplex respiratory pathogen panel was avail-
able this would definitely be useful in these settings. The advantages of
such a test and the identification of viral respiratory pathogens would be
the exclusion of bacterial pathogens and the reduced use of unnecessary
antibiotics, which precipitate antimicrobial resistance.

10.4 Concluding remarks

Health care workers want to provide appropriate and timely care for
patients with fever but unpicking the true cause of a fever is difficult.
Not only can a fever be caused by many different pathogens but many
of these pathogens present as undifferentiated febrile illness. As a result,
health care workers are reliant on the diagnostic tests available at the
point-of-care and the results of those diagnostic tests being informative
as to the true cause of a patient’s fever. When limited diagnostic tests
are available and diagnostic tests are imperfect, this presents a challenge.

In many settings, there remains limited access to diagnostic tests,
despite recognition at the highest levels that diagnostics are fundamental
to delivering quality health care [47]. To improve the understanding of
fever aetiology improving access to diagnostics must be tackled.

In this thesis, I have investigated latent class models for use in aeti-
ology research of fever. I have combined multivariate imperfect binary
diagnostic test data from cases and controls or in some instances from
cases alone, to estimate attribution of fever cases to different pathogens
across four sites in Africa and Asia.

It is my hope that the work in this thesis will be useful to other
researchers and so it was a key endeavour to ensure resources were made
publicly available. In line with this, I have made all model code publicly
available on github and published manuscripts in open access journals to
ensure these resources are available to any who may wish to use them.
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Abstract 

Respiratory syncytial virus (RSV) and influenza viruses are important global causes of morbidity and mortality. We 
evaluated the diagnostic accuracy of the Luminex NxTAG respiratory pathogen panels (RPPs)™ (index) against other 
RPPs (comparator) for detection of RSV and influenza viruses. Studies comparing human clinical respiratory samples 
tested with the index and at least one comparator test were included. A random-effect latent class meta-analysis was 
performed to assess the specificity and sensitivity of the index test for RSV and influenza. Risk of bias was assessed 
using the QUADAS-2 tool and certainty of evidence using GRADE. Ten studies were included. For RSV, predicted 
sensitivity was 99% (95% credible interval [CrI] 96–100%) and specificity 100% (95% CrI 98–100%). For influenza A and 
B, predicted sensitivity was 97% (95% CrI 89–100) and 98% (95% CrI 88–100) respectively; specificity 100% (95% CrI 
99–100) and 100% (95% CrI 99–100), respectively. Evidence was low certainty. Although index sensitivity and specific-
ity were excellent, comparators’ performance varied. Further research with clear patient recruitment strategies could 
ascertain performance across different populations.
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Background
Respiratory syncytial virus (RSV) and influenza viruses 
are important causes of global morbidity and mortality. 
An estimated ~ 33 million episodes of RSV occur annu-
ally in children under five years of age, causing at least 

3.2 million hospital admissions and 59,600 in-hospital 
deaths, with an even higher unmeasured community 
burden in low-resource settings [1–3]. Influenza is esti-
mated to cause up to 650,000 deaths per year, the major-
ity in low-resource settings and in people over 75 years 
old [4]. However, current estimates suggest that up to 
100,000 deaths from influenza occur annually in children 
under five years old [4, 5]. Post-mortem studies in child-
hood deaths under the age of five also show a higher than 
expected burden of these two pathogens [6]. Given that 
RSV also causes significant mortality in the elderly, these 
two viruses pose significant health risks throughout the 
human lifespan [7].
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The need for rapid, accurate diagnostics for these 
pathogens is threefold. Firstly, for the purposes of anti-
microbial stewardship: the symptoms of respiratory 
tract infections are non-specific, and empiric anti-
biotics are frequently commenced to cover possible 
bacterial pneumonia [8]. Rapid viral tests can there-
fore reduce the unnecessary prescription of antibiot-
ics, although viral detection does not exclude bacterial 
co-infection [9–11]. Secondly, to confirm the specific 
viral cause of illness and guide commencement (or ces-
sation) of specific antiviral therapy [12]. Finally, rapid 
diagnostic tests have a crucial role in determining 
need for infection control prevention.

In recent years there has been a rise in the use of 
proprietary multiplex respiratory pathogen pan-
els (RPP) in routine clinical setting, using a range of 
technologies, which have increasingly replaced in-
house individual real-time polymerase chain reaction 
(RT-PCR) assays for clinical diagnostics [13]. This fol-
lows improved turn-around time, reduced number of 
manual steps in the laboratory, and the multiplexing 
of several pathogens within a single panel, alongside a 
continuous evolution of regional regulatory standards 
[14, 15]. Luminex NxTAG RPP™ is one such panel, 
offering high throughput of up to a hundred samples 
per run with the potential to test for up to 21 viral and 
bacterial pathogen genes simultaneously in each sam-
ple, improving both turn-around time and cost-effec-
tiveness [16].

The Febrile Illness Evaluation in a Broad Range of 
Endemicities (FIEBRE) is a prospective observational 
study of the infectious causes of fever at four sites in 
Africa and Asia, collecting data and samples from 
inpatients, outpatients and community controls [17]. 
FIEBRE focuses on illnesses deemed preventable or 
treatable; respiratory pathogens of interest include RSV 
and influenza viruses. The Luminex NxTAG RPP™ on 
respiratory samples was chosen as the reference stand-
ard for detecting these infections in the FIEBRE study. 
Firstly, it is CE marked for in vitro diagnostic (IVD) use 
and is internally verified by the assigned United King-
dom Accreditation Service accredited laboratory [18]. 
Secondly, its high-throughput platform allows for 96 
samples to be analysed per run, multiplexing 21 genes 
(hence testing for up to 21 pathogens at once). In this 
systematic review and meta-analysis, we aimed to eval-
uate the diagnostic accuracy of the Luminex NxTAG 
RPP™ in comparison to other RPP for the detection of 
RSV and influenza viruses in respiratory samples. This 
systematic review is part of a series conducted by the 
FIEBRE research team, with the purpose of determin-
ing the accuracy of reference tests used to diagnose 
infectious causes of fever.

Methods
Inclusion criteria
We included observational and interventional stud-
ies that reported findings of the Luminex NxTAG RPP™ 
assay performed to detect influenza A/B viruses and RSV 
in respiratory samples from children (aged 2  months 
and older) and adults attending healthcare settings. We 
first intended to include studies testing for the Luminex 
NxTAG RPP™ assay in patients with reported or docu-
mented fever, but we found no such study. We broadened 
our inclusion criteria, therefore, to studies when patients 
were tested with the Luminex NxTAG RPP™ assay (index 
test I) and at least one other RPP as comparator (C). 
We excluded studies describing in vitro identification of 
viruses as opposed to detection in clinical samples and 
studies that did not provide data from which we could 
extract a binary classification table (I + /C + , I−/C + , 
I−/C− and I + /C−).

Search methods
An experienced library information specialist (JF) com-
piled a search strategy in the OvidSP Medline database. 
The search strategy included strings of terms, synonyms 
and controlled vocabulary terms (where available) to 
reflect two concepts: respiratory tract infections, spe-
cifically RSV or influenza, and Luminex NxTAG RPP™. 
The search was limited to papers published from Janu-
ary 2015, when Luminex NxTAG RPP™ assay was com-
mercialized. No other search filters or limits were added. 
The agreed OvidSP Medline search was adapted for each 
database to incorporate database-specific syntax and 
controlled vocabularies (Additional file 1: Annex S1). We 
searched the following databases on 22 September 2020: 
OvidSP Medline, OvidSP Embase, OvidSP Global Health, 
Wiley Cochrane Central Register of Controlled Trials, 
Clarivate Analytics Web of Science, Elsevier Scopus, 
Ebesco Africa-Wide Information, WHO LILACS and 
WHO Global Index Medicus (Additional file  1: Annex 
S2). We imported all citations identified by our searches 
into EndNote X9 software and identified and removed 
duplicates [19]. To identify additional eligible studies, we 
hand-searched the reference lists of relevant manuscripts 
and contacted the Luminex manufacturer.

Study selection
Two reviewers (SJ, FF) selected studies independently 
and in duplicate using the online tool CADIMA [20]. 
We performed the initial eligibility assessment of titles 
and abstracts identified by the search strategy, using the 
pre-determined eligibility criteria. We retrieved full-
text copies of potentially eligible reports and contacted 
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researchers for further information when needed. We 
resolved disagreements through discussion and excluded 
reports not meeting criteria.

Data collection and methodological quality assessment
We piloted the data extraction form and quality assess-
ment on two studies. For each study, using the finalized 
data extraction form, two reviewers (SJ, FF) indepen-
dently extracted data including study design, method-
ology, participant and comparator test characteristics, 
and flow and timing of sample analysis. We contacted 
study investigators when data reported were unclear or 
insufficient to produce 2 × 2 tables for I + /C + , I + /C−, 
I−/C + and I−/C−.

Two independent reviewers (SJ, FF) evaluated the qual-
ity of each study using the quality assessment tool for 
diagnostic accuracy studies (QUADAS-2), which assesses 
both the risk of bias and applicability to the review ques-
tion for four domains: patient selection, index test, ref-
erence standard (renamed as comparator test for this 
review) and the flow and timing of patients through the 
study [21]. We resolved disagreements by discussion.

Statistical analysis and data synthesis
We extracted for each study the performance results for 
the Luminex NxTAG RPP™ test and the comparator test 
into a 2 × 2 table. Where a study used multiple compara-
tor tests, we created a 2 × 2 table for each comparator. 
Within the statistical analyses, test results from discrep-
ancy resolution (results from a third test when results 
from the index and comparator tests differed) were not 
included [22].

We implemented a Bayesian random-effect latent class 
meta-analysis, which is an extension to the hierarchi-
cal summary receiver operating characteristic (HSROC) 
Model [23], to estimate the sensitivity and specific-
ity of Luminex NxTAG RPP™. This approach takes into 
account within- and between-study variation as well as 
accounting for multiple imperfect comparator tests. The 
model allows us to relax the assumption that, conditional 
on disease status, tests on the same individual are inde-
pendent. Inference is done on the estimated mean sensi-
tivity and specificity across studies, i.e. pooled sensitivity/
specificity, and the predicted diagnostic accuracy in an 
out-of-sample study, i.e. predicted sensitivity/specificity. 
For RSV and influenza separately, we present modelled 
estimates of the Luminex NxTAG RPP™ test sensitiv-
ity and specificity within each study along with a single 
pooled estimate. By assessing the variability within the 
studies included in the present meta-analysis we are able 
to predict the sensitivity and specificity of the Luminex 
NxTAG RPP™ test if it were applied to a future similar 
population. We present these predicted estimates of 

Luminex NxTAG RPP™ for RSV and influenza viruses as 
summary ROC curves, plotting the 95% credible region. 
The meta-analyses were implemented using Stan in R 
[24]. A full model specification including the choice of 
prior distributions and sensitivity analyses can be found 
in Additional file 1: Annex S3.

We fit separate meta-analyses for RSV and influenza. 
Within the influenza model we explored heterogeneity 
between influenza A and influenza B viruses and present 
pooled estimates by influenza type.

Assessment of the certainty of the evidence
We assessed the certainty of the evidence using GRADE 
and GRADEpro GDT software [25–27]. We rated cer-
tainty as high, moderate, low, or very low across four 
domains (risk of bias, indirectness, inconsistency and 
imprecision). We assessed risk of bias and indirectness by 
using the QUADAS-2 tool [21]. We explored inconsist-
ency by investigating potential sources of heterogeneity. 
For imprecision, we considered the width of the Bayesian 
credible intervals (CrI). We calculated I + /C + , I + /C−, 
I−/C + and I−/C−, with ranges for these values based on 
the CrI of the predicted estimates of sensitivity and spec-
ificity for prevalences of 5% and 20% of RSV or influenza 
viruses, and we made judgements on imprecision using 
these calculations.

The protocol, developed prior to conducting the review, 
is accessible online (Prospero CRD42021272062) [28].

Results
We identified 610 potentially eligible studies (Additional 
file  1: Annex S4). Of these, ten met our selection crite-
ria and were included in the review and meta-analysis 
(Additional file 1: Fig. S1).

Study description
The ten studies included are described in Additional 
file 1: Tables S1–S10 and their key findings in Table 1.

The studies included data from 4329 samples. Samples 
were collected from children and adults in three studies 
[29–31], children only in two [32, 33], adults only in one 
[34], and age was not specified in the remaining studies 
[35–38]. For seven studies, participants were recruited if 
they presented with symptoms suggestive of acute lower 
respiratory infection; this was not clearly stated for the 
remaining three studies [29, 36, 37]. No study specified 
fever as an inclusion criterion, nor reported the propor-
tion of participants with fever. Patients were selected 
from a paediatric intensive care unit in one study [33]. 
In another, samples were collected from mostly immu-
nocompromised patients with underlying chronic 
lung conditions [34]. Luminex NxTAG RPP™ was per-
formed on 2132 nasopharyngeal washings [31], 1194 
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nasopharyngeal swabs [29, 33, 35, 37, 38], 453 naso-
pharyngeal aspirates [30, 32] and other respiratory sam-
ples [29, 34, 36, 37].

The studies compared Luminex NxTAG RPP™ with 
various comparator tests including BioFire FilmArray 
Respiratory Panel [34, 35, 38], xTAG Respiratory Virus 
Panel Fast Assay v2 [33, 36], xTAG Respiratory Virus 
Panel [31], RespiFinder-221 [29], Anyplex II RV16 assay 
[32], RT-PCR [33, 37], and bidirectional sequencing [31]. 
In one study, the comparator consisted of the combina-
tion of RT-PCR and direct immunofluorescence [30]. 
Another used either xTAG Respiratory Virus Panel or 
RT-PCR as comparator, without providing disaggregated 
data [31].

Methodological quality of included studies
See Additional file 1: Tables S1–S10 for the assessment of 
the methodological quality of each study included. Fig-
ure 1 summarizes the risk of bias and applicability con-
cerns, describing our judgements about each domain for 
each included study.

Table 1  Summary of characteristics of the studies included in this review

ALRI acute lower respiratory infection, ARI acute respiratory infection, BAL broncho-alveolar lavage, DFA direct immunofluorescence, n sample size, NPA 
nasopharyngeal aspirate, NPS nasopharyngeal swabs, RP respiratory panel; RVP respiratory virus panel
a Complies with CE-IVD regulations
b Complies with Canadian Department of Health regulations
c Complies with Korea Food and Drug Administration regulations
d Complies with the United States Food and Drug Administration regulations
e Complies with Therapeutic Goods Administration regulations

Study ID Setting Participants Samples n Comparator tests

Beckmann 2016 Switzerland Children and adults
Symptoms and fever not reported

NPS (199), BAL (76), others (7) 282 RespiFinder-221a

Brotons 2016 Spain  < 18 years with ALRI
Fever not reported

NPA 320 Anyplex II RV16 assaya,b,c

Chan 2017 China Children and adults with ARI
Fever not reported

NPA 133 RT-PCR AND DFAa

Chen 2016 China Patients with ARI
Fever not reported

NPS 284 FilmArray RPa,d,e

Esposito 2016 Italy Children with ARI in PICU and 
children with pneumonia by M. 
pneumoniae

NPS 185 xTAG RVP FAST v2a,c

RT-PCR

Gonsalves 2019 USA, Canada Children and adults with ARI
Fever not reported

NPW 2132 xTAG RVPa,c OR bidirectional 
sequencing

Lee 2017 Singapore Not reported Respiratory samples 142 xTAG RVP FAST v2a,c

Locher 2019 Canada Adults, mostly immunocom-
promised and with underlying 
chronic lung conditions, with ARI

Bronchoscopy collected samples 133 FilmArray RPa,d,e

Sails 2017 United Kingdom “Symptomatic”
Other characteristics not reported

NPS (122), throat swabs (53), 
endotracheal (47), BAL (17), others 
(122)

314 In-house multiplex RT-PCR panel

Tang 2016 USA Patients with respiratory symp-
toms
Fever not reported

NPS 404 FilmArray RPa,d,e

Fig. 1  Risk of bias and applicability concerns in the accuracy of 
Luminex NxTAGG RPP™ for the detection of RSV and influenza viruses 
in respiratory samples
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In the patient selection domain, we judged six studies 
at high risk of bias, because recruitment of participants 
was not consecutive or random but planned after the test 
was performed on patients selected by physician (e.g. res-
piratory symptoms) with no clear inclusion and exclusion 
criteria [29, 30, 34, 36–38]. Regarding applicability, we 
rated three studies as ‘unclear’ as inclusion criteria were 
not recorded by the investigators [29, 36, 37] and con-
sidered the remaining seven studies to match the review 
question.

In the index test domain, we considered all ten studies 
at low risk of bias, because Luminex NxTAG RPP™ was 
interpreted without the knowledge of the results of the 
comparator, and because we judged that knowing the 
result of the comparator was at very low risk of introduc-
ing bias due to the test characteristics.

In the comparator test domain, we judged all the stud-
ies to be at low risk of bias because knowing the find-
ing of the index test is at low risk of introducing bias in 
the interpretation of the comparator tests, due to their 
intrinsic characteristics.

In the flow and timing domain, we considered eight 
studies at unclear risk of bias because samples were 
stored for a long or unclear duration between the perfor-
mance of the index and comparator tests [29, 30, 33–38]. 
We considered one study at high risk of bias because 

investigators did not use the same comparator for all the 
samples [31], and one study at low risk of bias because 
index and comparator tests were performed on the same 
sample collected prospectively [32].

Findings
Luminex NxTAG RPP™ for detection of RSV
The ten studies reported findings of Luminex NxTAG 
RPP™ and at least one other RPP for detecting RSV 
(Additional file 1: Table S11). Two studies reported data 
separately for RSV-A and RSV-B such that it was not pos-
sible to pool data for RSV-A or RSV-B, as possible co-
infection was not reported [30, 32]. Six studies provided 
disaggregated findings for RSV-A and RSV-B (Additional 
file 1: Table S12) [29–33, 37].

The studies included had estimated mean sensitivities 
ranging from 99 to 100% and specificities of 100% (Addi-
tional file 1: Table S11, Fig. 2).

The pooled sensitivity of Luminex NxTAG RPP™ was 
100% (95% CrI 99–100) and pooled specificity was 100% 
(95% CrI 99–100). Predicted sensitivity was 99% (95% CrI 
96–100, 8 studies, 527 samples; low certainty evidence) 
and predicted specificity was 100% (95% CrI 98–100, 8 
studies, 5601 samples; low certainty evidence) (Table  2; 
Fig. 3).

Fig. 2  Sensitivity and specificity estimations for the Luminex NxTAG RPP™ versus comparator diagnostic test panels for detecting RSV in respiratory 
samples with their 95% credible intervals (CrI). The forest plot includes two entries for the Esposito 2016 study, one for each comparator included in 
that study [33]
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The performance of Luminex NxTAG RPP™ appeared 
similar for RSV-A and RSV-B (Additional file  1: Fig. S2 
and S3) [30, 37].

Luminex NxTAG RPP™ for detection of influenza viruses
All except one study [33] reported findings of Luminex 
NxTAG RPP™ and at least one other RPP for detect-
ing influenza A and influenza B (Additional file  1: 
Table S13). Seven studies presented disaggregated data 
for influenza subtypes AH1 and AH3 [29–31, 35–38]. 
For three of these, we inferred the 2 × 2 table for influ-
enza A from the subtypes data assuming no co-infec-
tion [29, 37, 38].

For detection of influenza A virus, mean sensitivity 
estimates were 96–98% and mean specificity estimates 
were 100% in all studies (Additional file  1: Table  S13, 
Fig. 4).

Pooled sensitivity of Luminex NxTAG RPP™ against 
comparator tests was 98% (95% CrI 95–100) and pooled 
specificity was 100% (95% CrI 99–100). Predicted sensi-
tivity was 97% (95% CrI 89–100, 9 studies, 460 samples; 
low certainty evidence) and predicted specificity was 
100% (95% CrI 99–100, 9 studies, 3677 samples; low 
certainty evidence) (Table 3; Fig. 5).

For detection of influenza B virus, mean sensitivity 
estimates ranged from 97 to 98% and mean specificity 
was 100% in all studies [31] (Table 4, Fig. 4). Pooled sen-
sitivity was 98% (95% CrI 95–100) and pooled specific-
ity was 100% (95% CrI 100–100). Predicted sensitivity 
was 98% (95% CrI 88–100, 9 studies, 164 participants; 
low certainty evidence) and predicted specificity was 
100% (95% CrI 99–100, 9 studies, 3965 participants; 
low certainty evidence) (Table 4; Fig. 5).

Table 2  Summary of findings for diagnostic accuracy of Luminex NxTAG RPP™ for the diagnosis of RSV

C comparator, CrI credible interval, I index test, RPP respiratory pathogen panel

Patient or population: adults and children with symptoms of acute lower respiratory infection

Setting: worldwide

Index test: Luminex NxTAG RPP™

Comparator tests: other RPP

Predicted sensitivity: 0.99 (95% CrI: 0.96 to 1.00) | Predicted specificity: 1.00 (95% CrI: 0.98 to 1.00)
a Downgraded two levels for risk of bias: there is high or unclear risk of bias on the patient selection and flow and timing domains for all included studies. Six studies 
were planned after the test was performed on patients selected by physician (e.g. respiratory symptoms) with no clear inclusion and exclusion criteria, which is at high 
risk of introducing bias for evaluating diagnostic test accuracy.

Outcome Effect per 1000 patients tested № of studies
(№ of samples)

Test accuracy
certainty of evidence

Pre-test probability of 5% Pre-test probability of 20%

Index and comparator tests positive (I + /C +) 
(patients with RSV infection)

50 (48 to 50) 198 (192 to 200) 8 studies
527 samples

 ⊕  ⊕  ⊝  ⊝a

LOW

Index test negative, comparator positive 
(I−/C +) (patients incorrectly classified as not 
having RSV infection)

0 (0 to 2) 2 (0 to 8)

Index and comparator tests negative (I−/C−) 
(patients without RSV infection)

950 (931 to 950) 800 (784 to 800) 8 studies
5601 samples

 ⊕  ⊕  ⊝  ⊝a

LOW

Index test positive, comparator negative (I + /
C−) (patients incorrectly classified as having 
RSV infection)

0 (0 to 19) 0 (0 to 16)

Fig. 3  Pooled (shaded) and predicted (dashed) credible regions of 
Luminex NxTAG RPP™ for detecting RSV in respiratory samples
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Although seven studies provided data for influenza 
subtypes (Additional file 1: Table S13), we did not per-
form subgroup meta-analysis at this level due to the 
scarcity of data.

Discussion
In this systematic review and meta-analysis of ten stud-
ies, including results from 4329 patient samples, we 
found that Luminex NxTAG RPP™ had a predicted 

Fig. 4  Forest plot of the sensitivity and specificity of Luminex NxTAG RPP™ versus comparator RPP for detecting influenza virus in respiratory 
samples, with their 95% credible intervals (CrI)

Table 3  Summary of findings for diagnostic accuracy of Luminex NxTAG RPP™ for the diagnosis of influenza A virus

C comparator, CrI credible interval, I index test, RPP respiratory pathogen panel

Patient or population: adults and children with symptoms of acute lower respiratory infection

Setting: worldwide

Index test: Luminex NxTAG RPP™

Comparator tests: other RPP

Predicted sensitivity: 0.97 (95% CrI: 0.89 to 1.00) | Predicted specificity: 1.00 (95% CrI: 0.99 to 1.00)
a Downgraded two levels for risk of bias: there is high or unclear risk of bias on the patient selection and flow and timing domains for all included studies. Six studies 
were planned after the test was performed on patients selected by physician (e.g. respiratory symptoms) with no clear inclusion and exclusion criteria, which is at high 
risk of introducing bias for evaluating diagnostic test accuracy

Outcome Effect per 1000 patients tested № of studies
(№ of samples)

Test accuracy
certainty of evidence

Pre-test probability of 5% Pre-test probability of 20%

Index and comparator tests positive (I + /C +) 
(patients with influenza A infection)

49 (45 to 50) 194 (178 to 200) 9 studies
460 samples

 ⊕  ⊕  ⊝  ⊝a

LOW

Index test negative, comparator positive 
(I−/C +) (patients incorrectly classified as not 
having influenza A infection)

1 (0 to 5) 6 (0 to 22)

Index and comparator tests negative (I−/C−) 
(patients without influenza A infection)

950 (941 to 950) 800 (792 to 800) 9 studies
3677 samples

 ⊕  ⊕  ⊝  ⊝a

LOW

Index test positive, comparator negative (I + /
C−) (patients incorrectly classified as having 
influenza A infection)

0 (0 to 9) 0 (0 to 8)
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mean sensitivity and specificity of 99% and 100% for 
detecting RSV, 97% and 100% for influenza A, and 98% 
and 100% for influenza B. If Luminex NxTAG RPP™ 
were used in a hypothetical population of 1000 per-
sons with acute lower respiratory symptoms where 50 
actually were infected with RSV-A or RSV-B (pre-test 
probability of 5%), we estimated that the test would 

correctly detect RSV in 50 people (50 I + /C + , 95% CrI 
48–50), would not miss any infection (0 I−/C + , 95% 
CrI 0–2), and would not detect RSV in people in dis-
cordance with the comparator tests (0 I + /C-,−95% 
CrI 0–19) (Table  2). Similar results were seen with 
influenza A and B: with a pre-test probability of 5%, we 
would anticipate one I−/C + case and no I + /C− case 
(Tables 3 and 4).

However, these results must be treated with caution. 
We found a high risk of bias in most studies, particu-
larly as regards patient selection, and a lack of clarity 
in many studies as to sample flow and timing. In sev-
eral studies Luminex NxTAG RPP™ was performed on 
stored frozen respiratory samples with unclear storage 
duration. While the data generated by these studies is 
important for assay validation, it is more complex to 
generalise their results to other patient populations.

Respiratory pathogens including RSV and influenza 
viruses are often in the differential diagnosis for patients 
presenting with febrile illness. Consequently, RPP may 
be used clinically for diagnostic testing in undifferenti-
ated fever cases. We did not find any studies matching 
our specific initial inclusion criterion of febrile patients. 
It may well be that Luminex NxTAG RPP™ performs 
equally well in patients with undifferentiated fever, but 
wider evaluation with prospective recruitment and clear 
inclusion criteria (symptomatic with fever and/or respir-
atory symptoms) should be conducted.

Fig. 5  Pooled (shaded) and predicted (dashed) credible regions of 
Luminex NxTAG RPP™ for detecting influenza viruses in respiratory 
samples

Table 4  Summary of findings for diagnostic accuracy of Luminex NxTAG RPP™ for the diagnosis of influenza B virus

C Comparator, CrI Credible intervalI, I Index test, RPP Respiratory pathogen panel

Patient or population: adults and children with symptoms of acute lower respiratory infection

Setting: worldwide

Index test: Luminex NxTAG RPP™

Comparator tests: other RPP

Predicted sensitivity: 0.98 (95% CrI: 0.88 to 1.00) | Predicted specificity: 1.00 (95% CrI: 0.99 to 1.00)

aDowngraded two levels for risk of bias: there is high or unclear risk of bias on the patient selection and flow and timing domains for all included studies. Six studies 
were planed after the test was performed on patients selected by physician (e.g. respiratory symptoms) with no clear inclusion and exclusion criteria, which is at high 
risk of introducing bias for evaluating diagnostic test accuracy

Outcome Effect per 1000 patients tested № of studies
(№ of samples)

Test accuracy
certainty of evidence

Pre-test probability of 5% Pre-test probability of 20%

Index and comparator tests positive (I + /C +) 
(patients with influenza B infection)

49 (45 to 50) 194 (178 to 200) 9 studies
164 samples

 ⊕  ⊕  ⊝  ⊝a

LOW

Index test negative, comparator positive 
(I−/C +) (patients incorrectly classified as not 
having influenza B infection)

1 (0 to 5) 6 (0 to 22)

Index and comparator tests negative (I−/C−) 
(patients without influenza B infection)

950 (941 to 950) 800 (792 to 800) 9 studies
3965 samples

 ⊕  ⊕  ⊝  ⊝a

LOW

Index test positive, comparator negative (I + /
C−) (patients incorrectly classified as having 
influenza B infection)

0 (0 to 9) 0 (0 to 8)
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The uncertainty in this review is compounded by the 
wide range of comparator tests used. Alternative refer-
ence tests to RT-PCR include culture (the classic gold 
standard but time consuming and laborious); direct fluo-
rescent antibody testing (requiring technical expertise 
and potentially subjective); serology (in general too slow 
to be of acute clinical relevance); and rapid immunoas-
says such as lateral flow tests, which may lack sensitiv-
ity [39]. Furthermore, in-house RT-PCRs are all likely 
to be unique in the first place, with different probe com-
binations and thus varying sensitivity and specificity. 
The wide range of reference tests is not isolated to our 
review—a previous meta-analysis of multiplex PCRs for 
diagnosis of respiratory infections showed similar find-
ings [13]. This apparent lack of a single ‘gold standard’ 
may be explained by a reliance on national regulatory 
bodies to rigorously assess commercial tests to ensure 
quality and performance (e.g. Food and Drug Adminis-
tration approval in the United States, CE-IVD marking in 
Europe) as opposed to large scale clinical studies evalu-
ating each test against a ‘gold standard’. Indeed, under 
changing IVD regulation in Europe, laboratories are 
likely to need to justify the use of in-house tests over and 
above those that are commercially available. This lack of 
a gold standard might appear concerning, but with regu-
latory bodies ensuring baseline performance conformity, 
the broad range of test kits available means laboratories 
have the freedom to choose test kits that fit best with 
local demographics and individual laboratory logistics. 
What then becomes most important is ongoing quality 
assurance, in particular external quality assurance such 
as inter-laboratory exchange schemes.

In terms of the limitations of our review, we set out 
to review the diagnostic accuracy of Luminex NxTAG 
RPP™ for detecting RSV, influenza A and influenza B in 
febrile patients, to match FIEBRE study objectives [17], 
but we found no studies including participants enrolled 
on the basis of fever. We therefore expanded our review 
to include any study where clinical samples were evalu-
ated with both Luminex NxTAG RPP™ and another 
assay, with obvious consequences in the applicability of 
our findings to patients with the common syndrome of 
febrile illness. Strengths of this review include a com-
prehensive literature search and a robust methodology 
with independent duplicate review and adherence to 
QUADAS-2 and GRADE methodology, and PRISMA 
guidelines. Furthermore, by using an extension to the 
HSROC model we have not assumed that any one test 
is a gold standard, but that all tests are imperfect meas-
ures of an underlying not directly observable (true 
disease) status or class [23]. This statistical method 
lends itself well to analysing the multiple comparator 
tests used in studies identified for this review and the 

inherent heterogeneity this brings as well as mitigating 
against the lack of a true gold standard reference test in 
this context.

Conclusion
We found excellent sensitivity and specificity for the 
Luminex NxTAG RPP™ assay for RSV and influenza 
A and B, but within studies that were either limited to 
patients with respiratory symptoms, or with an unclear 
participant enrolment strategy. Further research is mer-
ited to ascertain whether Luminex NxTAG RPP™ will 
perform equally well among patients with febrile illness.
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Abstract 

Background  The incidence of cryptococcosis amongst HIV-negative persons is increasing. Whilst the excellent per-
formance of the CrAg testing in people living with HIV is well described, the diagnostic performance of the CrAg LFA 
has not been systematically evaluated in HIV-negative cohorts on serum or cerebrospinal fluid.

Methods  We performed a systematic review to characterise the diagnostic performance of IMMY CrAg® LFA in HIV-
negative populations on serum and cerebrospinal fluid. A systematic electronic search was performed using Medline, 
Embase, Global Health, CENTRAL, WoS Science Citation Index, SCOPUS, Africa-Wide Information, LILACS and WHO 
Global Health Library. Studies were screened and data extracted from eligible studies by two independent reviewers. 
A fixed effect meta-analysis was used to estimate the diagnostic sensitivity and specificity.

Results  Of 447 records assessed for eligibility, nine studies met our inclusion criteria, including 528 participants over-
all. Amongst eight studies that evaluated the diagnostic performance of the IMMY CrAg® LFA on serum, the pooled 
median sensitivity was 96% (95% Credible Interval (CrI) 68–100%) with a pooled specificity estimate of 96% (95%CrI 
84–100%). Amongst six studies which evaluated the diagnostic performance of IMMY CrAg® LFA on CSF, the pooled 
median sensitivity was 99% (95%CrI 95–100%) with a pooled specificity median of 99% (95%CrI 95–100%).

Conclusions  This review demonstrates a high pooled sensitivity and specificity for the IMMY CrAg® LFA in HIV-
negative populations, in keeping with findings in HIV-positive individuals. The review was limited by the small number 
of studies. Further studies using IMMY CrAg® LFA in HIV-negative populations would help to better determine the 
diagnostic value of this test.

Keywords  Cryptococcosis, HIV-negative, CrAg, Cryptococcal antigen, Lateral flow assay, Diagnosis, Diagnostic, 
Diagnostic performance, Serum, CSF
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Background
Cryptococcosis is a fungal infection caused by the path-
ogenic Cryptococcus species, of which there are seven 
recognised species: C. neoformans variety grubii, C. neo-
formans variety neoformans and five species within C. 
gatti [1]. Infection occurs following inhalation of fungal 
cells which may lead to either asymptomatic colonisa-
tion or pulmonary cryptococcal disease [2] presenting 
with cough, fever, shortness of breath and/or pulmonary 
nodules on chest radiographs [3]. Cryptococcus spp. may 
disseminate to cause cryptococcal antigenaemia, with or 
without progression to multi-organ disease. Dissemina-
tion to the central nervous system causes cryptococcal 
meningitis, which typically presents with fever, headache, 
neck stiffness, altered mental status and visual distur-
bance [2]. Other body sites such as liver, spleen skin and 
bone are less commonly affected [3].

Cryptococcal infection most often occurs in people liv-
ing with HIV (PLWH); however, the proportion of cases 
in HIV-negative patients is increasing in high income 
countries [4, 5], in part due to increasing use of immuno-
suppressive therapies for cancer chemotherapy and organ 
transplantation [4, 6].

In addition to immunosuppressive therapy or solid 
organ transplantation, hematopoietic and other malig-
nancies, innate immune defects, advanced renal or liver 
disease, diabetes mellitus, rheumatologic diseases and 
sarcoidosis increase the risk of cryptococcal infection 
[3, 7, 8]. Clinical cases of cryptococcal disease have also 
been reported in apparently immunocompetent individ-
uals [2, 3, 9].

Cryptococcal antigen (CrAg) is a biomarker of cryp-
tococcosis, and detection of CrAg in cerebrospinal fluid 
(CSF), serum, plasma or whole blood either by lateral 
flow assay (LFA), latex agglutination (LA) or enzyme-
linked immunosorbent assays (ELISA) is the cornerstone 
in diagnosing cryptococcosis. Other diagnostic modali-
ties include basic CSF analysis (white cell count, protein, 
glucose), India ink staining, cryptococcal culture on Sab-
ouraud’s dextrose agar, and histology. Multiplex polymer-
ase chain (PCR) platforms including Cryptococcus spp. 
as a target pathogen have also been evaluated as a diag-
nostic tool for cryptococcosis; and matrix-assisted laser 
desorption ionization–time-of-flight mass spectrometry 
(MALDI-TOF) has also been reported to detect Crypto-
coccus spp. in clinical specimens [10]. The World Health 
Organization (WHO) recommends rapid Ag-detection 
assays for diagnosis of cryptococcal disease in PLWH 
[11].

The IMMY CrAg® LFA (Norman, Oklahoma, USA), 
approved by the U.S. Food and Drug Administration 
(FDA) in 2011, is an immunochromatographic dipstick 

assay that detects antigen with qualitative or semiquan-
titative results. The IMMY CrAg® LFA is currently the 
most sensitive commercially available cryptococcal 
diagnostic test, with superior sensitivity to India ink 
microscopy on CSF, CSF cryptococcal culture, Merid-
ian Cryptococcal Antigen Latex Agglutination System 
(CALAS®), the Meridian EIA assay, and the BioFire® 
FilmArray® Meningitis/Encephalitis (ME) panel [12–16]. 
The IMMY CrAg® LFA was therefore employed as part 
of The Febrile Illness Evaluation in a Broad Range of 
Endemicities (FIEBRE) study; a prospective observa-
tional study to investigate the infectious causes of fever at 
four sites in Africa and Asia, collecting data and samples 
from PLWH and HIV-negative inpatients and outpatients 
[17]. FIEBRE focused on illnesses deemed preventable or 
treatable, of which cryptococcosis is an important exam-
ple. Lumbar punctures were not routinely conducted as 
part of the FIEBRE diagnostic package, so the IMMY 
CrAg® LFA performed on serum samples was chosen as 
the diagnostic strategy for all FIEBRE participants.

The performance of CrAg testing for the diagnosis of 
cryptococcosis in HIV-negative populations has not pre-
viously been systematically reviewed. This review aims to 
assess diagnostic performance of the IMMY CrAg® LFA 
compared to other cryptococcal diagnostic tests for the 
diagnosis of cryptococcosis in HIV-negative persons.

Methods
This systematic review was registered at PROSPERO 
(www.​crd.​york.​ac.​uk/​PROSP​ERO) as CRD42022314040 
on 02/03/2022 and is reported following the Preferred 
Reporting Items for Systematic Reviews and Meta-Anal-
yses (PRISMA) statement for the reporting of systematic 
reviews and meta-analyses [18].

Literature search strategy
The following searches were conducted with an aim of 
identifying all studies reporting on the diagnostic per-
formance of the IMMY CrAg® LFA for the diagnosis of 
cryptococcosis in HIV-negative populations. The study 
population was HIV-negative adults and children. The 
index test was the IMMY CrAg® LFA and comparator 
tests were any alternative cryptococcal diagnostic test/s, 
including clinical composite end-points.

A systematic electronic search was conducted using 
Medline, Embase, Global Health, CENTRAL, WoS Sci-
ence Citation Index, SCOPUS, Africa-Wide Information, 
LILACS and WHO Global Health Library. A draft search 
strategy was compiled in the OvidSP Medline data-
base by an experienced information specialist (JF). The 
search strategy included strings of terms, synonyms and 
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controlled vocabulary terms (where available) to reflect 
two concepts: Cryptococcus spp. and IMMY lateral flow 
assay. Further information on the search methodology is 
available in Additional file 1.

Information management
All citations identified were imported into EndNote™ X9 
software (Pennsylvania, PA, USA). Duplicates were iden-
tified and removed using the method described on the 
London School of Hygiene & Tropical Medicine Library 
& Archives Service blog [19].

The OvidSP MEDLINE search was adapted for each 
of the bibliographic databases. The search period was 
2009–July 2021, as the IMMY CrAg® LFA was intro-
duced in 2009.

Study selection
A two-stage screening process was employed: (1) at 
title and abstract and (2) at full-text level according to 
eligibility criteria as detailed below. Screening was per-
formed in duplicate independently by two reviewers 
(CM, JE), and any disagreements were resolved by dis-
cussion. Reports not meeting the eligibility criteria were 
excluded. Reference and citation checking were con-
ducted for included articles.

Studies were eligible for inclusion if they reported on 
the use of the IMMY CrAg® LFA tested on serum and/
or CSF, in HIV-negative persons, compared to any other 
test/s or composite used to diagnose cryptococcal dis-
ease. Studies including asymptomatic and/or symp-
tomatic persons were included. We included all study 
types, irrespective of country, region, continent, or level 
of care (primary, secondary, or tertiary). Studies that did 
not have disaggregate data for HIV-negative participants 
were excluded.

Study selection criteria
  

1)	 Paper written in English,
2)	 Studies from 2009 onwards,
3)	 Study reports use of IMMY CrAg® LFA on serum 

or CSF,
4)	 Samples tested are from HIV-negative persons 

(adults andchildren) only, or if HIV-positive persons 
included disaggregated data ispresented,

5)	 Paired data: The same samples tested with IMMY 
CrAg® LFA compared to any referencestandard,

6)	 Not case study or case report (and participants 
testedn>5),

7)	 Full peer-reviewed published text available.

Data extraction and synthesis
For all eligible studies two reviewers (CM, JE) indepen-
dently extracted data using an Excel spreadsheet (Micro-
soft Corp., Redmond, WA, USA) including sample size, 
study design, participant characteristics, sample charac-
teristics, flow and timing of sample analysis and compar-
ator test characteristics. For each study the performance 
results for the CrAg LFA test (Index, “I”) and the compar-
ator test (“C”) were extracted into 2 × 2 tables. In studies 
using multiple comparator tests a 2 × 2 table was gener-
ated for each comparator.

Quality assessment
Two reviewers (CM, JE) used the QUADAS-2 (qual-
ity assessment of diagnostic-accuracy studies-2) tool for 
quality assessment to evaluate the risk of bias and appli-
cability of all included studies [20]. Disagreements were 
resolved by discussion.

Statistical analysis and data synthesis
The original analysis plan included random effect meta-
analysis. A random-effect meta-analysis accounting for 
between-study heterogeneity would usually be the model 
of choice in this scenario because we would not expect 
the sensitivity and specificity of the diagnostic test to be 
the same in each study. In this systematic review how-
ever, there were a limited number of studies and only one 
study that actively sought to investigate the specificity 
[21] of the diagnostic test of interest, making a random-
effects model inappropriate [22]. A fixed-effect model 
was therefore used in this instance.

Modelled estimates for the sensitivity and specificity of 
the IMMY CrAg® LFA were calculated for each study, as 
well as a single pooled estimate. The studies were subdi-
vided by sample type; the estimates were calculated for 
use of the CrAg LFA on both serum and CSF. For the 
analysis similar comparator tests, for example, different 
latex agglutination tests, were grouped to represent a sin-
gle comparator test.

We chose to fit a Hierarchical Summary Receiver 
Operating Characteristic (HSROC) model [23] with 
fixed accuracy and threshold parameters. This model 
still ensures that sensitivity and specificity are jointly 
estimated as well as accounting for imperfect refer-
ence tests [24] while also allowing for asymmetry in 
the SROC curve. This model can be seen as a simpli-
fication of the random effects model fit in Jullien et  al. 
[25] where the variances of the random effects are zero 
(i.e.σθ = 0, and σα = 0, such thatθj and αj are equal to�

and� , respectively).
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All analyses were conducted in R with stan [26]. For 
model code see: https://​github.​com/​shk313/​diagn​ostic-​
test-​metaa​nalys​is/​tree/​main/​CrAg.

Results
Our searches yielded 447 potentially eligible articles. 
After removal of duplicates (n = 12), screening of titles 
and abstracts (n = 435) and review of the full texts 
(n = 41), nine articles met our eligibility criteria for inclu-
sion (Fig. 1 PRISMA diagram).

Study description
The nine articles included and their key characteristics 
are summarised in Tables 1 and 2. In total, the included 
studies evaluated the diagnostic performance of the 
IMMY CrAg® LFA in 528 HIV-negative persons, across 

three continents. The reports were published between 
2015 and 2021. The mean number of participants per 
study was 59, with a median of 37 participants per study. 
The age of study participants ranged from eight [27] to 
88 years. [28, 29] The majority of participants were male, 
with the percentage of female participants ranging from 
27 to 50% [28, 30]. All studies used cross sectional study 
design.

In seven of the nine included studies, a proportion 
(12–55%) of the participants were reported to be immu-
nosuppressed. Where documented, immunosuppression 
included long-term immunosuppressive therapy (1–20%) 
[21, 27, 28, 31], solid organ transplant (3–19%) [21, 27, 
28, 31], malignancy (3–11%) [21, 28, 29, 31–33], innate 
immune defects (3–39%) [27, 32], liver disease (1–19%) 
[21, 27, 32], renal disease (3%) [32], diabetes (3–14%) 
[27–29, 32, 33] and rheumatological disease (1–14%) [21, 

Fig. 1  PRISMA diagram showing selection of studies for a systematic review of the diagnostic performance of the IMMY cryptococcal antigen 
lateral flow assay on serum and cerebrospinal fluid in HIV-negative patients. *No full text available (6), paper not written in English (2), samples 
tested not from HIV-negative persons (adults or children) – or no disaggregate data for HIV-negative persons (13), study reports on < 4 cases (8), 
does not report use of IMMY CrAg® LFA on serum or CSF (3)



Page 5 of 11Macrae et al. BMC Infectious Diseases          (2023) 23:209 	
Ta

bl
e 

1 
Su

m
m

ar
y 

of
 c

ha
ra

ct
er

is
tic

s 
of

 s
tu

di
es

 re
po

rt
in

g 
fin

di
ng

s 
of

 IM
M

Y 
C

rA
g®

 la
te

ra
l fl

ow
 a

ss
ay

 o
n 

se
ru

m
 a

nd
 c

om
pa

ra
to

r t
es

t(
s)

Cr
yp

to
co

cc
al

 d
is

ea
se

 p
he

no
ty

pe
s

a  C
ry

pt
oc

oc
ca

l a
nt

ig
en

ae
m

ia
: i

so
la

te
d 

cr
yp

to
co

cc
al

 a
nt

ig
en

ae
m

ia
 w

ith
ou

t e
vi

de
nc

e 
of

 d
is

ea
se

b  O
th

er
: a

ny
 o

th
er

 c
ry

pt
oc

oc
ca

l d
is

ea
se

 in
cl

ud
in

g 
di

ss
em

in
at

ed
 d

is
ea

se

D
efi

ni
tio

n 
of

 c
om

po
si

te
s 

us
ed

 a
s 

co
m

pa
ra

to
rs

c  (i
) a

 C
ry

pt
oc

oc
cu

s 
sp

ec
ie

s 
w

as
 re

co
ve

re
d 

in
 c

ul
tu

re
 fr

om
 a

ny
 s

pe
ci

m
en

 s
ou

rc
e,

 (i
i) 

a 
Cr

yp
to

co
cc

us
 s

pe
ci

es
 w

as
 h

is
to

pa
th

ol
og

ic
al

ly
 id

en
tifi

ed
 in

 a
ny

 s
pe

ci
m

en
, o

r (
iii

) t
he

 p
at

ie
nt

 re
sp

on
de

d 
to

 ta
rg

et
ed

 a
nt

ifu
ng

al
 th

er
ap

y 
w

ith
 c

on
co

m
ita

nt
 d

ec
re

as
es

 in
 s

er
ia

l C
rA

g 
LF

A
 ti

te
rs

 [2
8]

d  P
os

iti
ve

 s
er

um
 o

r C
SF

 C
rA

g,
 is

ol
at

io
n 

of
 C

ry
pt

oc
oc

cu
s 

ne
of

or
m

an
s 

in
 c

ul
tu

re
, o

r i
de

nt
ifi

ca
tio

n 
by

 th
e 

In
te

rn
at

io
na

l C
la

ss
ifi

ca
tio

n 
of

 D
is

ea
se

s 
(IC

D
) 9

th
 (1

17
.5

, 3
21

.0
) o

r 1
0t

h 
(B

45
.1

-B
45

.9
) e

di
tio

ns
 [3

4]
e  C

ry
pt

oc
oc

ca
l i

nf
ec

tio
ns

 d
efi

ne
d 

as
: e

ith
er

 “p
ro

ve
n”

, “
pr

ob
ab

le
”, “

po
ss

ib
le

” o
r “

no
n-

cr
yp

to
- c

oc
co

si
s”,

 a
s 

de
sc

rib
ed

 fo
r o

th
er

 in
va

si
ve

 fu
ng

al
 d

is
ea

se
s, 

w
ith

 s
om

e 
m

od
ifi

ca
tio

ns
 in

 p
at

ie
nt

s 
w

ith
 lo

w
 C

rA
g 

LF
A

 ti
te

rs
 a

s 
pe

r D
e 

Pa
uw

 e
t a

l. 
[3

6]
f  P

ro
ve

n 
pu

lm
on

ar
y 

cr
yp

to
co

cc
os

is
 b

as
ed

 o
n 

th
e 

fo
llo

w
in

g 
cr

ite
ria

: h
is

to
pa

th
ol

og
ic

al
, c

yt
op

at
ho

lo
gi

ca
l o

r d
ire

ct
 m

ic
ro

sc
op

ic
 e

xa
m

in
at

io
n 

of
 a

 s
pe

ci
m

en
 o

bt
ai

ne
d 

by
 a

 n
ee

dl
e 

as
pi

ra
tio

n 
or

 b
io

ps
y 

fr
om

 a
 n

or
m

al
ly

 s
te

ril
e 

si
te

 (o
th

er
 th

an
 m

uc
ou

s 
m

em
br

an
es

) s
ho

w
in

g 
en

ca
ps

ul
at

ed
 b

ud
di

ng
 y

ea
st

s;
 o

r p
ro

ba
bl

e 
PC

 if
 e

ac
h 

of
 th

e 
th

re
e 

el
em

en
ts

 o
f h

os
t f

ac
to

r, 
cl

in
ic

al
 fe

at
ur

es
 a

nd
 m

yc
ol

og
ic

al
 e

vi
de

nc
e 

w
er

e 
pr

es
en

t [
33

]
g  Te

st
in

g 
of

 s
to

re
d 

la
bo

ra
to

ry
 s

am
pl

es

A
ut

ho
r, 

da
te

 o
f 

pu
bl

ic
at

io
n

Se
tt

in
g

n
St

ud
y 

po
pu

la
tio

n
Im

m
un

os
up

pr
es

se
d 

n 
(%

)
Cr

yp
to

co
cc

al
 

di
se

as
e 

ph
en

ot
yp

e
Sa

m
pl

es
 

te
st

ed
 (n

)
Co

m
pa

ra
to

r t
es

t(
s)

Re
po

rt
ed

 s
en

si
tiv

it
y 

(9
5%

 C
I)

Re
po

rt
ed

 s
pe

ci
fic

it
y

1
D

ub
be

ls
 2

01
7

U
SA

37
N

ot
 re

po
rt

ed
15

 (4
0.

5%
)

C
ry

pt
oc

oc
ca

l m
en

-
in

gi
tis

, p
ul

m
on

ar
y 

cr
yp

to
co

cc
os

is
, o

th
er

36
Cu

ltu
re

, h
is

to
lo

gy
, L

A
, 

co
m

po
si

te
c

N
ot

 c
al

cu
la

te
d

66
%

2
H

ar
rin

gt
on

 2
02

1
U

SA
96

A
sy

m
pt

om
at

ic
 in

pa
-

tie
nt

s 
an

d 
ou

tp
at

ie
nt

s
43

 (4
5%

)
N

o 
di

se
as

e
35

LA
N

ot
 c

al
cu

la
te

d
N

ot
 c

al
cu

la
te

d

3
H

ev
ey

 2
02

0
U

SA
34

Sy
m

pt
om

at
ic

 in
pa

tie
nt

s
N

ot
 re

po
rt

ed
Pu

lm
on

ar
y 

cr
yp

to
co

c-
co

si
s, 

ot
he

rb
34

Co
m

po
si

te
 c

lin
ic

al
 a

nd
 

la
bo

ra
to

ry
 e

nd
 p

oi
nt

d
O

ve
ra

ll 
85

.3
%

, 
lo

ca
lis

ed
 p

ul
m

on
ar

y 
90

.9
%

 (5
8.

7–
99

.8
%

), 
di

ss
em

in
at

ed
 8

2.
6%

 
(6

1.
2–

95
.1

%
)

N
ot

 c
al

cu
la

te
d

4
Jit

m
ua

ng
 2

01
5

U
SA

31
Sy

m
pt

om
at

ic
 in

pa
tie

nt
s

17
 (5

5%
)

C
ry

pt
oc

oc
ca

l 
an

tig
en

em
ia

,a  C
ry

p-
to

co
cc

al
 m

en
in

gi
tis

, 
pu

lm
on

ar
y 

cr
yp

to
-

co
cc

os
is

, o
th

er
b

53
LA

, E
IA

10
0%

 (9
2–

10
0%

)
N

ot
 c

al
cu

la
te

d

5
M

in
 2

02
0

C
hi

na
78

Sy
m

pt
om

at
ic

 in
pa

tie
nt

s
17

 (2
2%

)
Pu

lm
on

ar
y 

cr
yp

to
co

c-
co

si
s

78
Lu

ng
 b

io
ps

y 
(h

is
to

pa
-

th
ol

og
y)

69
.2

%
 o

ve
ra

ll,
 im

m
u-

no
co

m
pe

te
nt

 8
0.

3%
, 

im
m

un
oc

om
pr

o-
m

is
ed

 2
9.

4%

N
ot

 c
al

cu
la

te
d

6
Ti

nt
el

no
t 2

01
5

G
er

m
an

y
8

N
ot

 re
po

rt
ed

g
0

C
ry

pt
oc

oc
ca

l 
an

tig
en

em
ia

,a  c
ry

pt
o-

co
cc

al
 m

en
in

gi
tis

9
LA

N
ot

 c
al

cu
la

te
d

N
ot

 c
al

cu
la

te
d

7
W

an
g 

20
20

C
hi

na
14

9
Sy

m
pt

om
at

ic
 in

pa
tie

nt
s

55
 (3

7%
)

C
ry

pt
oc

oc
ca

l 
an

tig
en

em
ia

,a  c
ry

p-
to

co
cc

al
 m

en
in

gi
tis

, 
pu

lm
on

ar
y 

cr
yp

to
-

co
cc

os
is

13
6

Co
m

po
si

te
 c

lin
ic

al
 a

nd
 

la
bo

ra
to

ry
 e

nd
 p

oi
nt

e
Ti

tr
e 

1:
10

 3
9.

6%
 

(2
9.

7–
50

.1
%

), 
Ti

tr
e 

1:
5 

72
.9

%
 (6

2.
9–

81
.5

%
)

Ti
tr

e 
1:

10
 1

00
%

(6
9.

2–
10

0%
), 

Ti
tr

e 
1:

5 
70

.0
%

 
(3

4.
8–

93
.3

%
)

8
W

u 
20

20
C

hi
na

37
Sy

m
pt

om
at

ic
 a

nd
 

as
ym

pt
om

at
ic

 in
pa

-
tie

nt
s

15
 (4

1%
)

Pu
lm

on
ar

y 
cr

yp
to

co
c-

co
si

s
25

Co
m

po
si

te
 c

lin
ic

al
 a

nd
 

la
bo

ra
to

ry
 e

nd
 p

oi
nt

f
N

ot
 c

al
cu

la
te

d
N

ot
 c

al
cu

la
te

d



Page 6 of 11Macrae et al. BMC Infectious Diseases          (2023) 23:209 

Ta
bl

e 
2 

Su
m

m
ar

y 
of

 c
ha

ra
ct

er
is

tic
s 

of
 s

tu
di

es
 re

po
rt

in
g 

fin
di

ng
s 

of
 IM

M
Y 

C
rA

g®
 la

te
ra

l fl
ow

 a
ss

ay
 o

n 
ce

re
br

os
pi

na
l fl

ui
d 

(C
SF

) a
nd

 c
om

pa
ra

to
r t

es
t(

s)

Cr
yp

to
co

cc
al

 d
is

ea
se

 p
he

no
ty

pe
s

a  C
ry

pt
oc

oc
ca

l a
nt

ig
en

ae
m

ia
: i

so
la

te
d 

cr
yp

to
co

cc
al

 a
nt

ig
en

ae
m

ia
 w

ith
ou

t e
vi

de
nc

e 
of

 d
is

ea
se

b  O
th

er
: a

ny
 o

th
er

 c
ry

pt
oc

oc
ca

l d
is

ea
se

 in
cl

ud
in

g 
di

ss
em

in
at

ed
 d

is
ea

se

D
efi

ni
tio

n 
of

 c
om

po
si

te
s 

us
ed

 a
s 

co
m

pa
ra

to
rs

c  (i
) a

 C
ry

pt
oc

oc
cu

s 
sp

ec
ie

s 
w

as
 re

co
ve

re
d 

in
 c

ul
tu

re
 fr

om
 a

ny
 s

pe
ci

m
en

 s
ou

rc
e,

 (i
i) 

a 
Cr

yp
to

co
cc

us
 s

pe
ci

es
 w

as
 h

is
to

pa
th

ol
og

ic
al

ly
 id

en
tifi

ed
 in

 a
ny

 s
pe

ci
m

en
, o

r (
iii

) t
he

 p
at

ie
nt

 re
sp

on
de

d 
to

 ta
rg

et
ed

 a
nt

ifu
ng

al
 th

er
ap

y 
w

ith
 c

on
co

m
ita

nt
 d

ec
re

as
es

 in
 s

er
ia

l C
rA

g 
LF

A
 ti

te
rs

 [2
8]

d  C
ry

pt
oc

oc
ca

l i
nf

ec
tio

ns
 d

efi
ne

d 
as

: e
ith

er
 “p

ro
ve

n”
, “

pr
ob

ab
le

”, “
po

ss
ib

le
” o

r “
no

n-
cr

yp
to

co
cc

os
is

”, 
as

 d
es

cr
ib

ed
 fo

r o
th

er
 in

va
si

ve
 fu

ng
al

 d
is

ea
se

s, 
w

ith
 s

om
e 

m
od

ifi
ca

tio
ns

 in
 p

at
ie

nt
s 

w
ith

 lo
w

 C
rA

g 
LF

A
 ti

te
rs

 a
s 

pe
r D

e 
Pa

uw
 e

t a
l. 

[4
2]

e  Te
st

in
g 

of
 s

to
re

d 
la

bo
ra

to
ry

 s
am

pl
es

A
ut

ho
r, 

da
te

 o
f 

pu
bl

ic
at

io
n

Se
tt

in
g

n
St

ud
y 

po
pu

la
tio

n
Im

m
un

os
up

pr
es

se
d 

n 
(%

)
Cr

yp
to

co
cc

al
 

di
se

as
e 

ph
en

ot
yp

e
Sa

m
pl

es
 

te
st

ed
 

(n
)

Co
m

pa
ra

to
r t

es
t(

s)
Re

po
rt

ed
 

se
ns

iti
vi

ty
 (9

5%
 C

I)
Re

po
rt

ed
 s

pe
ci

fic
it

y

1
C

he
n 

20
16

C
hi

na
58

Sy
m

pt
om

at
ic

 in
pa

-
tie

nt
s

7 
(1

2%
)

C
ry

pt
oc

oc
ca

l m
en

in
-

gi
tis

85
In

di
a 

in
k,

 c
ul

tu
re

, 
LA

M
P, 

qP
C

R
97

.6
%

, (
91

.8
–9

9.
7%

)
N

ot
 c

al
cu

la
te

d

2
D

ub
be

ls
 2

01
7

U
SA

37
N

ot
 re

po
rt

ed
15

 (4
0.

5%
)

C
ry

pt
oc

oc
ca

l m
en

in
-

gi
tis

, p
ul

m
on

ar
y 

cr
yp

to
co

cc
os

is
, 

ot
he

r

12
Cu

ltu
re

, h
is

to
lo

gy
, L

A
, 

co
m

po
si

te
c

N
ot

 c
al

cu
la

te
d

66
%

3
H

ar
rin

gt
on

 2
02

1
U

SA
96

A
sy

m
pt

om
at

ic
 in

pa
-

tie
nt

s 
an

d 
ou

tp
at

ie
nt

s
43

 (4
5%

)
N

o 
di

se
as

e
79

LA
N

ot
 c

al
cu

la
te

d
N

ot
 c

al
cu

la
te

d

4
Jit

m
ua

ng
 2

01
5

U
SA

31
Sy

m
pt

om
at

ic
 in

pa
-

tie
nt

s
17

 (5
5%

)
C

ry
pt

oc
oc

ca
l 

an
tig

en
em

ia
,a  C

ry
p-

to
co

cc
al

 m
en

in
gi

tis
, 

pu
lm

on
ar

y 
cr

yp
to

-
co

cc
os

is
, o

th
er

b

11
LA

, E
IA

10
0%

 (6
6–

10
0%

)
N

ot
 c

al
cu

la
te

d

5
Ti

nt
el

no
t 2

01
5

G
er

m
an

y
8

N
ot

 re
po

rt
ed

e
0

C
ry

pt
oc

oc
ca

l 
an

tig
en

em
ia

,a  c
ry

p-
to

co
cc

al
 m

en
in

gi
tis

2
LA

N
ot

 c
al

cu
la

te
d

N
ot

 c
al

cu
la

te
d

6
W

an
g 

20
20

C
hi

na
14

9
Sy

m
pt

om
at

ic
 in

pa
-

tie
nt

s
55

 (3
7%

)
C

ry
pt

oc
oc

ca
l 

an
tig

en
em

ia
,a  c

ry
p-

to
co

cc
al

 m
en

in
gi

tis
, 

pu
lm

on
ar

y 
cr

yp
to

-
co

cc
os

is

22
Co

m
po

si
te

 c
lin

ic
al

 
an

d 
la

bo
ra

to
ry

 e
nd

 
po

in
td

C
SF

 ti
tr

e 
1:

10
 5

0.
0%

 
(2

1.
1–

78
.9

%
), 

C
SF

 
tit

re
 1

:5
 6

6.
7%

 
(3

4.
9–

90
.1

%
)

N
ot

 c
al

cu
la

te
d



Page 7 of 11Macrae et al. BMC Infectious Diseases          (2023) 23:209 	

27, 33]. Other forms of reported immunosuppression 
included tuberculosis [27] and myasthenia gravis [32].

The majority of studies (six of seven) reported on the 
diagnostic performance of the IMMY LFA amongst 
symptomatic inpatients. This included patients with a 
range of cryptococcosis clinical phenotypes including 
cryptococcal antigenaemia (n = 56), cryptococcal men-
ingitis (n = 103), pulmonary cryptococcosis (n = 233), 
and other cryptococcal disease including unspecified 
disseminated cryptococcosis (n = 39). There was signifi-
cant heterogeneity between study cohorts with one study 
looking at cryptococcal meningitis only [27], two looking 
at only pulmonary cryptococcosis [31, 33], and the others 
including a combination of cryptococcal meningitis, pul-
monary cryptococcosis and cryptococcal antigenaemia 
in varying proportions [28–30, 32, 34].

The diagnostic performance of the IMMY CrAg® LFA 
was compared to a wide range of comparators. Across all 
studies the results of IMMY CrAg® LFA testing on serum 
were compared with eight different cryptococcal diag-
nostic tests/composites: IMMY LA (n = 1), Meridian LA 
(n = 3), Biorad LA (n = 1) and Remel LA (n = 1) [21, 30, 
32], Meridian EIA (n = 1) [32], culture of any site (n = 1) 
[28], histopathology (n = 2) [28, 31], and composites 
(n = 3) [29, 33, 34]. IMMY CrAg® LFA testing on CSF was 
compared with 10 different cryptococcal diagnostic tests/
composites: IMMY LA (n = 1), Meridian LA (n = 3), Bio-
rad LA (n = 1) and Remel LA (n = 1) [21, 30, 32], Merid-
ian EIA (n = 1) [32], culture (n = 2) [27, 28], microscopy 
performed on India ink-stained samples (n = 1) [27], 
composites (n = 2) [28, 29], LAMP (n = 1) [27] and qPCR 
(n = 1) [27]. A total of three clinical composite end-point 

definitions were used, as described in the footnotes of 
Tables 1 and 2 [28, 33, 34].

Findings
Amongst eight studies which used the IMMY CrAg® 
LFA on serum to detect cryptococcal disease, the 
pooled sensitivity estimate, as compared to all compara-
tor tests, was calculated as 96% (95%CrI 68–100%) and 
the pooled specificity estimate was calculated as 96% 
(95%CrI 84–100%). Amongst six studies which evalu-
ated the diagnostic performance of IMMY CrAg® LFA on 
CSF, the pooled sensitivity was calculated as 99% (95%CrI 
95–100%) and pooled specificity 99% (95%CrI 95–100%).

The estimated sensitivity and specificity of the IMMY 
CrAg® LFA in each study as well as the pooled estimates 
from testing on serum and CSF are shown in Figs. 2 and 
3.

Methodological quality of included studies
Table  3 summarises the risk of bias and applicability 
concerns for each study. Overall there were no concerns 
about the applicability of the included studies. All studies 
were classified as having some risk of bias however, either 
with respect to (i) patient selection, (ii) interpretation of 
the index test, (iii) choice and/or interpretation of the ref-
erence standard, or (iv) sample flow and timing. In seven 
of nine studies, bias concerns were raised in ≥ 2 of the 
categories; three studies were classified as being at high 
risk of bias. The primary risk of bias category highlighted 
was in relation to interpretation of the index test, as in 
seven studies it was unclear whether the IMMY CrAg® 
LFA result was interpreted in isolation, without prior 

Fig. 2  Forest plot of IMMY CrAg® lateral flow assay sensitivity and specificity on serum
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knowledge of the results of the comparator test/s. Addi-
tionally, four studies were classified as being an unclear 
risk of bias with respect to patient selection, because it 
was not reported if patient sampling was random and/or 
whether the study avoided inappropriate exclusions.

Discussion
In this review, we evaluated the diagnostic performance 
of the IMMY CrAg® LFA for diagnosis of cryptococcal 
disease amongst 528 HIV-negative persons from 9 stud-
ies. The point estimate for the sensitivity and specificity 
of the IMMY CrAg® LFA from the pooled values were 
good in both serum and CSF (> 95% for both), in keeping 
with estimates reported in HIV positive cohorts [12, 13, 
15, 16]. This is an important finding because, although 
the greatest burden of cryptococcal disease occurs in 
PLWH, this globally endemic fungal pathogen also infects 
HIV-negative individuals in increasing proportions.

These findings are consistent with the diagnostic accu-
racy literature from HIV-positive cohorts. In all pub-
lished studies in PLWH, the IMMY CrAg® LFA has 
been found to be more sensitive than all other cryp-
tococcal diagnostic tests. In a large multi-site valida-
tion study amongst PLWH in Uganda and South Arica, 
the IMMY CrAg® LFA performed on CSF was more 
sensitive than CSF culture (99.3% vs 90.0%), and more 
sensitive and specific than India ink microscopy on 
CSF (99.3% vs 86.1% and 99.1% vs 97.3% respectively) 
[12]. A study comparing IMMY CrAg® LFA to Merid-
ian Cryptococcal Antigen Latex Agglutination System 
(CALAS®) and Meridian enzyme immunoassay (EIA), 
which tested 1,000 specimens (589 serum and 411 CSF) 
in parallel demonstrated higher sensitivity of the IMMY 
CrAg® LFA due to improved sensitivity for serotype 

C Glucuronoxylomannan (GXM) [13]. Similarly, the 
IMMY CrAg® LFA has better diagnostic performance 
than current PCR-based cryptococcosis diagnostics [15]. 
Amongst 328 adult and 42 paediatric CSF specimens 
evaluated using a multiplex PCR-based commercial assay 
(the BioFire® FilmArray® Meningitis/Encephalitis (ME) 
panel; BioFire Diagnostics, Salt Lake City, Utah, USA), 
for Cryptococcus spp., sensitivity was 82% and specificity 
was 98%, using CSF CrAg testing as the reference stand-
ard [15].

A systematic review and meta-analysis of 11 stud-
ies compared CrAg testing, of serum or CSF, to CSF 
microscopy with India ink staining, and CSF culture for 
the diagnosis of cryptococcal meningitis in symptomatic 
PLWH [16]. In all studies fungal culture was the refer-
ence standard for confirming cryptococcal meningitis. 
The review calculated the sensitivity and specificity of 
both LA and LFA CrAg tests on serum and CSF, using 
pooled data from multiple studies. For LA on serum (five 
diagnostic cohorts, 256 participants) the pooled sensitiv-
ity estimate was 100% (99.5–100) with pooled specific-
ity estimate 96.7% (93.8–98.9). For LFA on serum (three 
diagnostic cohorts, 1690 participants) the pooled sensi-
tivity estimate was 97.9% (87.9–100) and pooled specific-
ity estimate was 89.5% (74.3–98.5). LA showed similar 
sensitivity in serum as LFA (P = 0.08) and there was no 
statistically significant difference in specificity (P = 0.14). 
For LA on CSF (10 diagnostic cohorts, 1810 participants) 
the pooled sensitivity was 97.1% (91.9–99.0) and pooled 
specificity was 99.1% (93.8–99.9). For LFA on CSF (6 
diagnostic cohorts, 3099 participants) the pooled sensi-
tivity was 99.5% (97.2–99.9) and pooled specificity was 
99.5% (94.2–99.9). There was some evidence that LFA 
may have better sensitivity in CSF (P = 0.07) than LA 

Fig. 3  Forest plot of IMMY CrAg® lateral flow assay sensitivity and specificity on cerebrospinal fluid
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but specificities were comparable (P = 0.54) [16]. From 
our analysis the high sensitivity and specificity of IMMY 
CrAg® LFA in serum and CSF of HIV-uninfected people 
is in keeping with previously reported values in studies of 
CrAg testing on PLWH.

There were several limitations to our review. Firstly, 
due to the lack of data on performance of IMMY CrAg® 
LFA in HIV-negative people, only nine studies report-
ing results from a total of 528 participants were suit-
able for inclusion in the review. Amongst these studies, 
the diverse patient characteristics, range of compara-
tor tests and cryptococcal disease phenotype made 
comparison difficult. The majority of studies recruited 
symptomatic patients or tested samples of patients 

known to have cryptococcal disease, with only one 
study screening asymptomatic patients. This limited 
the statistical analysis as there were very few negative 
IMMY CrAg® LFA results in the 2 × 2 tables. For this 
reason, a fixed effect meta-analysis was used. As a con-
sequence of using a fixed-effect framework we do not 
suggest that these results are generalizable to other 
studies not included in this review. A fixed-effect meta-
analysis assumes that the sensitivity and specificity is 
homogenous across studies and so does not account for 
variability between studies. As a result, our pooled esti-
mates will underestimate the uncertainty by failing to 
account for this variability. Although we did not account 
for between-study heterogeneity, we did account for 

Table 3  Quality assessment evaluating the risk of bias and applicability of all included studies using the QUADAS-2 (Quality 
Assessment of Diagnostic Accuracy Studies) tool

QUADAS-2 Scoring System

Domain 1: patient selection

Risk of bias: could the selection of patients have introduced bias? Signalling question 1: was a consecutive or random sample of patients enrolled? Signalling question 
2: was a case–control design avoided? Signalling question 3: did the study avoid inappropriate exclusions?

Applicability: are there concerns that the included patients and setting do not match the review question?

Domain 2: index test risk of bias: could the conduct or interpretation of the index test have introduced bias? Signalling question 1: Were the index test results 
interpreted without knowledge of the results of the reference standard? Signalling question 2: If a threshold was used, was it pre-specified?

Applicability: are there concerns that the index test, its conduct, or interpretation differ from the review question?

Domain 3: reference standard risk of bias: could the reference standard, its conduct, or its interpretation have introduced bias? Signalling question 1: is the reference 
standard likely to correctly classify the target condition? Signalling question 2: were the reference standard results interpreted without knowledge of the results of the 
index test?

Applicability: are there concerns that the target condition as defined by the reference standard does not match the question?

Domain 4: flow and timing risk of bias: could the patient flow have introduced bias? Signalling question 1: was there an appropriate interval between index test and 
reference standard?

Signalling question 2: did all patients receive the same reference standard?

Signalling question 3: were all patients included in the analysis?
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within-study heterogeneity through the use of a fixed-
effect conditional dependence structure between diag-
nostic tests in a study [35]. The small number of studies 
and limited data also prevented any further sub-analy-
ses regarding the performance of the IMMY CrAg® LFA 
between different patient groups or between different 
cryptococcal species.

Another limitation was that the quality assessment 
using the QUADAS-2 tool identified unclear or high risk 
of bias in all studies. A key concern was that reference 
standard tests were interpreted with prior knowledge of 
the result of the index test and that populations being 
tested had already been classified as having cryptococcal 
infection. The flow and timing of testing was also unclear 
in a number of studies, with a lack of information regard-
ing exclusions.

The main strengths of this review are that this is the 
first review looking at CrAg LFA testing of participants 
without HIV. It is also novel in calculating a value for 
specificity, where the majority of studies included in the 
review have focussed on sensitivity estimates only.

Conclusions
This review estimates a high sensitivity and specificity for 
IMMY CrAg® LFA in HIV-negative populations, as pre-
viously described for PLWH. However, our review was 
limited by a small number of disparate studies report-
ing IMMY CrAg® LFA testing on HIV-negative persons. 
Further studies using IMMY CrAg® LFA on both symp-
tomatic patients being evaluated for cryptococcal disease 
and asymptomatic screening cohorts in HIV-negative pop-
ulations are required to better predict the diagnostic value 
of this test. This is important given the increasing propor-
tion of HIV-negative patients with cryptococcal infection.
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Accuracy of the direct agglutination 
test for diagnosis of visceral leishmaniasis: 
a systematic review and meta‑analysis
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Abstract 

Background  Parasitological investigation of bone marrow, splenic or lymph node aspirations is the gold standard 
for the diagnosis of visceral leishmaniasis (VL). However, this invasive test requires skilled clinical and laboratory 
staff and adequate facilities, and sensitivity varies depending on the tissue used. The direct agglutination test (DAT) 
is a serological test that does not need specialised staff, with just minimal training required. While previous meta-anal-
ysis has shown DAT to have high sensitivity and specificity when using parasitology as the reference test for diagnosis, 
meta-analysis of DAT compared to other diagnostic techniques, such as PCR and ELISA, that are increasingly used 
in clinical and research settings, has not been done.

Methods  We conducted a systematic review to determine the diagnostic performance of DAT compared to all avail-
able tests for the laboratory diagnosis of human VL. We searched electronic databases including Medline, Embase, 
Global Health, Scopus, WoS Science Citation Index, Wiley Cochrane Central Register of Controlled Trials, Africa-Wide 
Information, LILACS and WHO Global Index. Three independent reviewers screened reports and extracted data 
from eligible studies. A meta-analysis estimated the diagnostic sensitivity and specificity of DAT.

Results  Of 987 titles screened, 358 were selected for full data extraction and 78 were included in the analysis, report-
ing on 32,822 participants from 19 countries. Studies included were conducted between 1987–2020. Meta-analysis 
of studies using serum and DAT compared to any other test showed pooled sensitivity of 95% (95%CrI 90–98%) 
and pooled specificity of 95% (95%CrI 88–98%). Results were similar for freeze-dried DAT and liquid DAT when ana-
lysed separately. Sensitivity was lower for HIV-positive patients (90%, CrI 59–98%) and specificity was lower for symp-
tomatic patients (70%, CrI 43–89%). When comparing different geographical regions, the lowest median sensitivity 
(89%, CrI 67–97%) was in Western Asia (five studies).

Conclusions  This systematic review and meta-analysis demonstrates high estimated pooled sensitivity and specific-
ity of DAT for diagnosis of VL, although sensitivity and specificity were lower for different patient groups and geo-
graphical locations. This review highlights the lack of standardisation of DAT methods and preparations, and the lack 
of data from some important geographical locations. Future well-reported studies could provide better evidence 
to inform test implementation for different patient populations and use cases.

PROSPERO registration  CRD42021240830
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Background
Leishmaniasis is a vector-borne disease caused by the 
protozoan parasite of the genus Leishmania. The parasite 
is transmitted by the bite of female phlebotomine sand 
flies [1]. There are three main clinical forms of leishmani-
asis: cutaneous leishmaniasis (CL) causing ulcerated skin 
lesions; mucocutaneous leishmaniasis (MCL), which can 
lead to partial or total destruction of mucous membranes; 
and visceral leishmaniasis (VL) which is a systemic, 
potentially lethal disease [2, 3]. There are an estimated 
600,000 to 1 million new cases of CL and 50,000 to 
90,000 new cases of VL reported annually [4]. As of 2021, 
there were 99 countries and territories endemic for leish-
maniasis with 89% of global VL cases reported from eight 
countries: Brazil, Ethiopia, India, Kenya, Somalia, South 
Sudan, Sudan and Yemen [5]. VL has emerged as an 
opportunistic infection associated with HIV. People liv-
ing with HIV are more likely to develop VL, and VL is an 
AIDS-defining condition due to both HIV and Leishma-
nia suppressing the immune system which can result in 
more severe VL disease and higher mortality rates than 
from either infection in isolation [6].

Parasitological investigation of splenic, lymph node 
or bone marrow aspirates by microscopic examination 
for amastigotes remains the gold standard for the diag-
nosis of VL around the world with sensitivity ranging 
from 60–99% depending on the sample type [7]. These 
invasive tests require skilled clinical and laboratory staff 
and appropriate medical facilities meaning parasitologi-
cal investigation is often not possible in leishmaniasis-
endemic countries. Other diagnostic tests include the 
direct agglutination test (DAT), enzyme linked immu-
nosorbent assay (ELISA), immunofluorescence antibody 
test (IFAT), immunochromographic tests, latex agglu-
tination tests, leishmanin skin test (LST) and molecular 
techniques, including polymerase chain reaction (PCR). 
All of these tests use different sample types and have 
varying sensitivity and specificity but are more accessible 
within leishmaniasis-endemic countries.

DAT is a simple and reliable serological test for the 
diagnosis of VL which has been on the WHO’s list of 
essential in vitro diagnostics since 2021. DAT is a semi-
quantitative test that uses V-shaped well microplates 
with stained killed promastigotes of L. donovani or L. 
infantum mixed with increasing dilutions of patient’s 
serum or blood. DAT detects the presence of antibodies 
against Leishmania parasites in the patient’s serum or 
blood. If antibodies are present these will form an agglu-
tination complex with the promastigotes which can be 

seen as a blue thin film on the walls of the microplates. 
The results can be read after 18 h of incubation. A titre-
cut off for a specific dilution is used to determine if the 
sample is positive or negative for Leishmania with differ-
ent cut-off titres used in different settings. Freeze dried 
antigen DAT (FD-DAT) and liquid antigen DAT (LQ-
DAT) are the most common methods used and are based 
on the methods developed by Harith et al. [8]. LQ-DAT 
was developed first, however due to batch-to-batch vari-
ability as well as temperature sensitivity, FD-DAT was 
developed which remains stable at higher temperatures 
and has a higher shelf life with early validation studies 
showing similar results [9]. However, there are several 
other types of DAT including fast agglutination screen-
ing test (FAST-DAT) which uses a single serum dilution 
(qualitative result), formaldehyde fixed antigen DAT (FF-
DAT) and in-house produced aqueous antigen DAT (AQ-
DAT). Promastigotes and FD-DAT kits are produced by 
the former Royal Tropical Institute (KIT) Amsterdam 
(now Academic Medical Centre (AMC), Amsterdam), 
the Netherlands and the Institute of Tropical Medicine in 
Antwerp (ITMA), Belgium but liquid DAT is also often 
produced locally in-house with local strains.

Previous meta-analysis of DAT compared to parasi-
tological examination for patients with L. donovani and 
L. infantum from studies published from 1986 to 2004 
showed a pooled sensitivity and specificity of 94.8% and 
85.9% respectively [10], while for studies from 2004 to 
2019 the pooled sensitivity and specificity were 96% and 
95% respectively [11]. In HIV-positive patients, DAT 
compared to microscopy showed lower sensitivity using 
random effects models of 81% and a specificity of 90% 
[12]. While meta-analysis of DAT accuracy compared to 
parasitological tests has been reported, meta-analysis of 
DAT compared to other diagnostic techniques, which 
are increasing in use in clinical and research settings and 
in low- and middle- income country (LMIC) settings, 
has not been done. This makes comparison of different 
studies and burden estimation difficult. Therefore, the 
aim of this study was to carry out a systematic review 
and meta-analysis to assess the diagnostic accuracy of 
DAT for human VL compared to all available tests up to 
February 2021.

Methods
Selection criteria
Eligible studies included prospective and retrospective 
studies on the diagnosis of human VL, independent of 
study design, that reported results of DAT and at least 
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one comparator test. Case studies with ≤ 5 people and 
studies on diseases other than VL were excluded. See 
Table 1 for full inclusion and exclusion criteria.

Literature search strategy
The review was reported according to the Preferred 
Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA) statement [13] (Additional 
file  1) and is registered with the international pro-
spective register of systematic reviews (PROSPERO 
CRD42021240830).

Search terms were developed and carried out in 
10 databases: OvidSP Medline (1946 to 12 February 
2021), OvidSP Embase Classic + Embase (1947 to 12 
February 2021), OvidSP Global Health, (1910 to week 
05 2021), Elsevier Scopus (complete database), Clari-
vate Analytics Web of Science Science Citation Index 
(1970-present), Clarivate Analytics Web of Science 
Social Sciences Citation Index (1970-present), Wiley 
Cochrane Central Register of Controlled Trials (Issue 
2 of 12, February 2021), Ebsco Africa-Wide Informa-
tion (complete database), WHO LILACS (complete 
database), WHO Global Index Medicus (complete 
database). All searches were run on 15 February 2021. 
There was no restriction on language (see Additional 
file 2 for search strategy).

All citations identified from the searches were 
imported into EndNote X9 software. Duplicates were 
identified and removed using the method described 
on the London School of Hygiene & Tropical Medicine 
Library & Archives Service blog [14]. Additional eligi-
ble studies were hand-searched from the reference list 
of relevant manuscripts.

Study selection and full‑text review
Two independent reviewers (SR, TR) screened all titles 
and abstracts, as well as full texts when the abstract did 
not provide sufficient information, for compliance with 
the inclusion and exclusion criteria. Results were com-
pared and discrepancies discussed with a third reviewer 
(EA).

Data extraction
Selected full articles were screened independently and 
data extracted by three reviewers (SR, TR and SRG). All 
data was checked by a second reviewer and discrepan-
cies discussed. Variables included bibliographic infor-
mation, sample type, study design, study location, study 
population, number of participants, HIV status, DAT 
test kit details, comparator test details, number of sam-
ples tested by each test, patient age group, cross-reaction 
and quality control information, number positive and 
negative by each test and 2 × 2 tables (DAT + /Compara-
tor + , DAT-/Comparator + , DAT + /Comparator-, DAT-/
Comparator-).

Assessment of study quality
The quality of studies was assessed using the Qual-
ity Assessment of Studies of Diagnostic Accuracy 
Approach-2 (QUADAS-2) [15]. Studies were assessed in 
duplicate by three assessors (SR, TR and SRG) and results 
compared.

Categorisation of tests
All studies irrespective of DAT type were included. 
Where possible, further grouping of DAT was done 
according to manufacturer (e.g. ITMA, KIT, AMC, In-
house) but sub-group analysis was not performed due to 

Table 1  Systematic review of the direct agglutination test (DAT) for the diagnosis of visceral leishmaniasis in humans: inclusion and 
exclusion criteria

Inclusion criteria Prospective and retrospective studies on diagnosis of visceral leishmaniasis, independent of study design

Any variation of the DAT technique and a comparator standard used for diagnosing visceral leishmaniasis

Paired data: The same samples tested with any variation of the DAT method compared to any comparator standard

Epidemiological and or laboratory studies

Exclusion criteria Lack of data (studies that do not include, for example, individual participant results, comparator standard, Leishma-
nia species/origin, study type, sample type; see also Fig. 1)

Discrepancies suspected between the studied group and the control group

Reviews

Commentaries

Case studies with ≤ 5 cases

Duplicate publications

Patients with others types of leishmaniasis or infectious diseases other than visceral leishmaniasis

Patients with post kalazar dermal leishmaniasis

Animal studies
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the low number of studies for each manufacturer type. 
However, sub-group analysis was carried out for FD-DAT 
and LQ-DAT as they were the DAT types most com-
monly reported.

Geographical classification of countries and study 
population
Countries were classified by geographic sub-region fol-
lowing United Nations designations [16]. Study popu-
lations were grouped into four categories: neonates 
(aged ≤ 28  days), infants (1 to < 12  months), children (1 
to < 13  years), and adolescents/adults (≥ 13  years). If a 
study reported participants from each age group, they 
were grouped as participants of “all ages”.

Statistical analyses
Data extracted from each study included the 2 × 2 table 
comparing results of the index test (DAT) and a com-
parator test. Where a study presented results of DAT and 
multiple comparator tests, a 2 × 2 table for each com-
parator test was extracted. Descriptive analysis was com-
pleted for all studies.

To summarise the data from this review and esti-
mate the sensitivity and specificity of DAT, the study 
implemented an extension to the hierarchical summary 
receiver operating characteristic model [17] described 
by Dendukuri, et  al. [18]. Using this Bayesian model 
framework allows estimation of the accuracy of a diag-
nostic test in the absence of gold-standard comparator 
tests while taking account of within- and between-study 
variability (for example, each study is assumed to use a 
different positivity threshold). Within this approach the 
assumption of conditional independence between an 
individual’s test results, given their disease status, can be 
relaxed through the use of random-effects [19].

The outputs of this review are the estimated accuracy 
(sensitivity and specificity) with credible intervals [CrI]) 
of DAT within each study, as well as a pooled and pre-
dicted estimate of the test’s accuracy across all stud-
ies included. Results are presented in forest plots and 
as summary receiver operating characteristic (SROC) 
curves. Pooled sensitivity and specificity represent the 
summary of DAT test accuracy across studies included 
in this review, while predicted sensitivity and specificity 
allow estimation of the accuracy of DAT in a hypotheti-
cal future study. Where there is variability among studies, 
predicted sensitivity and specificity are less precise than 
pooled sensitivity and specificity.

A meta-analysis was fit on all data from serum samples 
only due to it being the most common sample type and 
to limit the number of variables that may affect the accu-
racy of DAT and therefore to strengthen the analysis and 
interpretation of results, irrespective of the specific DAT 

test and comparator test. We investigate heterogeneity by 
DAT test type (FD-DAT or LQ-DAT), geographic region, 
participant status (e.g. symptomatic or HIV-positive) and 
whether or not the assumption of conditional independ-
ence is assumed. Where multiple 2 × 2 tables are available 
from the same study and represent the same individuals, 
only one table is included in the meta-analysis to prevent 
including individuals in the model more than once. In 
these cases, we chose to include the 2 × 2 table where the 
comparator test’s accuracy (sensitivity and/or specificity) 
was better established (the one with the smallest differ-
ence between the 2.5 and 97.5 percentiles of the proposed 
prior distribution) as this understanding of the compara-
tor test could be included into the model as informative 
prior distributions. For example, if there was a 2 × 2 table 
between DAT and PCR as well as DAT and microscopy, 
the 2 × 2 table with microscopy was chosen.

All analyses were carried out in R using stan [20]. A full 
model specification can be found in Additional file 3. All 
code can be found at: https://​github.​com/​shk313/​diagn​
ostic-​test-​metaa​nalys​is/​tree/​main/​Leish​mania​sis.

Results
Search results
A total of 2571 articles were retrieved, 1584 of which 
were duplicates resulting in 987 titles and abstracts 
screened. Of these, 358 articles were selected for full data 
extraction and after full data extraction 78 articles were 
included that had complete 2 × 2 tables (Fig. 1).

Study description
The included studies reported on a total of 32,822 
patients from 19 countries. All patients were from 
countries endemic for leishmaniasis or had travelled to 
endemic countries. Ten studies included only adoles-
cents/adults, four included only children, 47 included 
all age groups and 17 did not report participant ages. 
The studies included in this review were conducted from 
1987 to 2020, inclusive.

Serum was tested in 63/78 (80.8%) studies, whole blood 
in 8/78 (10.3%), plasma in 5/78 (6.4%) and the sample 
type was not reported in 2/78 (2.6%). There was a range 
of DAT titre cut-offs with the lowest 1:100 and the high-
est ≥ 120,000. HIV-positive patients were included in 
8/78 (10.3%) studies. Cross-reaction of DAT for VL with 
other diseases was noted in 8/78 (10.3%) studies, with 
cross-reaction noted for patients with cutaneous leish-
maniasis (two studies), malaria (two studies), leukaemia 
(two studies), schistosomiasis (one study), Chagas dis-
ease (one study) and connective tissue disorder and lym-
phoma (one study). Symptomatic patients were included 
in 22/78 (28.2%) studies, asymptomatic in 9/78 (11.5%), 
both symptomatic and asymptomatic in 38/78 (48.7%) 
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and it was not reported whether patients were sympto-
matic or not in 9/78 (11.5%) studies. Laboratory testing 
quality control was clearly stated in 22/78 (26.8%) studies. 
There were eight different types of DAT and 21 different 
comparator tests with the median number of comparator 
tests in included studies 1 (range 1–4).

Meta‑analysis sensitivity and specificity
Sixty-three studies representing 20,364 individuals that 
used serum samples and any DAT and comparator test 
were included in a meta-analysis; the results are shown 
in Fig. 2. The pooled sensitivity across all included stud-
ies was 95% (95% CrI 90–98%) and the pooled specific-
ity across all included studies was 95% (95% CrI 88–98%). 
The estimated median sensitivity and specificity of DAT 
in included studies ranged from 2 to 100% and from 7 to 
100% respectively. The predicted sensitivity and speci-
ficity were 96% (95% CrI 8–100%) and 96% (95% CrI 

9–100%) respectively. The pooled and predicted esti-
mates are shown as summary ROC curves in Fig. 3.

We investigated heterogeneity in sensitivity and speci-
ficity estimates by patient group, geographic region, DAT 
test type and by relaxing the assumption of conditional 
independence between diagnostic tests within a study. 
The pooled estimates of DAT sensitivity and specificity 
from each analysis are shown in Fig. 4 and the predicted 
estimates are shown in Fig.  5. The number of studies 
and individuals included in each analysis are shown in 
Table  2. The pooled sensitivity estimates of DAT across 
these different analyses ranged from 89%-97% while the 
pooled specificity ranged from 70%-98%. Overall, from 
the studies included in this analysis, estimated DAT accu-
racy differed only slightly by geographical region. West-
ern Asia (including five studies) had the lowest median 
sensitivity (89%, CrI 67–97%) and Europe (including two 
studies) was the region with the most uncertainty in sen-
sitivity and specificity estimates. Pooled sensitivity and 

Fig. 1  Preferred Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA) flow diagram of publications screened in a systematic 
review of the direct agglutination test for the diagnosis of visceral leishmaniasis. DAT = Direct agglutination test; VL = Visceral leishmaniasis; 
PKDL = Post-kalazar dermal leishmaniasis; TP = True positive; TN = True negative; FP = False positive; FN = False negative
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specificity were also similar when FD-DAT and LQ-DAT 
were analysed separately. Within the different patient 
groups, sensitivity and specificity estimates varied with 
a lower sensitivity and specificity with wider uncertainty 
for the HIV-positive patient group (90%, CrI 59–98% 
and 91%, CrI 63–99 respectively) and a low specificity 
for the symptomatic patient group (70%, CrI. 43–89%) 
compared to analyses that did not differentiate by patient 
group. The small number of studies that included HIV-
positive patients, and the heterogeneity across these, 
precluded further investigation of accuracy among HIV-
infected subgroups. Similarly, the small number of stud-
ies that included children, or distinguished between adult 
and child participants, precluded age-stratified analysis.

The predicted estimates of DAT sensitivity and speci-
ficity by sub-group all have wide credible intervals 
because of heterogenous results from individual stud-
ies within a sub-group. The analysis considering only 
FD-DAT had the narrowest predicted credible intervals 
at 95% (CrI 38–100%) and 97% (CrI 51–100%) for sensi-
tivity and specificity respectively, representing the DAT 
type with the least variability between studies.

Assessment of study quality
Additional file 4 summarises the QUADAS-2 risk of bias 
and applicability concerns for the final included stud-
ies. Full information was not available for one study so it 
was not included in the QUADAS-2 analysis. For patient 
selection 39/77 (50.6%) studies had a high risk of bias, 

Fig. 2  Forest plot of the sensitivity and specificity of DAT for the 63 studies that included serum sample type
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Fig. 3  Summary receiver operating characteristic curves for pooled (shaded) and predicted (dashed) estimates of DAT for the 63 studies 
including serum sample type

Fig. 4  Forest plot of the pooled estimates of sensitivity and specificity grouped for all the data, studies from symptomatic patients, studies grouped 
by geographic region, and specific analysis for studies that include FD-DAT or LQ-DAT
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7/77 (9.1%) had a high risk of bias for the index test, all 
had a low risk of bias for the comparator test and 4/77 
(5.2%) had a high risk of bias for the flow and timing. 
All studies had low concern for applicability for patient 
selection, index test and comparator test.

Discussion
This review evaluated the sensitivity and specificity of 
DAT, compared with all other available tests, for detect-
ing human VL. We included 63 studies in a meta-analysis 
and found a high pooled sensitivity for any DAT of 95% 
(95% CrI 90–98%) and a pooled specificity of 95% (95% 
CrI 88–98%). This is similar to previous reviews that 
looked specifically at DAT compared to parasitological 
examination [10, 11]. We found little variability between 
geographic regions or DAT test type but sensitivity and 
specificity did vary when used in only symptomatic or 
HIV-positive patients.

A number of different DAT types were included in the 
initial analysis for serum samples with different antigen 
preparations and methods, and antigens may have been 
made on site or ordered from a manufacturer. Due to the 
number of different DAT preparation types, it was not 
possible to do sub-analysis on all distinct test types. The 
different DAT preparation types may impact real-world 
results, however, and future studies may be needed to 
compare the different preparation types. In this analysis, 
we found that the predicted estimates of sensitivity and 
specificity for FD-DAT had narrower credible intervals 
compared to LQ-DAT when analysed separately, suggest-
ing that FD-DAT would be a more appropriate test.

We estimated the specificity of DAT to be lower when 
used in studies that enrolled only symptomatic patients, 
compared with studies that included any patient type 
(i.e. studies including both symptomatic and asympto-
matic patients or those of unknown status). This finding 
aligns with a previous meta-analysis of DAT compared 
to microscopy where the lowest specificity was seen in 
patients clinically suspected to have VL [10]. Cross-reac-
tion of both the FD-DAT and LQ-DAT with other dis-
eases was reported in eight studies. This cross-reaction 
may have been one cause for the lower specificity of DAT 
for symptomatic patients. Cross-reaction is also some-
thing that laboratories and clinicians need to be aware of 
especially when testing patients from countries endemic 
for diseases such as malaria and other parasitic diseases. 
However, the reporting of patient selection was a concern 
for bias in 50% of included studies so these results should 
be treated with caution. Future studies should report 
clear patient selection criteria so that sub-group analysis 
can be carried out.

HIV-positive or otherwise immunocompromised 
patients frequently have low or undetectable anti-leish-
manial antibodies meaning there is the potential for 
false-negative results from serological tests like DAT [12, 
21]. Results from this review support this as a sub-analy-
sis of studies with only HIV-positive patients showing a 
lower sensitivity and specificity with wider credible inter-
vals than when all patients were included. As a result, 
studies using serological tests for the diagnosis of VL in 
HIV-positive patients should not rule out infection with a 
single negative test result.

Fig. 5  Forest plot of the predicted estimates of sensitivity and specificity grouped for all the data, studies from symptomatic patients, studies 
grouped by geographic region, and specific analysis for studies that include FD-DAT or LQ-DAT
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Geographical region had some impact on pooled esti-
mated sensitivity when FD-DAT and LQ-DAT were 
combined, with lower sensitivity seen for Western Asia. 
However, there were only five studies and 521 patients 
from Western Asia. The geographical variation was also 
seen in a previous review where sensitivity was higher 
in South Asia compared to other regions [10]. The sen-
sitivity and specificity for the various DAT types and geo-
graphical regions should be taken into consideration by 
public health decision-makers when implementing diag-
nostic tests and further country-specific analysis should 
be done. Unfortunately, in this review there was not 
enough country-specific data to do focused country anal-
ysis and some regions were also lacking data (Europe and 
Western Asia). For some regions, even when multiple 
studies were available, data came from only one or two 
countries; more representative data would help to con-
firm if there is spatial heterogeneity in test accuracy. The 
species of promastigotes used in the DAT preparation 
may also affect test sensitivity and specificity, depending 
on their match with actual circulating Leishmania spe-
cies in the region of interest.

Only 26% of studies clearly stated whether VL testing 
was subject to quality control, e.g. by testing samples at a 
reference laboratory and stating the positive and negative 
controls for the DAT. While most laboratories probably 
use controls and carry out quality control, stating this in 
the methods gives confidence to readers that laborato-
ries’ results meet a recognised standard. For many stud-
ies, it was difficult to interpret the results due to a lack of 
clarity in reporting positive and negative results for each 
test. This review included studies published both before 
and after the introduction of STROBE (2007), STARD 

(2015) and MICRO (2019) reporting guidelines; even 
studies published after introduction did not adhere to the 
guidelines. Studies reporting laboratory and diagnostic 
test comparisons should report results to a standardised 
format, for consistency and comparability.

There are several limitations to this systematic review 
and meta-analysis. While we tried to be comprehensive 
and included studies comparing DAT to any other test, 
this identified reports on a wide range of DAT and com-
parator tests performed on a variety of sample types in 
a variety of geographical regions. This diversity may not 
have been fully captured by the analysis, and as a result 
estimates of DAT test accuracy may be biased in either 
direction. Despite this, our results are in line with other 
published estimates from studies with more restrictive 
selection criteria [8, 9]. A second limitation is that only 
a single 2 × 2 table from each study was included in the 
meta-analysis and the selection of which 2 × 2 table to 
include was somewhat subjective. Finally, different titre 
cut-offs were used across studies included in this review, 
but this was not accounted for in analysis due to the large 
number of different cut-offs used; further analyses that 
incorporate titre cut-offs would help to improve esti-
mates of DAT accuracy. The different titre cut-offs used 
in this analysis may impact the sensitivity and specificity 
with lower cut-offs potentially resulting in false positives 
and higher titre cut-offs resulting in false negatives.

Strengths of this review include the rigorous and com-
prehensive approach which included 78 studies repre-
senting 32,822 individuals across 19 countries endemic 
for VL. Another strength is our analysis framework 
which did not assume any comparator test was perfect 
and which estimated both pooled and predicted sensitiv-
ity and specificity.

Conclusion
Despite variability across studies in terms of geographic 
location, patient characteristics and comparator tests 
used, overall this systematic review and meta-analysis 
demonstrates that DAT performs well compared to other 
diagnostic methods in most scenarios. However, the test 
is generally not standardised with many methods and 
preparations of DAT in use. There is also a lack of data on 
DAT performance outside of South Asia and Northern 
Africa, with no data from Southeast Asia. Future studies 
carried out in a variety of locations with well documented 
DAT preparations are required to improve estimates of 
the DAT accuracy, and to better inform implementation 
for different patient populations and use cases.

Abbreviations
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AQ-DAT	� Aqueous antigen direct agglutination test

Table 2  The number of studies and individuals broken down for 
the meta-analysis for studies using specimen type serum

Model Number 
of studies 
included
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Individuals 
represented
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HIV positive only 8 826

Geographic region: Eastern Africa 8 2248

Geographic region: Europe 2 47

Geographic region: Multiple 5 1537

Geographic region: Northern Africa 17 10,628

Geographic region: South America 7 966

Geographic region: Southern Asia 19 4220

Geographic region: Western Asia 5 521

DAT test: LQ 25 6094

DAT test: FD 19 12,273
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HIV	� Human immunodeficiency virus
IFAT	� Immunofluorescence antibody test
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Background  

  

Dengue fever is identified by WHO as among the top ten global health threats. Prompt 

identification of dengue can guide clinical management and outbreak response, yet laboratory 

diagnosis is complex, costly, and lacks consensus on performance evaluation. Reliable 

performance estimates of laboratory reference tests are essential for updating global 

diagnostic guidance, and for evaluating novel diagnostics including point-of-care tests. ‘Gold 

standard’ tests for dengue, such as reverse transcription- polymerase chain reaction (RTPCR), 

are infrequently used in the highest burden settings, resulting in limited data for traditional 

diagnostic accuracy meta-analyses.   

  

Methods   

  

Nine literature databases were systematically searched for reports on five common reference 

tests for dengue infection: IgG, IgM and NS1 enzyme-linked immunosorbent assay (ELISA), 

RT-PCR and viral neutralisation (VNT). Two-by-two tables were extracted from included 

articles comparing one of these tests with any comparator. We estimated pooled and predicted 

values of sensitivity and specificity for each test using Bayesian random-effect meta-analysis, 

which does not require a ‘gold standard’ comparator. Risk of bias was assessed using 

QUADAS-2. This study is registered with Prospero (CRD42022341552).   

  

Findings   

  



Data was extracted from 161 articles, which allowed analysis of three overlapping windows for 

three tests of interest: 0 to 4, 1-7 and 1-14 days post symptom onset (DPO). Pooled 

sensitivities of  RT-PCR (0 to 4 days), NS1 ELISA (0 to 4 days) and IgM ELISA (1-7 days) were 

95% (95% Credible Interval (CrI) 77-99%), 90% (95% CrI 68-98%), 71% (95% CrI 5784%) 

respectively. The corresponding pooled estimates of specificity were 89% (95% CrI 6098%), 

93% (95% CrI 71-99%) and 91% (95% CrI 82-95%).   

  

Interpretation   

We reiterate that IgM ELISA has poor diagnostic accuracy early in the symptom course. NS1 

ELISA performed with similar diagnostic accuracy to RT-PCR, which has important 

implications for global public health policy, given its relatively low cost and accessibility.   

  

  

Panel: Research in context   

  

Evidence before this study  

  

Previously, only traditional diagnostic accuracy meta-analytical methods have been used to 

estimate diagnostic accuracy of reference laboratory tests for dengue. The lack of a perfect 

comparator test is a major limitation of these methods. Estimates of diagnostic accuracy for 

each individual test vary based on which comparator used. In clinical practice, dengue virus  

(DENV) RT-PCR is seen as a ‘gold standard’, though performing this assay is expensive and 

difficult in resource-limited settings, and the short viremic period in dengue infection limits its 

utility.   

  

Added value of this study.   

  

This systematic review and meta-analysis is novel in terms of methods, size and scope. To our 

knowledge, this is the largest review of dengue diagnostic accuracy to date. We used Bayesian 

effect latent class analysis to compare tests of interest with any comparator, enabling us to 

capture a broad range of real-world data. 11,048 articles were screened and data from 161 full 

texts were included in the analysis to ascertain the diagnostic accuracy of five reference 

laboratory tests for dengue. Our results confirm that IgM ELISA should not be used as a single 

test in the first days of symptom onset, due to poor diagnostic accuracy in this period. 

Furthermore, we find that the diagnostic accuracy of NS1 ELISA is similar to RTPCR, with 



public health implications given ELISA’s relatively low cost and ease of access. These 

estimates can also be used in future diagnostic accuracy studies, for example in the evaluation 

of novel rapid diagnostic tests (RDTs), which have the potential to further improve dengue 

diagnosis in high-need settings.   

Introduction   

Dengue fever is identified by the WHO as one of the top ten threats to global health (1). Dengue 

incidence has increased in recent years, with 5.2 million reported cases in 2019, a ten-fold 

increase from 2000 (2). This is likely to underestimate the true numbers given that the majority 

of cases are self-limiting (3). A probable case of dengue as defined by the WHO is fever plus 

two additional features of the disease. The WHO further categorises dengue infection into 

three clinical categories: with or without warning signs, and severe dengue (4). Warning signs, 

such as abdominal pain and mucosal bleeding, indicate high risk of progression to severe 

dengue infection (5). Dengue can be categorised as primary, defined as an individual’s first 

DENV infection, or secondary, referring to DENV infection in an individual who has been 

previously infected by another DENV serotype. Secondary infection brings a higher risk of 

severe disease, in part due to antibody-dependent enhancement (6).   

  

The diagnostic methods used for suspected DENV infection are wide-ranging and 

settingdependent. Laboratory confirmation in a probable case of dengue is defined by the 

WHO as one of: RT-PCR or viral culture positive, IgM or IgG seroconversion in paired sera or 

fourfold IgG titre increase in paired sera (4). Laboratory results defined as highly suggestive 

in acute dengue include IgM positivity, IgG positivity with a house index (HI) titre of 1280 or 

greater, or detection of NS1 antigen by ELISA or rapid test, all of which relate to a single serum 

sample (4). Use of novel rapid diagnostic tests (RDTs) , which do not require laboratory 

capacity and which align with the REASSURED criteria, is increasing (7). RDTs allow for timely 

diagnosis in high-need, low-resource settings. Multiplex RDTs bring the possibility of testing 

for multiple pathogens simultaneously, of particular use in areas of co-circulation of pathogens 

with similar clinical presentations. In order to evaluate and assess RDTs, diagnostic accuracy 

of traditional reference tests must be well defined.    

  

Multiple factors impact the diagnostic accuracy of tests for acute dengue; critical among these 

is the time point in disease progression when the test is performed, often measured in days 

post onset of symptoms (DPO). Dengue viraemia is estimated to peak 0 to 4 DPO. While 

methods that identify the virus, such as viral isolation and RT-PCR, are thought to be most 



accurate during this time frame, methods focused on antibody response, such as IgM ELISA, 

peak later in the illness and remain positive for a longer period, limiting their utility in detecting 

acute infection (8).   

  

The under-reporting and misdiagnosis due to other causes of febrile illness or co-circulating 

flaviviruses, such as zika and Yellow Fever viruses, are compelling reasons why dengue 

control programmes need to use quality-assured diagnostics for surveillance to provide earlier 

warning of outbreaks, a more accurate estimate of the extent of the outbreak and to monitor 

the effectiveness of control interventions (9,10). Although there are publications on the 

evaluation of dengue diagnostics, the lack of consensus on a “gold” standard makes the 

interpretation of diagnostic accuracy difficult when different reference standards are used. To 

overcome these limitations, we undertook a large-scale dengue diagnostics systematic review 

and meta-analysis of the performance of five reference laboratory dengue tests, NS1 ELISA, 

RT-PCR, IgM ELISA, IgG ELISA and virus neutralisation test (VNT). These tests were chosen 

given their presence in the WHO and PAHO guidelines, their use in reference laboratory 

testing for dengue (10) and lack of previous Bayesian diagnostic accuracy meta-analyses. We 

estimate the sensitivity and specificity of each test using a Bayesian framework that does not 

assume that the comparator tests are perfect.   

Methods  

Search strategy and selection criteria   

A search strategy was compiled in the OvidSP Medline database by an experienced 

information specialist (JF). The search strategy included strings of terms, synonyms and 

controlled vocabulary terms (where available) to reflect two concepts: dengue and diagnostic 

test of interest (PCR, ELISA or VNT). The search strategy was refined until the results retrieved 

reflected the scope of the project. The full search strategy including the list of databases 

searched and the search terms for one representative database are included in supplement 1.  

Results were initially limited to articles published from 2000 to the search date; due to the high 

quantity of extractable data that resulted, at the full-text screening stage the publication date 

range was further adjusted so that articles ultimately included were from a 10-year period (01 

January 2011 to 16 February 2021).   

  



All citations identified by our searches were imported into EndNote X9 software (12) and 

duplicates were removed. A total of 11,048 unique results were imported into a systematic 

review software, Cadima, for abstract screening (13). The selection criteria are listed in Table  

1.   

  

Table 1: Selection criteria.   

Selection criteria   

1  Any study design with n > 5 participants, except for case series which were excluded   

2  Article written in English, Spanish, French or Portuguese   

3  Article reports primary evidence   

4  Article published in a peer-reviewed journal   

  

5  Article reports results of at least one test of interest (NS1, IgG or IgM ELISA, RT-PCR  

(conventional or real time) or VNT) against any comparator   

6  The test of interest was performed on human serum samples   

  

7  The test of interest and comparator were performed on the same samples (for serology 

paired samples were extracted if the first sample was tested with comparator)  

8  Accuracy data reported as sensitivity and specificity with denominators and clear 

calculation methodology, OR as a 2 x 2 table   

  

  

All 11,048 abstracts were screened against the selection criteria by at least one of four 

reviewers (KP, EF, ZL, BM), using the Cadima platform (13). Prior to commencing the abstract 

screening process, all reviewers undertook a consistency check of 50 abstracts with a kappa 

value of > 0.80 (defined as ‘excellent’ concordance) between every pair of reviewers. Any 

disagreements in the consistency check were discussed in order to clarify the cause of 

disagreement and prevent it from recurring. 10% of all abstracts were screened by two 



independent reviewers, in order to highlight any changes in consistency over the course of the 

abstract screening process. Concordance remained high throughout the screening process.  

Any abstracts marked as ‘unclear’ were included in the list for full-text screening.   

  

A total of 1715 full-text articles were screened by at least one of seven reviewers (KP, SK, EF, 

LMS, ES, OT, CA). Consistency checks were performed for every reviewer and compared to 

outcome based on review by KP and SK. Good concordance was found for every reviewer  

(kappa value > 0.80). Any full texts marked ‘unclear’ were reviewed by a second reviewer (KP, 

SK). In total, 570 (33%) texts were reviewed independently by two reviewers.  

  

Data Extraction  

  

Data was extracted in duplicate by two independent reviewers (KP, SK). Discordance between 

the reviewers was minimal and any disagreement was resolved by discussion. The following 

data were extracted from included articles into an Excel database: country of data collection, 

DENV serotype, participant population (including study selection criteria, demographic and 

clinical details), the test of interest and comparator test used including brand and methodology, 

duration of sample storage, days post onset (DPO) of symptoms that specimens for testing 

were collected, and a two-by-two table of the test of interest versus the comparator. If an article 

included data on multiple comparator tests, two-by-two tables were extracted for each pairwise 

comparison of a test of interest and a comparator test.  

  

Assessment of study bias  

The quality of each study included was assessed using the Quality Assessment of Studies of 

Diagnostic Accuracy Approach-2 (QUADAS-2), an internationally recognised tool used to 

assess risk of bias in diagnostic accuracy studies (14). We modified this tool to make it suitable 

for our review question; the full criteria assessed are detailed in supplement 5. Each study was 

assessed in duplicate by two assessors (KP and ES).   

Statistical analysis  

  



Statistical analysis focused on estimating the diagnostic accuracy of the tests of interest for 

acute dengue in symptomatic individuals. For the purposes of this review, acute is defined as 

within two weeks of symptom onset (15). Data on the timing of diagnostic testing days post 

onset of symptoms were categorised into three groups, hereafter referred to as DPO 

subgroups: 0 to 4 days, 1 to 7 days, and an overall category of all acute symptomatic cases.  

The first two groups are mutually exclusive and were chosen to reflect the virologic and 

immunologic events used as diagnostic test targets and the resultant differences in diagnostic 

accuracy of tests of interest at different DPO (9,16–18). For NS1 ELISA and RT-PCR the 0 to 

4 days subgroup represents the primary analysis model, and for IgM and IgG ELISA the 

primary analysis model is the 0 to 7 day subgroup. Where data was stated to be from 

symptomatic individuals but no DPO was given these were assumed to be within the acute 

window and included in the all acute symptomatic analysis. Data from asymptomatic 

individuals, data where neither DPO nor symptom status was reported and data from 

symptomatic individuals with a stated DPO range that exceeded 14 days were excluded from 

all analyses. Where there were fewer than four studies in a DPO subgroup, meta-analysis was 

not carried out.  

  

Where articles included data from multiple comparator tests from the same individuals and 

DPO subgroup, multiple two-by-two tables were extracted. To prevent data from the same 

individuals being included more than once for the same test of interest, only one of these two-

by-two tables was used for analysis. Comparisons with reference tests that have more 

established performance characteristics were prioritised, because prior understanding of the 

sensitivity and specificity of reference tests could be incorporated in the model as informative 

prior distributions (assumptions).  

  

For all statistical analyses, each two-by-two table presented a comparison of results for both 

a given test of interest and a reference test within a unique cohort of individuals (hereafter 

referred to as a ‘study’), with some articles contributing two or more studies.  

  

We estimated pooled and predicted sensitivity and specificity, including 95% credible intervals 

(CrI), for each test of interest. Here, pooled estimates represent the median calculated 

accuracy across studies included in this analysis while predicted estimates represent the 

expected accuracy in another hypothetical future study. We used an extension to the 

Hierarchical Summary Receiver Operating Characteristic Model (19) which relies on Bayesian 

latent class analysis and is recommended in the Cochrane Handbook for Systematic Reviews 



of Diagnostic Test Accuracy (20). This modelling framework takes account of both within- and 

between-study variability and allows for multiple imperfect comparator tests.   

  

Heterogeneity was explored by looking at the difference in pooled and predicted estimates (21) 

as well by comparing the primary analysis DPO subgroup to the other subgroups. Initial plans 

to explore heterogeneity by participant age cohort (adults vs children) and study country were 

not possible due to small numbers in each subgroup. Sensitivity analyses explored the impact 

of including only those studies at low risk of bias and with high external validity (supplement 

6). All analyses were carried out in R (22) using stan (23). A full model specification can be 

found in supplement 2.   

  

Results  

Description of all eligible texts from systematic review   

  

28,043 articles were identified from the electronic searches, which reduced to 11,048 after 

removing duplicates and to 2,940 after abstract screening (Figure 1). The date restriction to 

include a 10-year period of data reduced this further to 2,133. After a full-text review, 193 

articles were identified as eligible in the systematic review (98 for RT-PCR, 123 for IgM ELISA, 

64 for IgG ELISA, 67 for NS1 ELISA and 12 for viral neutralisation). The included articles 

contributed 214, 122, 112, 219 and 28 of the two-by-two table comparisons (studies) for IgM 

ELISA, IgG ELISA, NS1 ELISA, RT-PCR and viral neutralisation respectively.   

  



Figure 1: PRISMA diagram  

  

Figure 1: PRISMA diagram of all articles screened.   

  

Description of studies included in the analysis   

A full list of studies included in the meta-analyses can be found in supplement 3. IgM ELISA 

had the largest number of studies to be included in analyses (n=107), representing 67,828 

individuals; VNT had the smallest (n=3) representing 278 individuals (Table 2). VNT was the 

only test with insufficient studies for any meta-analyses and 2 out of 3 studies were from the  

American region. For all other tests, studies included in analyses reported data from at least  



five out of six WHO regions. Overall, just under half (137/285: 48%) of all included studies 

were from the South-East Asia region and 91% (124/137) of these studies were from India.   

  

Only 17% (48/285) of studies reported data separately for children and adults (13% for NS1 

ELISA, 14% for RT-PCR, 67% for VNT, 17% for IgM ELISA and 24% for IgG ELISA). Similarly, 

only 19% of studies (53/285) reported data separately for inpatients and outpatients (20% for 

NS1 ELISA, 15% for RT-PCR, 0% VNT, 20% for IgM ELISA and 22% for IgG ELISA (Table 2).  

NS1 ELISA, RT-PCR and IgM ELISA had greater than four studies in each DPO subgroup.  

IgG ELISA had less than four studies in the 0 to 4 days DPO subgroup.   

  

Three studies included with IgG ELISA being the test of interest reported a two-by-two table 

where the definition of a positive test included the comparison of an acute and convalescent 

sample. No other studies clearly defined a positive IgG ELISA result in terms of sample 

collection time frames. This resulted in insufficient data to conduct a meta-analysis of paired 

IgG samples. Our analysis therefore only focused on the diagnostic accuracy of single tests.   

  

Table 2: Characteristics of studies included in analyses by test of interest. In this table, ‘n’ refers to a 

study, not an article. WHO regions: African region (AFR), region of the Americas (AMR), European 

region (EUR), Eastern Mediterranean region (EMR), Southeast Asian region (SEAR), West Pacific 

region (WPR), Citations for the commercial tests can be found in Supplement    aThe three most common 

brand or techniques are displayed bInter-quartile range  

Test of 

interest 

(Number 

of studies)    

Brand or 

techniquea n  

(%)  

Study 

size 

(median 

(IQRb 

range))  

Cohort n  

(%)  

Outpatient 

/Inpatient n 

(%)  

Number of 

studies by  

WHO  

region n  

(%)  

DPO 

subgroup  

(Number 

of studies; 

Number of 

individual 

s)  

NS1  

ELISA (60)   

Panbio 22  

(37%);  

Platelia 13  

(22%);  

J-mitra 10  

(17%)  

193(96- 

533)  

Adults 4  

(7%);  

Children 4  

(7%);   

Both 27  

(45%);  

Outpatient 

s 7 (15%); 

Inpatients  

5 (8%);   

Both 6  

(10%);  

AFR 0  

(0%)  

AMR 9  

(15%); EUR 

1  

(2%); EMR  

0 to 4 days  

(10 ;1814);  

1 to 7 days  

(16; 7949); 

All acute  

symptomat 

 



    ot stated  

25 (42%)  

Not stated  

42 (70%)  

3 (5%);  

SEAR 38  

(63%);   

WPR 7  

(12%);  

Multiple 2  

(0%)  

  

ic  

(60;31084)  

  

RT-PCR  

(78)   

 Real-time 22  

(28%)  

Conventional  

2 (3%)  

Not stated 54  

(69%)    

183(98- 

307)  

Adults 4  

(5%);  

Children 7  

(9%);   

Both 36  

(46%);   

Not stated  

31 (40%)  

Outpatient 

s 5 (6%); 

Inpatients  

7 (9%);   

Both 13  

(17%);  

Not stated  

53 (68%)  

AFR 4  

(5%)  

AMR 23  

(29%); 

EUR 1  

(1%); EMR  

2 (3%);  

SEAR 29  

(37%);   

WPR 17  

(22%)  

Multiple 2  

(0%)  

0 to 4 days  

(4;622);  

1 to 7 days  

(27;7519); 

All acute  

symptomat 

ic (78;  

21402)  

  

VNT (3)   PRNT 1   

(33%)  

FRNT 1  

(33%);  

ELISPOT- 

MNT 1 (33%)  

41(39- 

121)  

Adults 1  

(33%);  

Children  1  

(33%);   

Both 0  

(0%);  

Not stated  

1 (33%)  

Outpatient 

s 0 (0%); 

Inpatients  

0 (0%);   

Both 0 

(0%); Not 

stated 3 

(100%)  

AFR 0  

(0%)  

AMR 2  

(67%); 

EUR 0  

(0%); EMR  

0 (0%);  

SEAR 0  

(0%); WPR  

0 (0%)  

Multiple 1  

(33%)   

0 to 4 

days (0; 0);  

1 to 7 

days  

(1; 41);  

All acute  

symptomat 

ic  (3; 278)  



IgM ELISA  Panbio 34  164(67- Adults 9  Outpatient AFR 5  0 to 4 days  

 

(107)  

  

(32%)  

NIV 24 (22%)  

J-mitra 8  

(7%)  

461)  (8%);  

Children 9  

(8%);   

Both 51  

(48%);   

Not stated  

38 (36%)  

s 9 (8%); 

Inpatients  

12 (11%);   

Both 21  

(20%);  

Not stated  

65 (61%)  

(5%)  

AMR 21  

(20%); 

EUR 2  

(2%); EMR  

4 (4%);  

SEAR 57  

(53%);  

WPR 14  

(13%)  

Multiple 5  

(5%)  

(7;1209);  

1 to 7 days  

(35;  

20057);  

All acute  

symptomat 

ic  (107;  

69488)  

IgG ELISA  

(37)  

Panbio 14  

(38%);  

Focus 4  

(11%);  

Standard  

Diagnostics 3  

(8%)  

158(66- 

325)  

Adults 6  

(16%);  

Children 3  

(8%);   

Both 12  

(32%);   

Not stated  

16 (43%)  

Outpatient 

s 5 (14%); 

Inpatients  

3 (8%);   

Both 8 

(22%); Not 

stated 21 

(57%)  

AFR 2  

(5%)  

AMR 7  

(19%); 

EUR 1  

(3%); EMR  

1 (3%);  

SEAR 13  

(35%);  

WPR 10  

(27%)  

Multiple 3  

(8%)  

0 to 4 days  

(2; 1156);  

1 to 7 days  

(12; 8642); 

All acute  

symptomat 

ic   

(37;15251)  



All (285)  N/A  176 (80- 

376)  

Adults 24  

(8%);  

Children  

24 (8%);   

Both 127  

(45%);   

Not stated  

110 (39%)  

Outpatient 

s 26 (9%); 

Inpatients  

27 (9%);   

Both 48  

(17%);   

Not stated  

184 (65%)  

AFR 11  

(4%)  

AMR 62  

(22%); 

EUR 5  

(2%); EMR  

10 (4%);  

SEAR 137  

(48%);  

0 to 4 days  

(23; 4801);  

1 to 7 days  

(91;44,208 

);  

All acute  

symptomat 

ic   

(285;137,4 

     WPR 48  

(17%)  

Multiple 11  

(4%)  

87)  

  

  

Extracted data showed high variability regarding the timing of dengue diagnostic testing post 

onset of fever (Figure 2). 41% (116/285) of included studies did not report the timeframe of 

testing DPO other than stating that testing was carried out on symptomatic individuals for acute 

dengue. This proportion was similar across tests of interest with 37%, 47%, 33%, 39% and 

41% for NS1 ELISA, RT-PCR, viral, IgM ELISA and IgG ELISA respectively.   

  

Figure 2. Extracted data from studies included in analyses by reported days-post-onset (DPO) of fever 

diagnostic testing and by test of interest. DPO subgroups are: 0 to 4 days, 1 to 7 days and all acute 

symptomatic, which includes studies that did not report a DPO range but did state that testing occurred 

on symptomatic individuals for acute dengue (shown as as grey bars spanning 0 to 14 days DPO).  

Vertical dashed lines indicate DPO subgroup upper limits.   



 

  

  

Results from meta-analyses  

The estimated sensitivity and specificity from our analysis for each test of interest is shown in 

Figure 3. Subgroup analyses of results reported at 0 to 4 days DPO compared with 1 to 7 days  

DPO and during the ‘all acute symptomatic’ group showed that both RT-PCR and NS1 ELISA 

were less sensitive during longer or unspecified time periods after symptom onset; yet the 

overall point estimates for sensitivity and specificity of RT-PCR were above 85% and 89%, 

respectively. Similarly, NS1 ELISA point estimates for sensitivity remained above 85% 

irrespective of DPO subgroup, with specificity above 90%.   

  

Subgroup analyses of results reported at 1 to 7 days DPO compared with 0 to 4 days DPO 

demonstrated a marked difference in IgM ELISA sensitivity – at 71% (95% CrI 57-84%) and 

17% (95% CrI 3-51%) respectively (Figure 3). Comparing the IgM ELISA primary analysis 

model to the model containing all acute symptomatic data, sensitivity and specificity estimates 

were lower at 62% (95% CrI 45-75%) and 85% (95% CrI 76-91%) respectively. For the IgG  

ELISA comparison of the 1 to 7 DPO with the ‘all acute symptomatic’ subgroup, the point 

estimate for sensitivity was 10 percentage points lower, at 74% (95% CrI 44-94%) and 64% 

(95% CrI 33-83%) respectively. Similarly, the specificity point estimate was 93% (95% CrI 77- 



98%) at 1 to 7 DPO compared with 86% (95% CrI 62-94%) in the ‘all acute symptomatic’ group.  

  

Individual study estimates for both sensitivity and specificity for each test of interest in each 

DPO subgroup are presented in supplement 4.  

  

Overall, heterogeneity was seen across all meta-analyses shown by wider credible intervals 

for the predicted estimates when compared to the pooled estimates. For all tests of interest, 

the model with the narrowest credible interval for the predicted estimates was the primary 

analysis model and the widest credible interval from the ‘all acute symptomatic’ model, 

representing the widest DPO range.  

  

 

  

Figure 3: Summary forest plot of pooled (black - solid line) and predicted (grey dashed-line) estimates 

of sensitivity and specificity from separate meta-analyses for each test of interest. Stratified by DPO 

subgroup. *Indicates primary analysis subgroup for each test of interest.   

  

Methodological quality of included studies  

Figure 4 summarises the risk of bias and applicability concerns for studies from each test of 

interest with modified criteria of assessment (domains). 44% (n=124) of all included studies 

were judged overall as having a low risk of bias and low concern regarding applicability. This 



varied by test of interest with 43% (n=26), 37% (n=29), 49% (n=52) and 43% (n=16) for NS1 

ELISA, RT-PCR, IgM ELISA and IgG ELISA included studies respectively. Of all domains of 

assessment, the risk of bias from the index test and comparator test were deemed the lowest 

risk. Over 25% of included studies had a high risk of bias from the flow and timing domain, 

primarily due to studies that performed the test in the acute period with no specific DPO range 

stated.   

  

The majority of included studies demonstrated low concerns of applicability for the timeline 

used. A meta-analysis for the ‘all acute symptomatic’ subgroup that includes only those studies 

with a low risk of bias and low risk of applicability concerns is presented in the supplementary 

material (Figure S6). The estimated sensitivity and specificity of each test were not dissimilar 

from those results presented in Figure 3, including all studies.  

  

  

  

  

  

 



  

  

  

Figure 4: Summary of the risk of bias and applicability concerns across six domains in the accuracy of 

dengue diagnostics for the detection of acute dengue.  

Discussion   

We report, to our knowledge, the most comprehensive review of dengue diagnostic accuracy 

to date. The estimated sensitivity and specificity of NS1 ELISA from our primary analysis (0 to 

4 DPO) was 90% (95% CrI 68-98%) and 93% (95% CrI 71-99%) respectively, which is more 

sensitive and less specific than has previously been reported (24). Generally, previous 

analyses of NS1 ELISA accuracy have used RT-PCR as a ‘gold-standard’ comparator test 

(25,26), making the assumption that RT-PCR is 100% sensitive and 100% specific. If this 

assumption is incorrect, estimates of NS1 ELISA diagnostic accuracy will have been 

underestimated in these analyses (assuming conditional independence). One study compared  

NS1 ELISA and RT-PCR using a third diagnostic method as a ‘gold standard’ comparator and 

found that the two tests had similar diagnostic accuracy, reflecting our findings. In comparison 

to the 0 to 4 DPO subgroup, where RT-PCR has a better sensitivity than NS1 ELISA, In the 1 

to 7 DPO subgroup, NS1 ELISA was found to have a similar sensitivity (86%, 95% CrI 6896%) 



to RT-PCR (85%, 95% CrI 68-93%). This reflects the greater longevity of NS1 antigen 

compared to DENV RNA. These results call for increased recognition of the utility of NS1 

ELISA as a more accessible alternative to RT-PCR, particularly given poor patient and clinician 

reporting of illness duration, which has a substantial impact on RT-PCR diagnostic test 

accuracy.   

  

IgM ELISA was found to be 17% sensitive and 84% specific in the 0 to 4 DPO range, reflecting 

the recognised lag in DENV IgM antibody titres in response to infection (27,28). These results 

reiterate that IgM ELISA as a single test should not be used to confirm dengue infection in this 

timeframe. The current WHO outbreak recommendation states that IgM ELISA positivity in a 

single acute sample  is highly suspicious of dengue infection rather than confirmatory (4). Our 

results suggest that IgM ELISA in a single acute sample must be interpreted with DPO in mind 

given the increase in sensitivity after 4 DPO. The pooled sensitivity and specificity of IgM ELISA 

in the 1 to 7 DPO subgroup was 71% (95% CrI 57 - 85%) and 91% (95% CrI 82 - 95%) 

respectively, reflecting increasing antibody titres over this timeframe. These results are likely 

to underestimate the actual diagnostic accuracy of IgM ELISA in the 5 to 7 DPO, given the 

possible inclusion of samples from less than 5 DPO. One previously reported estimate of IgM 

ELISA sensitivity and specificity was 38.1% and 100%, respectively. Notably, although these 

estimates were not stratified by DPO, the majority of patients included in the analysis (44/86) 

were in the 1 to 3 DPO range (25), which may explain the poor sensitivity reported.   

  

Additionally, IgM titres are recognised to increase less in response to secondary dengue 

infection when compared to primary infection, further limiting the utility of this test particularly 

among patients living in dengue endemic regions and/or with a history of previous infection 

(27). While in practice IgM ELISA is often used as a single test in the acute phase, its accuracy 

may be increased by using paired samples, interpretation as a ratio with IgG ELISA or, using 

a single measurement in combination with other diagnostic methods as part of a diagnostic 

algorithm (9,28). Further meta-analyses to ascertain diagnostic accuracy of such algorithms 

are needed.   

    

IgG ELISA is primarily used to distinguish primary from secondary dengue, and/or in paired 

samples for acute dengue. While this review aimed to assess the diagnostic accuracy of acute 

and convalescent paired samples, too few articles reported using paired samples to carry out 

a meta-analysis. The remaining included studies used single IgG measurement in the acute 

phase, which have limited utility in clinical practice, these results should therefore be 



interpreted with caution and we do not recommend single IgG ELISA to be used in acute 

dengue diagnosis.   

  

Strengths of this review include the comprehensive and robust search strategy, encapsulating 

five different dengue diagnostics, across eleven different bibliographic databases and 

incorporating publications in four different languages that included independent duplicate 

review and adherence to QUADAS-2 and PRISMA guidelines. This inclusive search strategy 

identified a large number of studies that collected data in 43 countries with a wide range of 

comparator tests. To ensure our results were not biased by assumptions regarding the 

comparator tests accuracy, a Bayesian analysis approach was used that did not assume any 

comparator was perfect. While this approach has previously been used for rapid tests for 

dengue (29), to our knowledge it has not previously been applied to a dataset this large for our 

tests of interest.   

  

The studies included in the meta-analysis brought multiple limitations. Firstly, dengue 

diagnostics have been shown to have optimal performance at certain DPOs, depending on the 

diagnostic target (9). However, included studies reported overlapping DPO ranges for acute 

dengue from 1 DPO to 36 days DPO for all tests of interest (Figure 2). This limited our ability 

to stratify results into discrete DPO windows (i.e. 0 to 4, 5 to 7, 8 to 14 DPO), which would 

have strengthened interpretability of the results. This inconsistent reporting highlights a lack of 

consensus on timeframes for acute dengue diagnosis, which inhibits the ability to perform 

meta-analyses. Second, there was substantial heterogeneity of reporting of important 

variables that were extracted but could not be used for subgroup analyses due to insufficient 

data. Such variables include; DENV serotype, patient population (including clinical suspicion 

of dengue infection, which would affect the pre-test probability), primary or secondary infection, 

brand of test of interest and geographical location of study. DPO subgroup analysis, though 

adding depth to our conclusions, resulted in data paucity for some included windows, notably 

DPO 0 to 4 RT-PCR, which was based on only 4 included studies, and needs to be interpreted 

with caution. Third, in order to maximise the data available for analysis, we included any clinical 

study that met the inclusion criteria, rather than limiting inclusion to diagnostic accuracy 

studies. As a consequence, many studies poorly described various aspects of the test 

methodology and the population group studied, highlighted by the results of QUADAS-2, with 

potential impacts on the overall estimates of both sensitivity and specificity. Our meta-

analytical approach also has limitations. While our analysis framework improves upon previous 

analyses by accounting for imperfect comparator tests, there are other model assumptions 

that have to be made that can still lead to biased estimates of sensitivity and specificity. 



Notably, the choice of prior distributions for the comparator tests’ diagnostic accuracy and the 

assumption of a two-state latent class model (30).   

  

Our findings  have the potential to contribute to policy development, with particular relevance 

to the utility of NS1 ELISA. Furthermore, our estimates can provide a basis for future work in 

dengue diagnostic accuracy assessment, for example in the evaluation of novel RDTs and 

diagnostic algorithms, using both Bayesian and traditional approaches.   
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E. Example Stan code for a single-pathogen model

Appendix E

Example Stan code for a
single-pathogen model

// Example Stan program f o r the malar ia s i n g l e −
pathogen model

data {
int<lower=0> N; // Number o f i n d i v i d u a l s ( ca s e s

and c o n t r o l s )
int<lower=0> Nstrata ; // Number o f s t r a t a to

con s id e r f o r r e g r e s s i o n
int<lower=0> N_Cases ; // Number o f ca s e s only
int<lower=0> J ; // Number o f p o s s i b l e causes
int<lower=0> M; // Number o f d i a n g o s t i c t e s t s
vec to r [N] I1 ; // Ind i c a t o r f o r whether an

i n d i v i d u a l has a r e s u l t f o r d i a g n o s t i c t e s t 1
vec to r [N] I2 ; // Ind i c a t o r f o r whether an

i n d i v i d u a l has a r e s u l t f o r d i a g n o s t i c t e s t 2
int t1 [N ] ; // Observed d i a g n o s t i c t e s t r e s u l t s f o r

t e s t 1
int t2 [N ] ; // Observed d i a g n o s t i c t e s t r e s u l t s f o r

t e s t 2
int Strata [N ] ; // Ind i c a t o r f o r wich s t r a t a does

each i n d i v i d u a l belong to
}

parameters {
// S p e c i f i c t y i s a l lowed to vary by s t r a t a and i s

between 0 and 1
rea l <lower =0,upper=1.0> Sp1 [ Nstrata ] ;
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E. Example Stan code for a single-pathogen model

r ea l <lower =0,upper=1.0> Sp2 [ Nstrata ] ;

// S e n s i t i v i t y i s assumed to be g r e a t e r than 1−Sp
, does not vary by s i t e and i s between 0 and 1

rea l <lower=inv_log i t ( l o g i t (1−min ( Sp1 ) ) ) , upper=1.0>
Se1 ;

r ea l <lower=inv_log i t ( l o g i t (1−min ( Sp2 ) ) ) , upper=1.0>
Se2 ;

// Aet io logy i s a s implex
s implex [ J ] a e t i [ Nstrata ] ; // s implex o f l ength

number o f causes

// Parameters f o r random e f f e c t
vec to r [N] REp; // e . g . i n f e c t i o n i n t e n s i t y
r ea l <lower=0> b ;

}

transformed parameters {
/// Probab i l i t y o f a p o s i t i v e t e s t f o r each t e s t

and each i n d i v i d u a l
vector<lower =0,upper=1>[N] prob [ 2 ,M] ;

for (n in 1 :N) {
prob [ 1 , 1 , n ] = 1−Sp1 [ St rata [ n ] ] ;
// equat ion from Dendukuri e t a l . [ ]
prob [ 2 , 1 , n ] = inv_log i t ( l o g i t ( Se1 ) + REp[ n ] ∗ b) ;
prob [ 1 , 2 , n ] = 1−Sp2 [ St rata [ n ] ] ;
prob [ 2 , 2 , n ] = inv_log i t ( l o g i t ( Se2 ) + REp[ n ] ∗ b) ;

}
}

model {
r e a l lp [ J ] ; // 2d vec to r with each entry

cor re spond ing
r e a l lp2 ; // c o n t r o l s
// to the un−normal i sed p o s t e r i o r prob f o r each

cause
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E. Example Stan code for a single-pathogen model

// Pr i o r s
// Aet io logy p r i o r ( p i )
a e t i ~ d i r i c h l e t ( rep_vector ( 1 . 0 , J ) ) ;

// S e n s i t i v i t y p r i o r s
// RDT 65.2−89.0% with 95% p r o b a b i l i t y
Se1~beta (34 . 68921 ,9 . 609493 ) ;
// Microscopy
Se2~beta (1 , 1 ) ;

// S p e c i f i c i t y p r i o r s
// RDT est imated from c o n t r o l s so 0−100%
Sp1~beta (1 , 1 ) ;
// Microscopy est imated from c o n t r o l s in Laos ,

Mozambique and Zimbabwe
// In fo rmat ive p r i o r assuming s p e c i f i c i t y between

95 and 100% in Malawi
Sp2 [ 1 ] ~ beta (1 , 1 ) ;
Sp2 [ 2 ] ~ beta ( 5 0 , 0 . 5 ) ;
Sp2 [ 3 ] ~ beta ( 5 0 , 0 . 5 ) ;
Sp2 [ 4 ] ~ beta (1 , 1 ) ;
Sp2 [ 5 ] ~ beta (1 , 1 ) ;
Sp2 [ 6 ] ~ beta (1 , 1 ) ;
Sp2 [ 7 ] ~ beta (1 , 1 ) ;
Sp2 [ 8 ] ~ beta (1 , 1 ) ;

// Random−e f f e c t to account f o r c o n d i t i o n a l
dependence

REp~normal (0 , 1 ) ;
b~gamma(1 , 1 ) ;

for (n in 1 : N_Cases ) {
for ( j in 1 : 2 ) {

lp [ j ] = log ( a e t i [ S t rata [ n ] , j ] ) ;
}

lp [ 1 ] = lp [ 1 ] + binomial_lpmf ( t1 [ n ] | 1 , prob
[ 2 , 1 , n ] ) ∗ I1 [ n ] + binomial_lpmf ( t2 [ n ] | 1 ,
prob [ 2 , 2 , n ] ) ∗ I2 [ n ] ;

lp [ 2 ] = lp [ 2 ] + binomial_lpmf ( t1 [ n ] | 1 , prob
[ 1 , 1 , n ] ) ∗ I1 [ n ] + binomial_lpmf ( t2 [ n ] | 1 ,
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E. Example Stan code for a single-pathogen model

prob [ 1 , 2 , n ] ) ∗ I2 [ n ] ;

t a r g e t += log_sum_exp ( lp ) ;
}

// Contro l s ( only need to con s id e r the f a l s e
p o s i t i v i t y ra t e s to r ed in prob [ 1 , , ] )

for (n in (N_Cases+1) :N) {

lp2 = binomial_lpmf ( t1 [ n ] | 1 , prob [ 1 , 1 , n ] ) ∗ I1
[ n ] + binomial_lpmf ( t2 [ n ] | 1 , prob [ 1 , 2 , n ] )
∗ I2 [ n ] ;

t a r g e t += ( lp2 ) ;
}
}
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Appendix F

Extended sensitivity analyses
from single-pathogen models
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Figure F.1: A comparison of the estimated percentage of fever cases due
to respiratory pathogens in inpatients using a more informative or diffuse
prior for diagnostic test sensitivity by site and age group.
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F. Extended sensitivity analyses from single-pathogen models

Figure F.2: A comparison of the estimated percentage of fever cases
due to respiratory pathogens in all patients using a more informative or
diffuse prior for diagnostic test sensitivity by site and age group.
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Appendix G

Multi-pathogen model
complete results tables

311 of 358



G. Multi-pathogen model complete results tables

Ta
bl

e
G

.1
:E

st
im

at
ed

ca
us

e-
sp

ec
ifi

c
ca

se
fra

ct
io

ns
(m

ed
ia

n
an

d
95

%
cr

ed
ib

le
in

te
rv

al
)f

or
In

pa
tie

nt
sb

y
sit

e
an

d
ag

e
gr

ou
p

Pa
th

og
en

La
os

M
al

aw
i

M
oz

am
bi

qu
e

Zi
m

ba
bw

e
un

de
r

15
15

&
ov

er
un

de
r

15
15

&
ov

er
un

de
r

15
15

&
ov

er
un

de
r

15
15

&
ov

er
M

al
ar

ia
0

(0
-1

)
0

(0
-1

)
42

(3
4-

51
)

20
(1

3-
27

)
46

(4
2-

51
)

11
(8

-1
4)

2
(1

-4
)

3
(2

-5
)

In
flu

en
za

A
5

(3
-8

)
2

(1
-4

)
2

(0
-5

)
3

(1
-7

)
3

(1
-5

)
4

(2
-6

)
8

(5
-1

2)
1

(0
-3

)
In

flu
en

za
B

1
(0

-3
)

2
(1

-3
)

2
(0

-5
)

0
(0

-2
)

0
(0

-2
)

0
(0

-1
)

2
(0

-5
)

0
(0

-2
)

R
SV

1
(0

-2
)

0
(0

-1
)

4
(1

-8
)

0
(0

-2
)

2
(1

-5
)

0
(0

-1
)

6
(3

-1
0)

0
(0

-1
)

A
de

no
vi

ru
s

4
(2

-7
)

0
(0

-1
)

2
(0

-6
)

1
(0

-3
)

1
(0

-3
)

1
(0

-2
)

2
(0

-6
)

0
(0

-1
)

R
hi

no
vi

ru
s/

En
te

ro
vi

ru
s

1
(0

-5
)

1
(0

-4
)

3
(0

-1
0)

1
(0

-4
)

5
(1

-9
)

5
(2

-9
)

2
(0

-8
)

3
(0

-8
)

H
um

an
B

oc
av

iru
s

0
(0

-2
)

0
(0

-1
)

1
(0

-3
)

1
(0

-4
)

1
(0

-3
)

1
(0

-3
)

1
(0

-3
)

1
(0

-3
)

Pa
ra

in
flu

en
za

5
(3

-8
)

0
(0

-1
)

2
(0

-6
)

1
(0

-4
)

1
(0

-2
)

1
(0

-2
)

1
(0

-3
)

1
(0

-3
)

C
or

on
av

iru
s

0
(0

-2
)

0
(0

-2
)

1
(0

-3
)

1
(0

-3
)

1
(0

-2
)

2
(0

-3
)

2
(0

-4
)

1
(0

-3
)

H
um

an
M

et
ap

ne
um

ov
iru

s
1

(0
-3

)
0

(0
-1

)
1

(0
-3

)
1

(0
-4

)
0

(0
-2

)
0

(0
-1

)
1

(0
-2

)
0

(0
-2

)
C

hl
am

yd
op

hi
la

pn
eu

m
on

ia
0

(0
-2

)
0

(0
-1

)
0

(0
-3

)
0

(0
-2

)
0

(0
-1

)
0

(0
-1

)
1

(0
-2

)
0

(0
-1

)
M

yc
op

la
sm

a
pn

eu
m

on
ia

0
(0

-1
)

0
(0

-1
)

0
(0

-1
)

0
(0

-2
)

0
(0

-1
)

0
(0

-1
)

1
(0

-2
)

0
(0

-1
)

B
ru

ce
lla

1
(0

-3
)

0
(0

-1
)

0
(0

-2
)

1
(0

-3
)

0
(0

-1
)

0
(0

-1
)

1
(0

-3
)

0
(0

-1
)

D
en

gu
e

9
(5

-1
3)

15
(1

1-
19

)
0

(0
-1

)
0

(0
-2

)
0

(0
-1

)
0

(0
-1

)
0

(0
-2

)
0

(0
-1

)
Zi

ka
0

(0
-2

)
0

(0
-1

)
0

(0
-1

)
0

(0
-2

)
0

(0
-1

)
0

(0
-1

)
0

(0
-1

)
0

(0
-1

)
C

hi
ku

ng
un

ya
0

(0
-2

)
0

(0
-1

)
0

(0
-1

)
0

(0
-2

)
0

(0
-1

)
0

(0
-1

)
0

(0
-1

)
0

(0
-1

)
Le

pt
os

pi
ro

sis
0

(0
-1

)
0

(0
-1

)
0

(0
-1

)
1

(0
-2

)
0

(0
-1

)
0

(0
-1

)
0

(0
-2

)
0

(0
-1

)
B

ur
kh

ol
de

ri
a

0
(0

-3
)

2
(0

-7
)

1
(0

-3
)

1
(0

-5
)

0
(0

-2
)

1
(0

-3
)

1
(0

-3
)

0
(0

-2
)

T
yp

ho
id

al
Sa

lm
on

el
la

2
(0

-5
)

2
(0

-5
)

2
(0

-5
)

4
(0

-1
2)

1
(0

-3
)

1
(0

-5
)

4
(0

-1
2)

3
(0

-8
)

N
on

-t
yp

ho
id

al
Sa

lm
on

el
la

0
(0

-2
)

0
(0

-1
)

2
(0

-5
)

1
(0

-4
)

0
(0

-2
)

1
(0

-5
)

0
(0

-2
)

0
(0

-2
)

St
ap

hy
lo

co
cc

us
au

re
us

1
(0

-4
)

0
(0

-2
)

1
(0

-5
)

1
(0

-4
)

6
(3

-1
3)

2
(0

-8
)

1
(0

-5
)

1
(0

-3
)

Es
ch

er
ic

hi
a

co
li

0
(0

-2
)

1
(0

-5
)

0
(0

-3
)

2
(0

-8
)

1
(0

-3
)

5
(0

-1
3)

0
(0

-3
)

1
(0

-5
)

O
th

er
En

te
ro

ba
ct

er
al

es
0

(0
-2

)
1

(0
-3

)
0

(0
-3

)
1

(0
-4

)
1

(0
-3

)
1

(0
-4

)
0

(0
-3

)
1

(0
-3

)
K

le
bs

ie
lla

pn
eu

m
on

ia
e

0
(0

-2
)

1
(0

-2
)

0
(0

-3
)

1
(0

-6
)

1
(0

-3
)

2
(0

-7
)

1
(0

-4
)

1
(0

-3
)

St
re

pt
oc

oc
cu

s
pn

eu
m

on
ia

e
1

(0
-3

)
0

(0
-2

)
1

(0
-4

)
1

(0
-5

)
6

(2
-1

1)
1

(0
-3

)
1

(0
-3

)
1

(0
-3

)
N

O
S

60
(5

2-
68

)
67

(6
0-

73
)

24
(1

2-
37

)
49

(3
6-

61
)

18
(8

-2
7)

57
(4

4-
66

)
57

(4
6-

66
)

76
(6

8-
83

)
N

ot
e.

N
O

S,
no

t
sp

ec
ifi

ed
.

R
SV

in
cl

ud
es

bo
th

R
SV

A
or

R
SV

B
;P

ar
ai

nfl
ue

nz
a

in
cl

ud
es

pa
ra

in
flu

en
za

vi
ru

se
s

1:
4;

C
or

on
av

iru
s

in
cl

ud
es

22
9e

,
hk

u1
,n

l6
3,

oc
43

.

312 of 358



G. Multi-pathogen model complete results tables

Ta
bl

eG
.2

:E
st

im
at

ed
ca

us
e-

sp
ec

ifi
cc

as
ef

ra
ct

io
ns

(m
ed

ia
n

an
d

95
%

cr
ed

ib
le

in
te

rv
al

)f
or

ou
tp

at
ie

nt
sb

y
sit

ea
nd

ag
eg

ro
up

Pa
th

og
en

La
os

M
al

aw
i

M
oz

am
bi

qu
e

Zi
m

ba
bw

e
un

de
r

15
15

&
ov

er
un

de
r

15
15

&
ov

er
un

de
r

15
15

&
ov

er
un

de
r

15
15

&
ov

er
M

al
ar

ia
0

(0
-1

)
0

(0
-1

)
42

(3
4-

50
)

31
(2

5-
39

)
5

(4
-7

)
9

(6
-1

2)
0

(0
-2

)
1

(0
-2

)
In

flu
en

za
A

13
(1

0-
18

)
5

(3
-7

)
8

(6
-1

1)
7

(5
-1

0)
8

(6
-1

1)
14

(1
1-

18
)

6
(4

-9
)

7
(4

-9
)

In
flu

en
za

B
13

(9
-1

7)
4

(2
-6

)
4

(2
-5

)
3

(2
-5

)
12

(9
-1

5)
2

(1
-4

)
9

(6
-1

2)
1

(0
-2

)
R

SV
2

(0
-4

)
0

(0
-1

)
1

(0
-3

)
0

(0
-1

)
4

(2
-6

)
1

(0
-3

)
1

(0
-3

)
1

(0
-2

)
A

de
no

vi
ru

s
1

(0
-4

)
0

(0
-1

)
4

(1
-7

)
0

(0
-1

)
8

(6
-1

2)
1

(0
-3

)
3

(0
-5

)
0

(0
-1

)
R

hi
no

vi
ru

s/
en

te
ro

vi
ru

s
6

(1
-1

0)
4

(1
-7

)
13

(7
-2

0)
2

(0
-5

)
6

(1
-1

0)
5

(1
-1

0)
4

(0
-9

)
1

(0
-3

)
H

um
an

B
oc

av
iru

s
0

(0
-2

)
0

(0
-1

)
0

(0
-2

)
0

(0
-2

)
1

(0
-2

)
1

(0
-3

)
1

(0
-4

)
0

(0
-1

)
Pa

ra
in

flu
en

za
4

(2
-7

)
0

(0
-1

)
9

(6
-1

4)
3

(1
-5

)
4

(3
-6

)
1

(0
-2

)
1

(0
-3

)
0

(0
-1

)
C

or
on

av
iru

s
1

(0
-2

)
1

(0
-2

)
2

(0
-4

)
1

(0
-2

)
2

(0
-4

)
1

(0
-3

)
1

(0
-2

)
0

(0
-1

)
H

um
an

M
et

ap
ne

um
ov

iru
s

0
(0

-1
)

0
(0

-1
)

2
(1

-5
)

1
(0

-2
)

2
(1

-4
)

1
(0

-3
)

1
(0

-2
)

0
(0

-1
)

C
hl

am
yd

op
hi

la
pn

eu
m

on
ia

0
(0

-1
)

0
(0

-1
)

0
(0

-1
)

0
(0

-1
)

0
(0

-1
)

0
(0

-1
)

0
(0

-1
)

0
(0

-1
)

M
yc

op
la

sm
a

pn
eu

m
on

ia
0

(0
-1

)
0

(0
-1

)
0

(0
-1

)
0

(0
-1

)
0

(0
-1

)
1

(0
-2

)
0

(0
-1

)
0

(0
-1

)
B

ru
ce

lla
0

(0
-1

)
0

(0
-3

)
0

(0
-1

)
0

(0
-1

)
0

(0
-2

)
0

(0
-1

)
0

(0
-1

)
0

(0
-1

)
D

en
gu

e
9

(6
-1

4)
22

(1
8-

26
)

0
(0

-1
)

0
(0

-1
)

0
(0

-1
)

0
(0

-1
)

0
(0

-1
)

0
(0

-1
)

Zi
ka

0
(0

-2
)

0
(0

-1
)

0
(0

-1
)

0
(0

-1
)

0
(0

-1
)

0
(0

-1
)

0
(0

-1
)

0
(0

-1
)

C
hi

ku
ng

un
ya

0
(0

-2
)

0
(0

-1
)

0
(0

-1
)

0
(0

-1
)

0
(0

-1
)

0
(0

-1
)

0
(0

-1
)

0
(0

-1
)

Le
pt

os
pi

ro
sis

1
(0

-2
)

1
(0

-2
)

0
(0

-1
)

1
(0

-2
)

0
(0

-1
)

0
(0

-1
)

0
(0

-2
)

0
(0

-1
)

B
ur

kh
ol

de
ri

a
1

(0
-4

)
3

(0
-7

)
0

(0
-2

)
0

(0
-2

)
0

(0
-2

)
0

(0
-2

)
0

(0
-2

)
0

(0
-2

)
T

yp
ho

id
al

Sa
lm

on
el

la
1

(0
-4

)
1

(0
-3

)
0

(0
-2

)
2

(0
-5

)
0

(0
-2

)
0

(0
-2

)
26

(1
6-

38
)

58
(3

8-
74

)
N

on
-t

yp
ho

id
al

Sa
lm

on
el

la
0

(0
-2

)
0

(0
-1

)
1

(0
-3

)
1

(0
-2

)
0

(0
-1

)
1

(0
-3

)
0

(0
-2

)
0

(0
-2

)
St

ap
hy

lo
co

cc
us

au
re

us
1

(0
-4

)
1

(0
-3

)
0

(0
-2

)
0

(0
-2

)
1

(0
-3

)
1

(0
-2

)
0

(0
-2

)
0

(0
-2

)
Es

ch
er

ic
hi

a
co

li
0

(0
-3

)
1

(0
-3

)
0

(0
-2

)
1

(0
-3

)
1

(0
-3

)
5

(1
-1

2)
1

(0
-2

)
3

(0
-7

)
O

th
er

En
te

ro
ba

ct
er

al
es

0
(0

-3
)

1
(0

-2
)

0
(0

-2
)

0
(0

-1
)

0
(0

-2
)

1
(0

-2
)

1
(0

-3
)

0
(0

-2
)

K
le

bs
ie

lla
pn

eu
m

on
ia

e
0

(0
-3

)
0

(0
-1

)
0

(0
-1

)
0

(0
-2

)
0

(0
-2

)
0

(0
-2

)
1

(0
-3

)
0

(0
-2

)
St

re
pt

oc
oc

cu
s

pn
eu

m
on

ia
e

1
(0

-4
)

0
(0

-2
)

0
(0

-2
)

0
(0

-2
)

0
(0

-2
)

2
(0

-5
)

1
(0

-3
)

1
(0

-3
)

N
O

S
37

(2
8-

46
)

52
(4

5-
58

)
3

(0
-1

2)
41

(3
2-

50
)

40
(3

3-
47

)
49

(3
9-

57
)

36
(2

2-
49

)
16

(1
-3

7)
N

ot
e.

N
O

S,
no

t
sp

ec
ifi

ed
.

R
SV

in
cl

ud
es

bo
th

R
SV

A
or

R
SV

B
;P

ar
ai

nfl
ue

nz
a

in
cl

ud
es

pa
ra

in
flu

en
za

vi
ru

se
s

1:
4;

C
or

on
av

iru
s

in
cl

ud
es

22
9e

,
hk

u1
,n

l6
3,

oc
43

313 of 358



G. Multi-pathogen model complete results tables

Ta
bl

e
G

.3
:E

st
im

at
ed

ca
us

e-
sp

ec
ifi

c
ca

se
fra

ct
io

ns
(m

ed
ia

n
an

d
95

%
cr

ed
ib

le
in

te
rv

al
)f

or
al

lp
at

ie
nt

sb
y

sit
e

an
d

ag
e

gr
ou

p

Pa
th

og
en

La
os

M
al

aw
i

M
oz

am
bi

qu
e

Zi
m

ba
bw

e
un

de
r

15
15

&
ov

er
un

de
r

15
15

&
ov

er
un

de
r

15
15

&
ov

er
un

de
r

15
15

&
ov

er
M

al
ar

ia
0

(0
-1

)
0

(0
-0

)
41

(3
5-

46
)

26
(2

1-
30

)
25

(2
2-

28
)

10
(7

-1
2)

1
(0

-2
)

2
(1

-3
)

In
flu

en
za

A
10

(7
-1

2)
4

(3
-5

)
7

(5
-9

)
6

(4
-8

)
6

(5
-8

)
10

(8
-1

2)
7

(5
-1

0)
4

(2
-6

)
In

flu
en

za
B

7
(5

-9
)

3
(2

-4
)

3
(2

-5
)

2
(1

-4
)

7
(5

-8
)

1
(0

-2
)

6
(4

-9
)

0
(0

-1
)

R
SV

1
(0

-3
)

0
(0

-1
)

2
(1

-4
)

0
(0

-1
)

3
(1

-4
)

1
(0

-2
)

3
(1

-5
)

1
(0

-1
)

A
de

no
vi

ru
s

3
(1

-5
)

0
(0

-0
)

4
(1

-7
)

0
(0

-1
)

5
(3

-7
)

1
(0

-2
)

1
(0

-4
)

0
(0

-1
)

R
hi

no
vi

ru
s/

en
te

ro
vi

ru
s

3
(0

-7
)

3
(1

-5
)

12
(6

-1
7)

1
(0

-4
)

6
(2

-9
)

5
(1

-8
)

3
(0

-7
)

1
(0

-4
)

H
um

an
B

oc
av

iru
s

0
(0

-1
)

0
(0

-0
)

0(
0-

2)
0

(0
-1

)
0

(0
-2

)
1

(0
-2

)
1

(0
-2

)
0

(0
-1

)
Pa

ra
in

flu
en

za
5

(3
-7

)
0

(0
-1

)
8

(5
-1

1)
2

(1
-4

)
2

(1
-3

)
0

(0
-1

)
0

(0
-2

)
0

(0
-2

)
C

or
on

av
iru

s
0

(0
-2

)
1

(0
-1

)
1

(0
-3

)
1

(0
-2

)
1

(0
-3

)
1

(0
-3

)
1

(0
-3

)
0

(0
-2

)
H

um
an

M
et

ap
ne

um
ov

iru
s

1
(0

-2
)

0
(0

-1
)

1
(0

-3
)

1
(0

-2
)

1
(0

-2
)

1
(0

-2
)

0
(0

-2
)

0
(0

-1
)

C
hl

am
yd

op
hi

la
pn

eu
m

on
ia

0
(0

-1
)

0
(0

-0
)

0
(0

-1
)

0
(0

-1
)

0
(0

-1
)

0
(0

-0
)

0
(0

-1
)

0
(0

-0
)

M
yc

op
la

sm
a

pn
eu

m
on

ia
0

(0
-1

)
0

(0
-0

)
0

(0
-1

)
0

(0
-1

)
0

(0
-1

)
0

(0
-1

)
0

(0
-1

)
0

(0
-1

)
B

ru
ce

lla
0

(0
-2

)
0

(0
-1

)
0

(0
-1

)
0

(0
-1

)
0

(0
-1

)
0

(0
-1

)
0

(0
-1

)
0

(0
-1

)
D

en
gu

e
10

(7
-1

3)
19

(1
6-

22
)

0
(0

-0
)

0
(0

-1
)

0
(0

-0
)

0
(0

-0
)

0
(0

-1
)

0
(0

-0
)

Zi
ka

0
(0

-1
)

0
(0

-0
)

0
(0

-0
)

0
(0

-1
)

0
(0

-0
)

0
(0

-0
)

0
(0

-1
)

0
(0

-0
)

C
hi

ku
ng

un
ya

0
(0

-1
)

0
(0

-1
)

0
(0

-0
)

0
(0

-1
)

0
(0

-0
)

0
(0

-0
)

0
(0

-1
)

0
(0

-0
)

Le
pt

os
pi

ro
sis

0
(0

-1
)

1
(0

-1
)

0
(0

-1
)

1
(0

-1
)

0
(0

-0
)

0
(0

-1
)

0
(0

-1
)

0
(0

-1
)

B
ur

kh
ol

de
ri

a
0

(0
-2

)
3

(0
-6

)
0

(0
-1

)
0

(0
-1

)
0

(0
-1

)
0

(0
-1

)
0

(0
-1

)
0

(0
-1

)
T

yp
ho

id
al

Sa
lm

on
el

la
1

(0
-4

)
2

(0
-3

)
1

(0
-2

)
3

(0
-6

)
0

(0
-1

)
1

(0
-2

)
20

(1
1-

30
)

37
(1

9-
55

)
N

on
-t

yp
ho

id
al

Sa
lm

on
el

la
0

(0
-1

)
0

(0
-1

)
1

(0
-3

)
0

(0
-2

)
0

(0
-1

)
1

(0
-3

)
0

(0
-1

)
0

(0
-1

)
St

ap
hy

lo
co

cc
us

au
re

us
1

(0
-3

)
1

(0
-2

)
1

(0
-2

)
0

(0
-1

)
3

(1
-7

)
1

(0
-4

)
0

(0
-2

)
0

(0
-2

)
Es

ch
er

ic
hi

a
co

li
0

(0
-1

)
1

(0
-3

)
0

(0
-1

)
1

(0
-3

)
1

(0
-2

)
6

(2
-1

2)
0

(0
-2

)
2

(0
-6

)
O

th
er

En
te

ro
ba

ct
er

al
es

0
(0

-1
)

0
(0

-2
)

0
(0

-1
)

0
(0

-1
)

0
(0

-1
)

1
(0

-2
)

0
(0

-2
)

0
(0

-1
)

K
le

bs
ie

lla
pn

eu
m

on
ia

e
0

(0
-1

)
0

(0
-1

)
0

(0
-1

)
0

(0
-2

)
0

(0
-1

)
1

(0
-3

)
1

(0
-2

)
0

(0
-1

)
St

re
pt

oc
oc

cu
s

pn
eu

m
on

ia
e

1
(0

-2
)

0
(0

-1
)

0
(0

-2
)

0
(0

-1
)

2
(1

-5
)

1
(0

-3
)

0
(0

-2
)

1
(0

-2
)

N
O

S
53

(4
6-

59
)

61
(5

5-
66

)
13

(6
-2

1)
52

(4
5-

58
)

33
(2

7-
39

)
56

(4
8-

63
)

48
(3

5-
57

)
45

(2
4-

61
)

N
ot

e.
N

O
S,

no
t

sp
ec

ifi
ed

.
R

SV
in

cl
ud

es
bo

th
R

SV
A

or
R

SV
B

;P
ar

ai
nfl

ue
nz

a
in

cl
ud

es
pa

ra
in

flu
en

za
vi

ru
se

s
1:

4;
C

or
on

av
iru

s
in

cl
ud

es
22

9e
,

hk
u1

,n
l6

3,
oc

43

314 of 358



G. Multi-pathogen model complete results tables

Table G.4: Estimated cause-specific case fractions (median and 95% cred-
ible interval) for HIV positive cases in Mozambique by In/out-patient
status and age group

Pathogen Inpatients Outpatients
under 15 15 & over under 15 15 & over

Malaria 19 (11-29) 6 (3-10) 5 (1-15) 8 (5-12)
Influenza A 2 (0-7) 4 (1-7) 2 (1-8) 10 (5-15)
Influenza B 2 (0-7) 0 (0-1) 11 (4-22) 1 (0-3)
RSV 4 (0-10) 1 (0-3) 2 (0-8) 1 (0-2)
Adenovirus 3 (0-10) 1 (0-3) 2 (0-8) 2 (1-5)
Rhinovirus/enterovirus 4 (0-15) 7 (2-12) 3 (0-14) 11 (5-17)
Human Bocavirus 2 (0-8) 2 (0-4) 2 (0-9) 1 (0-4)
Parainfluenza 2 (0-7) 1 (0-2) 2 (0-8) 2 (0-4)
Coronavirus 2 (0-7) 1 (0-3) 3 (0-11) 2 (0-5)
Human Metapneumovirus 2 (0-7) 0 (0-2) 2 (0-8) 1 (0-3)
Chlamydophila pneumonia 1 (0-5) 0 (0-1) 2 (0-8) 0 (0-2)
Mycoplasma pneumonia 1 (0-6) 0 (0-1) 2 (0-8) 1 (0-3)
Brucella 2 (0-9) 0 (0-2) 2 (0-10) 0 (0-2)
Dengue 0 (0-1) 0 (0-1) 2 (0-8) 0 (0-2)
Zika 1 (0-6) 0 (0-1) 2 (0-8) 0 (0-1)
Chikungunya 1 (0-6) 0 (0-2) 2 (0-8) 0 (0-2)
Leptospirosis 1 (0-5) 0 (0-1) 2 (0-8) 0 (0-1)
Burkholderia 2 (0-11) 1 (0-4) 4 (0-18) 1 (0-4)
Typhoidal Salmonella 2 (0-11) 1 (0-4) 4 (0-18) 1 (0-4)
Non-typhoidal Salmonella 3 (0-12) 2 (0-7) 3 (0-15) 2 (0-5)
Staphylococcus aureus 4 (0-16) 1 (0-5) 3 (0-14) 1 (0-4)
Escherichia coli 1 (0-5) 4 (0-12) 3 (0-14) 2 (0-7)
Other Enterobacterales 2 (0-9) 1 (0-4) 2 (0-13) 1 (0-3)
Klebsiella pneumonia 2 (0-9) 1 (0-5) 3 (0-14) 1 (0-3)
Streptococcus pneumonia 7 (0-22) 1 (0-5) 4 (0-17) 2 (0-7)
NOS 9 (13-27) 58 (46-69) 10 (1-28) 45 (35-55)

Note. NOS, not specified. RSV includes both RSV A or RSV B; Parainfluenza includes
parainfluenza viruses 1:4; Coronavirus includes 229e, hku1, nl63, oc43
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Figure H.1: Trace plots for the multi-pathogen inpatient model for all
parameters related to children in Laos
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Figure H.2: Rank plots for the multi-pathogen inpatient model for all
parameters related to children in Laos
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