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Abstract 2

ABSTRACT

The influence of inoculum size on severity of disease for those organisms which multiply in
the host is uncertain and not often addressed: the infecting dose is not known in natural
situations.

Experimental studies, where the dose is known, arc discussed, as well as different natural
situations in which the relative dose can be inferred. The advantages and drawbacks of the
various methods are debated. The following sections focus on two infections: salmonellae and
malaria.

For salmonellae, natural infections are compared using indirect markers of dose: incubation
period, attack rate and type of vehicle. No evidence of a dose-severity relationship is found for
typhoid, whereas there is some evidence for such a relationship for the food-poisoning
salmonellae. Analysis of typhoid volunteer data suggests a dose-severity relationship; the
critical role of illness definition in determining the findings is discussed.

Malaria therapy for neurosyphilis provides a unique source of information on large numbers of
human subjects in whom a disease was induced artificially. An extensive review of the malaria
literature provides no conclusive evidence on the relationship between dose and severity. The
original records for patients from the Horton hospital in Epsom are analysed. Among 589 non-
immune patients receiving vivax and 81 receiving ovale, who were not treated within the first
5 days, no consistent relationships are found between any direct measure of dose (mosquito
number, sporozoite number, or trophozoite number) and any measure of severity including
peak fever and parasitaemia levels. Dose is inversely proportional to prepatent period, and
patients with longer prepatent periods are more likely to have tertian fever, undergo
spontaneous recovery and not to get modifying treatment The implications of these findings
for the pathogenesis of malaria and for natural malaria are discussed.

The final section explores more general issues of the relationship between dose and
pathogenesis.
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The occurrence of infection or disease following exposure of a host to a pathogen depends on
three factors: (1) host characteristics, such as genetic factors and immune status; (2) pathogen
characteristics (virulence); (3) factors affecting the interaction of the pathogen and the host

(especially the dose of the pathogen). The same three factors may have a role in determining
severity of disease once it occurs, although the third is often relatively ignored in this context.

Textbooks of infectious disease (eg Mandell et al 1990, Gorbach et al 1992) devote long
sections to descriptions of microbial virulence factors and host defence mechanisms, but the
relationship between host and microbe is restricted to a discussion of the distribution of
diseases, transmission routes and establishing causes of cases. Infective dose is considered only
as "the number of organisms necessary to cause an infection" (Mandell et al 1990). We expect
severity of disease to depend on host resistance and the virulence of the strain of pathogen
involved. For those pathogens which multiply in the host, once infection or disease is
established, does the initial infecting dose continue to have an influence?

Among the helminth infections in which the parasite does not proliferate within the host, the
expectations of a relationship between dose and severity are clearer and the evidence is easier
to obtain. Where there is no proliferation, the worm burden in the host should depend on the
initial dose. Correlations between inocula and worm load have been demonstrated in natural
infections with Ascaris lumbricoides and Trichuris trichiura (Wong et al 1991). (A simple
relationship between inoculum size and burden cannot always be assumed however: in
experimental infections of pigs with Ascaris suum, larger inocula gave rise to the establishment
of fewer adult worms (Andersen et al 1973).) Worm burden can be estimated either directly
from the number of worms passed after treatment or indirectly from egg counts, though the
egg production per female worm is higher when smaller numbers of worms are present (Croll
et al 1982). Worm and egg numbers have been related to severity of disease. Thus hookworm
egg counts have been related to the degree of anaemia (Stoll & Tseng 1925, Roche & Layrisse
1966), and correlations have been found between egg counts and severity of illness for
schistosomiasis mansoni (Cook et al 1974) and schistosomiasis haematobium (Forsyth &
MacDonald 1965). In trichuriasis, worm load correlates with the amount of faecal blood loss
(Layrisse et al 1967) and larger egg counts are associated with more diarrhoea, dysentery and
growth stunting (Jung & Beaver 1951, Cooper et al 1986).

Among the pathogens which do proliferate in the host it is both less clear that dose would be
expected to influence severity, and harder to study the relationship, since most of the host
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burden of pathogen will have arisen from subsequent multiplication.

More is known about the effects of dose in the stage of establishment of disease: attack rates
and incubation periods have both been correlated with infecting dose (Sartwell 1966, Armenian
& Lilienfeld 1983, Esrey et al 1985). The evidence for this comes principally from
experimental infections in animals and humans. For example, human volunteer experiments
have found increasing attack rates and/or decreasing incubation periods with increasing
challenge doses of typhoid (Homick et al 1970), food poisoning salmonellae (McCullough &
Eisele 1951 a.), cholera (Homick et al 1971), enteropathogenic E coli (Levine et al 1978), Q
fever (Tigertt et al 1961), and malaria (Coatney et al 1950b). Some studies have failed to find
a relationship, but the number of volunteers with each strain of pathogen is often small (eg
Mahonney et al 1946, Havens 1946). In animal experiments the response recorded is usually
death and dose is recorded in terms of the LD50, the dose required to kill 50%. With
increasing doses the mortality rate increases and the latent period to death decreases (Meynell
& Meynell 1958). Further evidence comes from observational data. For example, Sartwell
(1966) noted longer median incubation periods for serum hepatitis occurring after infections
transmitted by contaminated vaccines than those transmitted by contaminated blood or blood
products. Other examples are given in Section 1 in relation to indirect methods of assessing
dose.

Whether, having influenced the probability of infection or disease and the time at which they
occur, the initial infecting dose continues to have an influence on subsequent events for those
organisms which multiply in the host is largely unknown and not often addressed. Such
information as there is has not been brought together, and the subject is not easy to look up:
"dose" or related terms are not generally indexed, and dose-response effects may be mentioned
in the context of studies with other aims. Knowledge of dose-severity relationships is, however,
important, and not just in furthering our understanding of the pathogenesis of infectious
diseases.

The relationship is important in public health. I1f dose does determine severity, then an
intervention which lowers infecting dose would usually be expected to be more effective
against severe disease than against total disease. For example, a sanitary intervention which
succeeded in lowering the dose of infecting organisms might decrease severe diarrhoeal disease
while having little impact on mild disease (Esrey et al 1985) and this has obvious implications
both for establishing and evaluating public health programmes. The relationship would also be
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relevant in assessing the usefulness of a partially effective vaccine. A sporozoite vaccine for
malaria which only succeeded in removing a proportion of the sporozoites might only reduce
total disease slightly, but if there is a dose-severity relationship it might make severe disease

much less likely.

If a dose-severity relationship is not considered, factors which may influence dose may not be
recorded and biases introduced by differences in dose will be missed (Hall & Aaby 1990). For
measles, Aaby (1988) has shown that secondary cases in a household have more severe disease
than index cases and this is likely to be due to differences in infecting dose. (The evidence for
this is discussed in Section 1.) A study of measles in women in Los Angeles concluded that
pregnancy increased the risk of hospitalization, pneumonia and death (Eberhart-Phillips et al
1992). However, this study did not consider whether these women were primary or secondary
cases in their households, and pregnant women, who may be more likely to have families with
young children, may be consequently more likely to be secondary cases. Since the question
was not considered, the influence (if any) of this potential confounder on the results cannot be
assessed. Bias arising from a failure to consider dose as a possible risk factor for severe
disease is likely to be a particular problem in community trials where there are few units of
randomization, making chance differences between groups in factors influencing dose, such as
household size, more likely (Hall & Aaby 1990).

In this thesis the dose-severity relationship will be considered both in general terms and in
relationship to particular diseases. Since a major reason that infecting dose is often neglected is
that the dose is rarely known (Greenwood 1987), the first section will consider different
situations in which the dose is known or can be inferred. | consider a range of experimental
and observational methods of assessing dose-severity relationships, giving brief examples of
their use and exploring their advantages and disadvantages. | give more weight to the
observational methods because they are less obvious methodologically, they have potentially
greater scope, and they create greater problems in interpretation. In the following two sections
I apply some of these methods to the study of two very different infections, salmonellae and
malaria. These sections include both literature reviews and analysis of raw data. Finally, |
discuss the theoretical relationships between dose and the pathogenesis of disease.
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Two main methods exist for determining the relationship between infecting dose and severity:
experimental and observational. In experimental situations, known doses of pure strains of
organisms are given to animals or human volunteers under controlled conditions. Using
observational methods, indirect measures of dose or relative dose are explored in natural
situations. Experimental methods can provide "clean™ data but are likely to be available for
only a few infections and the results are not easy to generalize. Observational methods are
necessarily indirect and are subject to a range of biases, but the results can be more directly
applied.

ANIMAL EXPERIMENTS

Animal experiments have several advantages as well as the ability to control the inoculum size.
Other variables such as environmental conditions, diet and genetic factors can all be tightly
controlled, invasive measures of disease are possible, and infections can be observed untreated.
In relation to pathogenesis, it can be particularly useful to observe the microbial load and the
effects of disease in different organs. On the other hand there are numerous disadvantages,
including the obvious difficulties of extrapolating findings in animals to people. Since the
purpose of animal experiments is usually to further knowledge about human disease, the
infections studied in animals are often not those which occur naturally in the species. Very
large inocula are often used. These may be necessary to induce disease in the animal species,
or at least to produce high response rates so that few of the inoculated animals are "wasted".
For similar reasons inoculation often occurs by unnatural routes such as intraperitoneal or
intracerebral injection.

In the small animals commonly used for experiments the only measurable outcome is often
death. In these systems attack rate can be determined but not severity. The time to death may
be recorded, but this reflects the incubation period rather than the severity of disease - which
is, after all, the same in each case. It may also be possible to distinguish, for example from
blood or stool samples, whether infection is established, thus giving two measures of outcome.
But infection is not the same as disease, and it is levels of severity of symptomatic disease
which are at issue here. This point is explored further in the Discussion.

In larger animals other measures are possible, but experiments are often very limited in size.
When the dose is varied, often only a few animals receive each dose. These experiments are
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small for reasons of expense, logistics, and ethics. (Ethical considerations obviously influence
all experimental infections: in this thesis | am considering experiments already carried out by
other people.)

Although a major concern in animal experiments is often their artificiality, occasional
experimenters move so far in the other direction, creating conditions whereby animals naturally
transmit disease from one to another, that information on dose is lost Thus in Greenwood et
al’s experimental epidemics in mice (1936), in which they created communities with shifting
populations and watched epidemic spread, no more information on dose is provided than by
natural epidemics. However, in Lurie’s experiments with tuberculosis in rabbits (1964) three
different relative doses could be deduced, despite fairly natural transmission from infected
animals: from the proportion of infecting rabbits with tubercle bacilli in their urine, the type of
bedding used, and whether ultraviolet irradiation was used.

This work by Lurie (1964), designed to study mechanisms of resistance, highlights the
potential problems in drawing conclusions on the effects of dose from experimental situations.
Using controlled measures for determining inhaled dose from an aerosol he found, with bovine
tuberculosis in rabbits, that the larger the infecting dose, the more fulminating the disease and
the shorter the survival. These artificially infected animals had numerous primary foci in their
lungs; indeed, in those infected by 2000-3000 bacilli the primary foci were so numerous that
death occurred from simple consolidation of the lung. Even with small doses multiple foci
occurred, on average one focus for every three highly virulent bacilli (representing the
proportion of the inoculum reaching the alveoli). This is a marked contrast to the single focus
usually found in rabbits (and people) who contract disease from exposure to tuberculous
companions. Here, despite using the correct route of infection, and doses as low as 23 bacilli
per rabbit, the disease produced was different in nature to that occurring following rabbit to
rabbit transmission.

Many animal experiments use unnatural routes of infection and this can affect the results.
Standfast and Dolby (1961) demonstrated different patterns of growth of Bordetella pertussis in
mice when the bacteria were inoculated intranasally or intracerebrally. Intracerebral inoculation
of monkeys with polio virus has demonstrated that larger doses produce more severe paralysis
(Levinson et al 1943) but the relevance of this for an orally transmitted disease is difficult to
ascertain. In studying host-parasite relationships in terms of bacterial dose, Meynell and
Stocker (1937) argued that the stage of the challenge dose managing to penetrate the host was
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"less interesting™ than the next stage, within the host tissues, and so used intraperitoneal
injections for many of their experiments. However the dynamics of the first stage could affect
not only the dose but also the host response and the pathogenesis in the next stage, so to draw
conclusions about natural infections, natural routes of infection are preferable.

In some cases the disease in the animal is the focus of interest in itself. Here expense is the
major limitation as, in commercial terms, it is generally only the diseases of expensive animals
which are worth investigating. For example, equine influenza was studied in ponies challenged
by aerosol inhalation (Mumford et al 1990). Only 3 to 6 ponies were used in 4 dose groups
and only 12 became ill. With increasing dose the incubation period decreased and the duration
of viral excretion increased. The mean temperature of those with fever was higher in the
highest dose group than the others.
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HUMAN EXPERIMENTAL STUDIES

Human experiments share the advantage of all experimental studies that the inoculum size can
usually be Fixed with some accuracy. It is possible to control some other variables, for example
the age and general health status of the subjects and the vehicle of infection, and to measure
others, such as gastric acidity, so that the analysis can be adjusted accordingly. They provide
direct information on human diseases in their natural hosts. Subjects are usually infected by
natural routes although not necessarily in naturally occurring doses. The major limitations

derive from ethical constraints.

The scope of human experiments is very limited in terms of both the different diseases studied
and the number of subjects employed. The main reasons why human studies employing
varying doses have been carried out are to establish whether certain organisms are pathogenic
(eg McCullough & Eisele 1951a,c,d), to establish a challenge dose for future vaccine studies
(eg Homick et al 1970, Cash et al 1974) or to investigate possible routes of transmission (eg
Havens 1946). The outcome of interest in each case is whether the subject becomes ill or not;
severity of illness, if it is considered at all, is secondary, and patients are often treated early.

Because severity of illness is not the outcome of interest for the authors, the infotmation
presented is often incomplete. For the studies carried out on human volunteers at the Center for
Vaccine Development at the University of Maryland, Baltimore, | have inspected the original
data for those infections where more than one dose of a single strain of organism was given to
unvaccinated volunteers. Some, but not all, of this data has been published. Information was
available for infections with Campylobacter jejuni. Shigella flexneri, E coli, and cholera. The
methods are described in the published accounts mentioned below. Briefly, volunteers were
kept in an isolated ward, randomised to dose, vaccination and treatment groups and challenged
with the stated inoculum in a standard vehicle. All stools were collected, inspected and
measured and other symptoms and temperatures were recorded. In general | have used
summaries of the data rather than day to day accounts of the symptoms in order to extract the
data given below. | have only used data from volunteers who had neither been vaccinated nor
received previous challenges; they were often the controls for other studies. Earlier work by the
same group, much of which has been published, was carried out in prisoner volunteers. | have
included this in the descriptions as appropriate.
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Campylobacterjejuni

The information for Campylobacter jejuni has already been published (Black et al 1988). With
strain A3249 the proportion of volunteers with positive stool cultures increased with increasing
dose, but the proportion with symptoms showed no consistent relationship with doses ranging
from 800 to 10* organisms. Overall only 13/72 were symptomatic. With strain 81-176 in doses
from 10* to 2x10s, all 39 volunteers had positive stool cultures. Eighteen volunteers were ill,
and again the attack rate did not appear to be dose-dependent. For neither strain was there a
correlation between the challenge dose and the mean number of liquid stools passed nor the
mean diarrhoea volume in ill volunteers.

Shigella flexneri 2a

Information is available on challenges using strain 2457T in 339 volunteers challenged over a
period of more than 20 years. Most of the information is published (Dupont et al 1969, 1972,
Levine et al 1977) and information on these earlier challenges is only available to me in the
published accounts. The data is summarised in Table 1.2.1. In the two earlier reports, the
lowest dose group had lower attack rates, but the lack of effect of dose on attack rate is more
striking and there is little evidence of a correlation between dose and severity.

Escherichia coli

For all the available data with E coli, published and unpublished, the number of volunteers
becoming ill at each dose with each strain is very small. The published data concerns mainly
enteropathogenic (EPEC) strains, and the unpublished data mainly enterotoxigenic (EI EC)
strains.

Information relating to different challenge doses is available for 4 strains of EPEC all derived
from diarrhoea in infants (Levine et al 1978, 1985). With doses ranging from 106to 1010
almost all of the volunteers developed positive stool cultures and the attack rates for illness
increased with dose. Measures of severity are only available for two of the strains. For strain
E128010 (Levine et al 1985), diarrhoea stool volumes were similar for the 3 volunteers
becoming ill after challenge with 10* organisms and the 3 ill after challenge with 1010 For
strain E851/71 (Levine et al 1978 and unpublished data), 1/5 volunteers became ill after a dose
of 106 organisms after an incubation period of 63 hours and had 6 diarrhoea stools totalling
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437ml; 1/5 became ill after 10®organisms after 10 hours and had 2 diarrhoea stools totalling
459ml; all 5 volunteers receiving 1010organisms became ill with a mean incubation period of
12 hours (range 9-13), had a mean of 5 diarrhoea stools (range 3-9), totalling a mean of
1015ml (range 681-1403). Three in the high dose group also had vomiting.

For ETEC the available data on unvaccinated volunteers, almost all of it unpublished, is
summarised in Table 1.2.2. Data are presented for all the strains where there were at least 2 ill
volunteers in at least 2 groups and some measures of severity were available. Strain H-10407 is
typed as O78:K80:HI 1 and produces heat labile and heat stable toxins (abbreviated as
LT+/ST+). It was originally isolated from a patient with copious dianhoea in Bangladesh. It
has also been studied by Satterwhite et al (1978). Strain B7A (0148:H28) was originally
isolated from a soldier in Viet Nam, is also LT+/ST+ and is described by Levine et al (1979).
Strain TD 225-C4 (075:H9) came from a patient in Mexico City and is LT+/ST-. Strain 350-
C1 (0159:H4) came from a patient in Kenya and is LT+/ST+. All challenges were given in a
standard concentration of sodium bicarbonate. Antibiotics, usually neomycin, were usually
given at 4 or 5 days, depending on the exact protocol used. Since neomycin can cause
dianhoea all symptoms recorded are those occurring before the antibiotic.

Stool cultures were positive on almost all of the volunteers and attack rates generally increased
with dose. There were no clear relationships between dose and severity of disease, measured in
terms of number of dianhoea stools passed or total volume of diarrhoea, but the numbers in
each group were small (Table 1.2.2).

Cholera

Much of the cholera data has already been published. Results from apparently the same
prisoner studies are given in three papers: Music et al 1971, Homick et al 1971 and Cash et al
1974. An amalgamation of their figures is given in Table 1.2.3. All doses were given with
bicarbonate. The attack rate increased with dose and for Inaba 569B the proportion of subjects
with dianhoea who required intravenous therapy increased with increasing dose (x2 trend 4.9,
p = 0.03).

Much of the more recent cholera data has also been published. The data available to me (in the
form of experiment summaries) is presented in Table 1.2.4. The results using EI Tor Inaba
P27459 and N16961 appear (in slightly different form) in Levine et al 1981. Both strains were
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isolated from patients with cholera in Bangladesh. The classical strains were the same as those
used in the earlier prisoner studies; both were originally isolated from cholera patients in India
(Cash ct al 1974).

The challenge doses were given with 2g of sodium bicarbonate but it has been demonstrated
(Music et al 1971) that 30 minutes after 2g bicarbonate the stomach pH in about half the
investigated subjects becomes strongly acid again and in the other half remains near neutral,
with no overlap between the groups. Those with prolonged buffering have much higher attack
rates when challenged with cholera given with bicarbonate. Nalin et al (1978) showed that
basal stomach acid production 24 hours before ingestion of cholera with bicarbonate correlates
with disease severity, those with low acid having higher total volumes of diarrhoea. It is also
known that blood group O predisposes to more severe disease (Levine et al 1981). The
volunteers were randomised to the different groups, but as the numbers are small it is quite
possible that the proportions with blood group O and low acid secretion were not evenly
distributed between the groups. | have no information on the acid secretion in these volunteers,
and the information available to me on blood groups is very incomplete so | have not been
able to examine the effects of these factors in the results.

The data for the classical strains (Table 1.2.4) provide no evidence that higher doses lead to
more severe disease - in contrast to the earlier studies with the same strains (Table 1.2.3). For
Classical Inaba 569B, over the small dose range studied, there was little difference in severity
between the groups. For Classical Ogawa 395 three of the four volunteers ill after receiving the
lower dose, 105organisms, had particularly severe disease, with very large stool volumes. The
differences between the two dose groups were significant at the 5% level for the stool volume,
the number of diarrhoea stools and the proportion of ill subjects with rice water stools
(comparison of means using Kruskal Wallis non-parametric test and proportions with Fisher’s

exact test).

For El Tor Inaba P27459 those receiving the lower dose again had larger stool volumes (p =
0.03 Kruskal Wallis non-parametric test comparing group means). Other measures of severity
were similar in the two groups. For El Tor Inaba N16961, as the dose increased the incubation
period decreased, and the diarrhoea stool volume and number increased. These continuous
variables were inspected on scatter plots and linear regressions were calculated between log
dose and log incubation period, log stool volume and log number of stools. The following
correlations with log dose were obtained; log incubation period correlation coefficient (r) =
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-0.40 (95%CI -0.70 to 0.03); log stool volume r = 0.33 (-0.11 to 0.66); and log humber of
stools r = 0.22 (-0.22 to 0.59). With increasing dose the proportion of ill subjects with rice

water stools increased (x2trend 5.7, p = 0.02).

Overall the lack of correlation between dose and severity is striking, even when the dose varies
by three logs. Gastric acidity is known to have a major effect on outcome, and it would be
very interesting to adjust the results by basal acid secretion, to see if this is masking any effect

of dose. The dose arriving in the small intestine could be crucial.



1.2 Methods - Human experiments. Tables 26

Table 1.2.1. Comparison of outcome in non-immuniscd volunteers challenged with different
doses of Shigella flexrteri 2a.The symptoms are given as a proportion of ill volunteers.

Source Dose N Il (%) Stool +ve (%) Fever Diarrhoea Dysentery
Dupont et al 104 4 1 (25%)
1969
105 4 3 (75%)
10* 8 7(88%)
107 19 13 (68%)
10* 8 7 (88%)
total 104-10* 43 31 (72%) 29 (67%) 13/31 (42%) 27131 (87%) 16/31 (52%)
Dupont et al 180 36 9 (22%) 6(17%)
1972
5000 49 28 (57%) 33(67%)

104 88 52 (59%) 66/87 (76%)

10s 24 14 (58%) 15 (63%)
Levine et al 100 36 14 (39%) 12 (33%) 7/14 (50%) 14/14(100%) 8/14 (57%)
1977
104 15 6(40%) 9(60%) 3/6 (50%) 5/6 (83%) 5/6 (83%)
Unpublished 100 8 4(50%) 5(63%) 3/4 (75%) 3/4 (75%) 4/4 (100%)
data, 1986 to
1991 105 40 21 (53%) 20/28 (71%) 17/21 (81%) 18/21 (86%) 19/21 (90%)

The definitions of ill. fever and diarrhoea ail vary:
- Dupont et ai 1969: Ill =fever (> 100°F), severe abdominal cramping, diarrhoea (2 2 loose stools/24
hours), or bloody mucoid stools.
- Dupont et al 1972: H = fever (2 100°F) + diarrhoea (2 4 watery stools/24 hours)
- Levine et al 1977: Ill« diarrhoea (2 3 loose stools/24 hours) or dysentery + fever (2101°F)
- Unpublished: Ill - diarrhoea (2 1 liquid stool 2 300ml or 2 2 liquid stools totalling 2 200m| within 48 hours)
or dysentery + fever (2 100°F)

Dysentery * blood and mucus in stool
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Table 1.2*2. Summary of unpublished data from the Center for Vaccine Development,
Baltimore, for different strains of ETEC. (Some of the data for strain B7A is published in
Levine et al 1979)

Strain Dose N Stool 1l Incubation No. of Volume of Severe
+ve (%) period diarrhoea  diarrhoea stools
(hours) stools. (ml) Median
Median Median (range)
(range) (range)
H-10407 10* 5 5 1(20) 70 7 552 0/1
197892 10* 5 5 2(40) 50 (48-52) 6 (2-10) 717(347-1087) 12
10* 34 34 25(74) 43(21-92) 8 (1-39) 1290(40-6100) 10/25
H-10407 5x 100 6 0 0(0)
clone
107 11 11 3(27) 31 (23-49) 15 (4-26) 1516(410-1536) 1/3
1979-80 5x 10+ 21 21 19(90) 40 (23-78) 11 (1-29) 1762 (30-9860) 12/19
B7A 10* 6 3(50) 25 (23-52) 8 (6-10) 795 (640-1300) 0/3
1977-80 10* 27 33 17(63) 44(14-124)  6(1-25) 600 (300-2150)  4/17
10* 13 12 8(62) 15 (9-48) 5 (2-24) 580(218-3311) 3/8
TD 225-C4 10* 5 1 (20) 1 3 40+ 0/1
1977-80 10* 4 3(75) 7(2-8) 4(3-6) 326 (281-595) 0/3
10* 3 2(67) 5(3-6) 656(315-997+) 1/2
10°° 5 5 2(40) 10 (8-12) 4(2-5) 576 (393-759) 0/2
350-C1 10* 3 3 0(0)
1987 10* 4 3 0(0)
10 4 4 2(50) 19 (12-26) 1(1-1) 272 (189-354) 0/2
10" 5 5 3(67) 18 (15-21) 2(2-3) 206 (10+-403) 0/3

A volunteer was counted as il if they had diarrhoea (ie stools which take the shape of the container) fulfilling at least
one of the following criteria:

1 diarrhoea stool £ 300ml or 2 diarrhoea stools totaling 2 200ml or s 3 diarrhoea stools or any amount of
diarrhoea + vomiting or fever (2 100°F)

Severe illness was defined as diarrhoea stool 2 2Lor £ 11+ vomiting or fever
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Table 1.2.3. Results of volunteer challenges with two strains of classical cholera. All
challenges were given with bicarbonate. From Music et al 1971, Homick et al 1971 and Cash
et al 1974.

Strain Dose No. of volunteers with each outcome
Nil Carrier Diarrhoea Severe
diarrhoea
Inaba 569B 10 2 0 0 0
103 1 3 0 0
104 2 2 9 0
105 1 1 5 1
106 4 6 28 14
10* 0 0 1 1
Ogawa 395 10 1 0 1 0
10 2 0 n 9

The outcomes are defined as follows: Nil - stool cultures negative; Carrier - stool culture positive, no diarrhoea;
Diarrhoea - stool positive with at least one diarrhoea stool but not requiring intravenous fluids; Severe diarrhoea -
stool positive with diarrhoea severe enough to require intravenous therapy.
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Table 1.2.4. Summary of results of cholera challenges in non-immunized volunteers at the

Center for Vaccine Development, Baltimore. All challenges were given with bicarbonate.

Strain

El Tor Inaba
P27459
(1978)

El Tor Inaba
N16961
(1978-82)

Classical
Inaba 569B

(1990-91)

Classical
Ogawa 395
(1977-80)

Dose

10s

10'

103
10
10s

106

1.5x10’
4x 10

10 x 10

105

10"

1

12

13

15

1

28

Stool
+ve

B »~ » o

15

27

ID (%)

3(60)

9(82)

4(67)
4(80)
3(60)
11 (92)

5(38)
10 (67)

8(73)

4(67)

26 (93)

Incubation
period
(hours)
Median
(range)

25 (17-41)

24 (18-50)

32 (29-40)
39 (29-40)
19 (17-19)

24 (14-55)

33 (19-60)
51 (29-90)
32 (16-72)

39 (19-48)

30 (7-104)

Stool volume (ml) NO. Of
Median (range) diarrhoe
a stools
Median
(range)
3049 (1642-9856) 11 (8-18)
1313 (324-2755) 10 (3-28)
687 (422-1876) 6 (2-9)
1074 (590-1526) 6 (4-10)
2489 (2224-4656) 15 (9-21)
2751 (280-13100) 12 (2-39)
874 (394-1897) 6 (2-12)
712 (227-1741) 6 (2-15)
794(214-2810) 7 (2-16)

20940 (1410-44020)  46(9-87)

3050 (200-18270) 18(1-41)

Rice
water
stools

13

0/4
0/4
1/3

6/11

0/5
0/10
0/8

4/4

9/26

Volunteers were classified as ill if they had positive stool cultures and diarrhoea (defined as a liquid stool - ie one

which takes the shape of the container) of i

300ml or two liquid stools totalling & 200ml within 48 hours.
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OBSERVATIONAL STUDIES

Observational studies rely on indirect measures of dose. Because they refer to natural infections
any results are more directly relevant to public health than those from experimental studies.
Information is potentially available on a wide range of diseases, and very severe disease or
death, if it occurs, can be studied as an outcome.

The main disadvantages are that only proxy and imprecise measures of dose are available,
measures of severity are often crude, and the data are often of poor quality. There are inherent
biases in many of the methods, related to the proxy measures used. Methods of assessing dose
or relative dose are the major problem. Some methods can be used for a range of infections
but many are dependent on the route of infection.

General methods

Attack rate and incubation period

The attack rate and incubation period are associated with dose for many infections. As
discussed in the introduction, the evidence comes mainly from animal and human volunteer
experiments. An outbreak with a high attack rate and a short average incubation period is
likely to have resulted from a high dose of infecting organisms. Of course alternative
explanations are possible: the outbreak could be due to a particularly virulent strain of
organism, or the population could be particularly susceptible. Nevertheless, comparing attack
rates or incubation periods between outbreaks caused by the same organism provides a proxy
method of assessing dose. | have used these methods in comparisons of typhoid and of
salmonella outbreaks (Section 2, and Glynn & Bradley 1992).

Within a single outbreak the problem of confounding by strain can be ignored. Attack rates by
area may occasionally be available in large epidemics (Bernard 1965, Shaw 1922), allowing
attack rates to be compared to a measure of group severity such as the case fatality rate. More
detailed information can be obtained by comparing individual incubation periods with
individual outcomes and this method is more widely applicable. Incubation periods can be
estimated from point source epidemics so the method is especially suitable for food or water-
borne diseases. | have carried out a detailed analysis of a Salmonella typhimurium outbreak
using this technique (Section 2, and Glynn & Palmer 1992). Other applications are possible.
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For example, an outbreak of illness, later identified as histoplasmosis, affected all 21 people
who had been in a cave during a treasure hunt in Arkansas in 1947 (Washburn et al 1948,
Grayston & Furcolow 1956). Incubation periods were recorded and did not correlate with
disease severity. To give another example, the time between exposure and the onset of
prodromal symptoms was recorded for 37 children with a known single exposure to polio in an
epidemic in Alabama in 1941 (Casey 1942). There was no association between the incubation
period and the outcome, categorized as non-paralytic, paralytic or death.

Incubation periods may also be known for individuals outside single outbreaks or in more
prolonged epidemics which may not necessarily be due to a single strain. It is still possible to
compare the incubation period with the outcome, but possible confounding by strain
differences should be considered.

The inherent bias in using incubation period as a measure of dose is confounding by individual
susceptibility. Host immunity and innate susceptibility would be expected to influence both the
incubation period and the severity of disease, leading to an association which could be wrongly
interpreted as evidence of a dose-severity effect. That an association between incubation period
and severity does not necessarily imply a dose effect is illustrated by data from the Center for
Vaccine Development, Baltimore. Among volunteers, about 40% of whom had been
vaccinated, challenged with an identical dose of Shigella sonnei, incubation period was
inversely related to the peak temperature (Mackowiak et al 1992). In the cholera data from
unvaccinated volunteers discussed above (Table 1.2.4), incubation period was more closely
correlated with outcome than was dose. For example, for El Tor Inaba N16961 where there
was a large dose range, log stool volume was more closely related to log incubation period (r
= -0.65, 95% CI -0.84 to -0.32) than to log dose (r = 0.33, 95% CI -0.11 to 0.66). Here the
incubation period may reflect the dose reaching the small intestine as well as individual
susceptibility to the effects of the toxin.

In some situations it is possible to adjust for factors known to influence susceptibility, such as
age, prior exposure or vaccination, or the use of antacids and antibiotics. This is discussed
further in the sections on salmonella and malaria. Residual confounding by known and

unknown or unmeasurable factors is likely.

Observing the effect of an intervention
Another method of estimating the effects of different relative doses might be to assess the
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effects of an intervention aimed at lowering infecting dose. As emphasised in the introduction,
if there is a dose-severity relationship, an intervention which lowers the dose would be
expected to be more effective against severe disease than against mild disease (Esrey et al
1985). To use this to investigate the effects of dose we would have to know what would
happen to the protective efficacies against different levels of disease if there were no dose-
severity relationship, which supposes a knowledge of the shape of the dose-response curve for
the different levels of disease.

The shape of the curve can be predicted (Meynell & Stocker 1957) for a single pathogen given
by a uniform method of inoculation to hosts of uniform resistance, assuming that the organisms
in the inoculum act independently of each other. Where p is the probability that each organism
gives rise to disease and d is the infecting dose, the probability of a given host not getting the
disease is (1 - p)d.

The probability of responses to different doses under these assumptions is shown in Figure
1.3.1. If it is assumed that the probability that each organism giving rise to severe disease is
smaller than its probability of giving rise to disease, then the probability of severe disease can
be represented by the curve on the right. An intervention which lowers the dose received will
lower the probability of getting both disease and severe disease but the protective efficacies
against these different outcomes will not necessarily be the same - it will depend on the
relation between the reduction in dose and the different parts of the two curves. In fact the
protective efficacy will always be greater against the less likely event although the difference is

sometimes negligible.

This very simplified model suggests that, following an intervention which lowers infecting
dose, the protective efficacies against different levels of disease cannot be assumed to be the
same even in the absence of a dose-severity relationship. Aspects of this simple model of
infectious disease are discussed in the final section. In practice, the shape of the dose-response
curve even for the level of illness which defines disease is not well established for most
pathogens. It will depend on the pathogen, the method of inoculation and the hosts (Esrey et al
1985). The finding that an intervention has a greater protective efficacy against severe disease
than total disease in a study would therefore not necessarily imply that a dose-severity effect
existed. Other alternative explanations are also possible, and the subject is explored further in
relation to impregnated bednets and malaria (Section 3).
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Food- drink- or water-borne transmission

Amount offood

Where the infecting organism is uniformly distributed in a food vehicle, and the food is eaten
over a short space of time, the amount of food consumed should provide a good proxy marker
of relative dose. This relationship can be used practically in investigating outbreaks: an
increase in attack rate with increasing doses of a particular foodstuff can aid identification of
the vehicle. For example, in an outbreak of disease due to Campylobacter jejuni following a
school visit to a farm in Minnesota (Koilath et al 1985), the attack rate increased with
increased raw milk consumption. However, among the 25 who were ill in this outbreak, there
were no apparent associations between the amount of milk drunk and either the incubation

period or the duration of illness.

In an outbreak of Hepatitis A traced to tuna sandwiches prepared by an infected person, all 7
people who ate the sandwiches became ill, and the incubation period was inversely related to
the number of sandwiches eaten (Istre & Hopkins 1985). In this small outbreak no associations
were found between dose and severity of disease in terms of duration of jaundice, number of
symptoms or time off work.

Examples relating to salmonella and typhoid are discussed in Section 2. Unfortunately the
amount of food is rarely recorded, and even when it is, the range of dose is likely to be small
and the distribution of the pathogen in the food is unlikely to be uniform. People who eat
larger amounts of the affected food may tend to eat larger (or smaller) amounts of another food
which may be an effective buffer, or may differ in other ways from people who eat less, so the
relationships between the amount of the vehicle consumed and the outcome may not be
straightforward. Another potential problem in this type of study is recall bias. Since, intuitively,
people may expect that larger doses will make them more ill, if the vehicle is known,

differential misclassification of exposure may result.

The time whenfood is eaten

If a foodstuff is contaminated with bacteria and left at a temperature at which the bacteria can
multiply, then food eaten later is likely to be more heavily contaminated. Again this is not
often recorded: some examples of outbreaks where food was eaten at different times are given
in Section 2.
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Type of vehicle

It is likely that the concentration of pathogens in water is usually lower than that in food
(Naylor 1983). For pathogens that can be transmitted by either food or water it is possible to
compare outbreaks caused by the different vehicles. In Section 2 this has been done for

typhoid, and the possible drawbacks of this approach are discussed.

Blood transmission

Whole blood or concentrated blood products

Blood products such as factor VIII concentrate are made by pooling blood from many donors
and then dividing up the product between recipients. Blood products were not routinely heat-
treated until 198S. In contrast, single units of whole blood come from single donors. It is likely
therefore that infected units of blood contain a higher concentration of HIV or Hepatitis B than
do vials of concentrate.

For HIV, severity can be measured by progression to AIDS or by changes in markers
associated with this progression over time (Moss 1988). Studies following cohorts with known
dates of seroconversion have found variable rates of progression to AIDS. A Swedish study
(Giesecke et al 1988) found a much higher rate of progression among blood transfusion
recipients than among haemophiliacs. This might suggest that dose influenced progression, but
the transfusion recipients were older, and although age did not predict progression within each
group in this study, in other studies cohorts have shown faster progression among older
patients (Darby et al 1989, Goedert et al 1989). The two groups - haemophiliacs and blood
transfusion recipients - will always be difficult to compare since the illness for which the
patients required the blood transfusion, or associated illnesses, may influence progression.

Number of vials of Factor VIII

The Edinburgh haemophilia cohort provides uniquely direct evidence relating to inoculum size
(Cuthbert et al 1990). Thirty-two patients with haemophilia A received doses of a single batch
of factor VIII contaminated with HIV-1. Eighteen sereconverted and the number of vials they
received was recorded. The number of vials did not influence the time to seroconversion.
Doses tanged from 9 to 109 vials: 7/9 receiving more than 30 vials reached CDC stage IV by
5 years, compared to 3/9 receiving up to 30 vials (relative risk 2.3, 95% CI 0.87 to 6.27).
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It might be possible to determine other groups of haemophiliacs all infected from the same
batch in whom the relative dose could also be compared. Several large cohorts of
haemophiliacs for whom the time of exposure is known are reported in the literature (Giesecke
et al 1988, Darby et al 1989, Goedert et al 1989, Ragni et al 1990, Eyster et al 1989, Lee et al
1989, Wolfs et al 1989, McGrath et al 1986). For some of these cohorts reports refer to types
of blood product used, and Goedert et al (1989) in their multicentre cohort, extracted data on
cumulative dose of factor concentrate, implying that these details are recorded. Both in the
United States and in the United Kingdom it is possible to trace a particular factor concentrate
batch to its recipients (Cuthbert et al 1990, Jason et al 1986).

For each individual in a cohort the batches and amounts of factor VIII received over the period
before seroconversion could be identified. By comparing these results with the batches received
by seronegative haemophiliacs from the same centre over the same period, it should be
possible to determine which of the batches were infected (using methods analogous to those
used to identify the vehicle in food poisoning outbreaks). Whether the number of vials of the
infected batch influenced the outcome in groups all infected by a single batch could then be
determined. This procedure would only be possible if, as in Edinburgh in 1984, the prevalence
of HIV infection was low enough that each haemophiliac is likely to have been infected by

only one batch.

Airborne transmission

Length or extent of exposure to an agent in the environment

The duration of exposure to a single airborne source of infective agent should correlate with
infective dose. In the Arkansas outbreak of histoplasmosis discussed above (Washburn et al
1948), duration of exposure in the cave was positively associated with the severity of the
outcome; however neither the definition of duration nor of severity were clearly stated and the
incubation period was not related to the duration of exposure. In a review of histoplasmosis,
which also lacks definitions, Grayston and Furcolow (1956) found that five severe epidemics
followed exposure in enclosed situations, whereas for five less severe epidemics the situations

were "open" for two, "partially open” for one, and "unknown" for two.
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Exposure to more than one infective case

Studies in military populations have shown that the acquisition rates for Group A streptococci
increased with the number of carriers in a barrack group (Wannamaker 1954), the higher
infection rates suggesting higher infecting doses.

Neither Top (1938) nor Stillerman and Thalhimer (1944) found higher attack rates for measles
among susceptible contacts exposed to more than one primary case in the family. In the later
study there were only 9 such contacts, and in both studies the overall attack rates were around
80% and higher in the under fives so there was little scope for an increase. Both authors also
considered duration of exposure and found little difference in attack rate between contacts
exposed throughout the illness and contacts of those removed to hospital. However most
transmission would be expected to have occurred before this time (Benenson 1990).

In a Kenyan study of measles (Aaby & Leeuwenburg 1990), exposure to more than one index
case affected the outcome: secondary cases exposed to 2-4 index cases had a case fatality rate
(CFR) of 5/37 (14%) compared to a CFR of 18/303 (6%) for those exposed to only one index
case (RR 2.47, 95% CI 0.93-6.56, after adjusting for age).

Proximity to infective case

Studies of Group A streptococcal carriage in volunteers found that acquisition rates decreased
with increasing bed distance from the nearest carrier (Wannamaker 1954). In an outbreak of
scarlet fever in the Royal Naval School, Greenwich, Dudley (1923) found clustering of cases at
one end of a large dormitory, and no cases among day boys. Other boys would have had
contact with the infected cases at other times of day so this difference in attack rates suggests
an effect of dose. The importance of proximity in effective transmission led to the development

of rules for bed spacing to try to limit epidemic spread (Stallybrass 1931).

In Senegal (Garenne & Aaby 1990) secondary cases of measles living in closer proximity to
the index cases had higher CFRs than those in separate huts and households but still within the
same compound.

Index or secondary case in a household

Peter Aaby (1988, 1989) has argued that the secondary cases of measles in a household are
exposed to a higher infecting dose than index cases infected outside and that this explains
some of the variation in severity of this disease. Since 1978 a child health and nutrition project
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has been running in Guinea-Bissau, where measles case fatality rates can reach 25%. The
failure to find the expected association between pre-morbid nutritional status and outcome from
measles infection led to a search for other explanations. It was found that cases occurring in
households with more than one case had a higher fatality rate than isolated cases (Aaby
1988,1989). Other studies have been reanalysed to compare rates between multiple and single
cases, and between index and secondary cases (Aaby 1989, Koster 1988, Bhuiya et al 1987,
Garenne & Aaby 1990, Aaby & Leeuwenburg 1990, Pison & Bonneuil 1988, Lamb 1988, Hull
1988) and generally confirm the results, giving case fatality rate ratios between secondary and
index cases of around 2 or more.

The results are very unlikely to be due to chance; many studies individually had statistically
significant results at least for the younger age groups (Aaby 1989, Koster 1988, Bhuiya et al
1987, Garenne & Aaby 1990, Aaby & Leeuwenberg 1990). Ascertainment of measles cases

was generally thorough - measles was well recognized in the communities (Garenne & Aaby
1990) and where antibody levels have been checked lay diagnosis has proved reliable (Aaby
1989, Koster 1988).

Younger children are more likely to be infected at home in many communities, and therefore
become secondary cases; and younger age at infection has been widely shown to be associated
with higher mortality (for example Hull 1988, Aaby 1989, Pison & Bonneuil 1988, Narain et
al 1989, Gordon et al 1965). However the association persists within each age band, and is
particularly strong in those under three years (Aaby 1988). In fact controlling for
index/secondary cases may eliminate some of the association with age (Bhuiya et al 1987).

Large households will tend to have more secondary cases and are particularly subject to the
problems associated with overcrowding such as poor nutrition and hygiene. However the
increased case fatality rate among secondary cases is found when the analysis is restricted to
families with one index and one secondary case (Aaby & Leeuwenberg 1990). It may be
argued that families may be less able to look after the second sick child, but in Guinea-Bissau
there was no lower mortality among secondary cases whose mothers only had to care for them,
than among those whose mothers had to care for an index case as well (Aaby et al 1988).

The proportion of secondary cases in studies in different communities in different countries
correlates closely with overall case fatality rates for those communities (Aaby 1989). The
different proportions of secondary cases are presumably due to different family structures, in



1.3 Methods - Observational studies. Air-borne transmission 38

particular the high rates of polygamy and extended families in West Africa, and to the local
pattern of measles, whether it is endemic or epidemic. Secular changes in family size and
living conditions in the developed world could contribute to the observed decrease in case
fatality rates by changes in the proportion of secondary cases.

In urban areas where measles is endemic, siblings tend to be infected at a young age at
different times. In rural areas, where epidemics occur, siblings are more likely to be infected
concurrently and at higher ages. Using the median age of infection, Foster (1984) predicted
CFRs for urban and niral areas of Nigeria of 6% and 2% respectively. In fact the opposite
pattern is found and rates are higher in rural areas (Aaby 1988). The increased proportion of
secondary cases in rural communities could explain this difference, though differences in health
care facilities and living standards should also be considered.

An extreme pattern of exposure is seen in isolated communities where the whole population
can be infected in a single epidemic with mortality rates around 20% (Morley 1969). The high
mortality can be attributed to the lack of uninfected people left to look after the sick (Morley
1969), and to the relatively high death rates in adults (Peart & Nagler 1954), but intensive
exposure due to simultaneous infection could contribute. Similarly high case fatality rates occur
in refugee camps (Toole & Waldman 1990) and could be explained by intensive exposure as

well as by the poor conditions.

For measles, Aaby has inferred differences in infecting dose from the observed difference in
outcome between index and secondary cases. The results are consistent in studies carried out
by different investigators in different places at different times and do not appear to be
explained by confounding factors. It should be possible to use this distinction between index
and secondary cases to investigate dose effects in other infections transmitted by the same
route. Possible studies range from correlational studies comparing the proportion of secondary
cases in an outbreak to a marker of severity of the outbreak (such as CFR), through case-
control studies comparing exposure status of severe or not severe cases of disease, to

community based studies.

Several studies of chickenpox have compared severity of disease between index and secondary
cases. Ross (1962) found a larger average number of pox per child in secondary cases than
primary cases among the controls in a trial of gamma-globulin. The secondary cases were
younger and the results were only presented in broad age categories (6-59 months and 60-143
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months). In recent trials of acyclovir treatment for chickenpox the case order in the family has
been considered as a potential bias in the results and so has been recorded. Since the object of
these papers was to assess the effect of acyclovir, the results relating to case order are
incompletely presented. Dunkle et al (1991) studied 197 primary cases and 160 secondary and
tertiary cases with a median age of 5, who received placebo. They reported that "the extent and
duration of cutaneous disease were significantly greater in second or third cases in the same
household than in first cases (p < 0.001), but the frequency and duration of fever did not
differ". However, "in a regression model the maximum number of lesions could not be
correlated with ... order of household occurrence". Balfour et al (1990), among Sl primary and
50 secondary cases with a median age of 7, randomized to receive acyclovir or placebo, found
that secondary cases had more protracted disease. "They took significantly longer to begin to
heal skin lesions (p = 0.005), to develop crusts (p < 0.005), and to experience cutaneous
improvement (p < 0.01) in comparison with placebo-treated children who had primary cases.”

These results were not adjusted for age.

Less direct data are available that allow comparison of mortality rates of infections to measures
of overcrowding. Crowded housing has been found to correlate with mortality rates in children
from diphtheria, measles, tuberculosis and whooping cough (Payling Wright & Payling Wright
1942). However, these results are too remote from measurements of dose and severity to be
useful: overcrowding is not the same as measures of secondary or even multiple cases;
incidence rates are likely to be higher in overcrowded conditions, and even where case fatality
rates are available or can be calculated, they will be influenced by factors related to
overcrowding such as poverty and malnutrition. In Liverpool in the 1920s case fatality rates for
diphtheria and scarlet fever decreased from the (crowded) central zone to the middle and outer
zones (Stallybrass 1931). Children in the central zone acquired the diseases younger, and it is
possible that less severe cases were under-reported in the central zone. In these data the
proportion of secondary cases to primary cases was highest in the outer zone, emphasising that
overcrowding does not necessarily correlate with a high proportion of secondary cases.

Amount of excretion by the index case

Transmission experiments with Group A streptococci in man found that acquisition rates
increased with increasing quantities of streptococci isolated from the nearest carrier, and were
higher in those exposed to nose carriers than throat carriers (Wannamaker 1954).

For measles, severe disease appears to lead to severe disease. In Kenya (Aaby & Leeuwenberg
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1990) among children under 6 years, the CFR for secondary cases exposed to an index case
who died was 3/11 (27%), compared to 20/329 (6%) for those exposed to an index case who
survived (RR 4.69, 95% CIl 1.64-13.41). This is consistent with intensity of exposure being a
major factor if the assumption is made that fatal cases excrete more virus. It has been shown
that children with severe measles excrete giant cells for longer (Schiefele & Forbes 1972).
Giant cells contain viral particles, but in another study (Dossetor et al 1977) viral culture was
negative after the acute phase. Alternatively, this relationship could be due to confounding:
families where one child dies may be the most likely to experience another death for socio-

economic or genetic reasons.

In Senegal (Garenne & Aaby 1990) the CFR increased with each generation of attack. The
Sereer communities studied live in large compounds and as settlements are scattered have an
epidemic pattern of measles. In larger compounds five or more generations of measles could be
identified. Increasing CFRs from generation to generation were found, with odds ratios
compared to the index cases, infected in the village, of 1.4 for the first generation of secondary
cases, 2.4 for the second, 3.7 for the third, 5.5 for the fourth and 16.1 for the fifth and
subsequent generations. The results were unchanged by controlling for the number of cases
within the compound, so confounding by compound size is unlikely. If more severe cases
secrete more virus this increase in severity could be explained by ever increasing exposure.

Family studies of tuberculosis in the USA in the 1930s and 1940s found higher attack rates
when index cases were sputum positive than when they were negative (Putnam 1936, Brailey
1940, Puffer et al 1942, Stewart et al 1943). This could be interpreted in several ways. If the
sputum negative cases excrete low doses it may be an example of a higher infecting dose
giving higher attack rates, as expected. However it may simply indicate that a proportion of
cases classified as sputum negative were or had been at some point sputum positive, or that
some family members of sputum negative cases were exposed to tuberculosis elsewhere. If
secondary cases in families of sputum negative cases are actually infected elsewhere, outside
the household, then their infecting dose may be lower than that of the true secondary cases of
sputum positive cases. It is therefore possible that, one way or another, those who become ill
after exposure to a sputum positive case in the family are exposed to a higher dose than those

ill after exposure to an apparently sputum negative case.

In prospective studies in Williamson County, Tennessee, index cases were classified as (1)
fatal and manifest sputum positive and (2) other manifest and latent apical, and the experiences
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of their household contacts were compared. Among coloured families (Puffer et al 1942) there
were 22 deaths from 27 cases (81.5%) among the contacts of the first group and 2 deaths from
5 cases (40.0%) among contacts of the second, during the period of observation (RR 2.04, 95%
Cl 0.69-6.05). This difference may be due to the shorter period of follow up for the cases in
the second group. Also, this group had a lower mortality rate from diseases other than
tuberculosis so there may have been other differences between them and the first group.
Among white families (Stewart et al 1943) the case fatality rates were lower and were similar
in the two groups of contacts: 5/18 (27.8%) in the first and 5/17 (29.4%) in the second. The
second group again had a lower mortality rate for non-tuberculosis deaths.
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Figure 1.3.1. Probability of illness under the hypothesis of independent action, assuming

uniform host resistance.

p = probability of outcome arising from each single organism
d = dose (number of organisms)
Equation of curves = 1- (1 - p)d

Probability of outcome for different doses:

Dose Left hand curve Right hand curve
"disease” "severe disease"
(P=i0H (P = 10"
10* 0.0952 0.00995
10s 0.632 0.0952
10* 0.99995 0.632

Intervention lowering dose from 103to 10*. Protective efficacy:
vs disease = 1 - 0.0952/0.632 = 84.9%
vs severe disease = 1 - 0.00995/0.0952 = 89.5%

Intervention lowering dose from 10*to 10s. Protective efficacy:
vs disease = 1 - 0.632/0.99995 = 36.8%
vs severe disease = 1 - 0.0952/0.632 = 84.9%

42
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INTRODUCTION

Some information is available on all three of the factors (host characteristics, pathogen
characteristics, and factors affecting the interaction) that determine the outcome when a host is
challenged with salmonellae. Different strains of mice have different susceptibilities to S
typhimurium and this is dose-dependent. Selective breeding has shown that susceptibility is
under genetic control, and three different genes have been identified (O’Brien et al 1980). As
well as varying in susceptibility, different in-bred strains have different latent periods to death
(Hormaeche 1975).

Salmonella infections are more severe at the extremes of life (Parker 1990) and in some mouse
strains the males are more susceptible (Gowen 1960). Reinfection with typhoid can occur
(Matmion et al 1953) but is thought to be rare (Homick et al 1970). Vaccination provides
some protection from typhoid, with estimates of vaccine efficacy around 50 - 75% for the
more commonly used vaccines (Parker 1990). However, when infection occurs in vaccinated
individuals the severity of the illness is unaltered (Homick et al 1970). Other host factors may
also be important, for example debility, malnutrition (Blaser & Newman 1982) and the taking
of antibiotics (Homick & Woodward 1966).

The presence of the Vi antigen has been shown to be an important determinant of virulence for
typhoid and paratyphoid. Both Vi positive and Vi negative strains are ingested by human
neutrophils but Vi positive strains manage not to activate the intracellular oxidative killing
system of the leucocyte (Parker 1990). In volunteer experiments Vi positive strains produced a
higher proportion of infected and symptomatic cases. It has also been found that different
strains of S typhi produce different amounts of the Vi antigen (Old 1990). Among the other
salmonellae, virulence is thought to depend on the lipopolysaccharide cell wall, the O antigens,
and factors coded for by plasmids (Old 1990).

The pathogen-host interaction, is influenced by factors affecting the delivery of organisms - the
vehicle and route of infection - as well as the infecting dose itself. The initial dose and the
vehicle interact with host factors to influence the number of organisms reaching the intestine
(Blaser & Newman 1982). High gastric pH and fast gastric transit times would both increase
the proportion of the inoculum which survived passage through the stomach. Vehicles with a
high buffering capacity would raise the gastric pH, but their effectiveness will depend on the
host response, as was discussed for cholera (Music et al 1971). In experimental infections the



2.1. Salmonellae - Introduction 45

route of entry will be important, and aerosol transmission has been suggested in some
salmonella outbreaks in infants.

While using the term “infecting dose" to mean the initial inoculum, it is the dose delivered to
the intestines which will have the direct influence on outcome. Some of the variation in
incubation period between individuals given the same dose may be due to the factors altering
the number of bacteria that reach the intestine. Indirect measures of dose which involve the
point of consumption of organisms - the amount of food consumed, the time when the food is
eaten and the type of vehicle - all reflea the intial inoculum. The incubation period and attack
rate reflect the dose in the intestine, as they depend on the host response. If dose does
influence severity, measures which reflect the dose in the intestine would be expected to show
a closer association with severity than measures reflecting the initial inoculum. (As mentioned
in Section 1, confounding by strain and by host susceptibility will also tend to increase
associations between incubation period or attack rate and severity.)

I chose the salmonellae for study because they are important pathogens and it has been
suspected for some time that dose does influence severity (Miner 1922) but the evidence as
quoted (eg Blaser & Newman 1982, Esiey et al 1985) is far from complete. The available
published evidence has not previously been pulled together.

After a short review of the published evidence from experimental infections | review reported
outbreaks of salmonella infections in the form of an analysis comparing severity by indirea
measures of dose within and between outbreaks. Then | present an analysis of a single large
outbreak and finally an analysis of data from volunteer experiments with typhoid from the
Center for Vaccine Development, Baltimore.

To comply with University of London regulations | should like to point outthat much of the material on salmonellae
was included in my MSc thesis (MSc awarded January 1992). The MSc thesis contained a briefreview ofthe animal
literature, a descriptive review ofpublished typhoid and salmonella epidemics, a study comparing published typhoid
epidemics, a study comparing published salmonella epidemics and an analysis ofa single salmonella outbreak.

For the PhD the literature was searched more thoroughly. The descriptive review contains more epidemics and the
comparison of published typhoid epidemics has been extended from 52 to 69, so the analysis was re-done. For the
single outbreak the analysis was also re-done after incorporating some further data from the original questionaires. A
sections have been extensively rewritten and the analysis ofexperimental typhoid data has heen added.
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PUBLISHED EXPERIMENTAL EVIDENCE

When human volunteers were infected with S typhi, it was found that the attack rate increased
and the median incubation decreased with increasing challenge doses (Table 2.2.1). The
authors stated that there was no association between dose and severity of symptoms but no
details were given (Homick et al 1970). | have not found other published experiments in which
human volunteers have been given different doses of typhoid.

McCullough and Eisele (1951a-d) gave varying doses of several non-typhoid salmonellae to
volunteers in experiments designed to test pathogenicity and to determine the minimal infective
dose. As the dose increased, the proportion with positive faecal cultures and, at higher doses,
with clinical disease both increased, but there were too few ill volunteers with each strain for
any further conclusions on dose and severity to be drawn, and interpretation is complicated by
the use of many volunteers for more than one feeding.

Small animal experiments with salmonellae have been dominated by experiments testing
models of microbial infection (eg Meynell & Stocker 1957) and, later, examining immunity
and the genetics of host resistance (eg Hotmaeche 1975). The models themselves are examined
in the final Discussion (Section 4). In this section those experiments which give information on
dose and severity will be discussed.

In a series of experiments, giving S typhimurium by intraperitoneal injection to mice, Meynell
and Meynell (1958) found that the geometric mean time to death was inversely, linearly related
to the logarithm of the dose of bacteria, at least for doses above the LD50. In some of the
experiments where doses less than the LD50 were used there appeared to be a flattening of the
curve so that the latent period to death was less clearly dependent on dose. This was
interpreted as meaning that fatal infections at low doses are initiated by only one organism, but
the confidence intervals were wide. Furthermore, by measuring the bacterial load in mice killed
at various stages after inoculation, and in dead mice, it appeared that the whole inoculum
multiplied exponentially until a constant critical load was reached and the mouse died.

The relationship between dose (above the LD50) and latent period to death has been shown
consistently by other workers using different strains of mice and different salmonellae (eg
Schutze et al 1936, Robson & Vas 1972, Hormaeche 1975). The more recent experiments were
designed to study the genetics of resistance, so inbred strains of mice were used. The pattern
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for doses less than the LD50 remains unclear, partly because large numbers of mice are needed
in order to get sufficient dead mice for latent periods to be calculated. In Hormaeche’s results
(1975) the numbers in each group are small: four experiments using doses around or less than
the LD50 suggest a levelling off of the log-dose/latent period curve, whereas three others do
not. An inverse relationship between dose and time to death has also been found for chicks,
using intravenous S Stanley (Rao & Chauhan 1987) and in some but not all experiments with
intraperitoneal S typhimurium (Milner & Shaffer 1952, Shaffer et al 1957).

Experiments on the multiplication of salmonellae in vivo by measuring counts in the liver and
spleen of mice killed at intervals after inoculation have shown that the growth rate depends on
the virulence of the organism (as determined by the LD50, the proportion of mice dying, or the
mean time to death) (Collins 1969) and on the strain of the mouse (Hoimaeche 1975). The
growth rate was found to be constant over a range of challenge doses but direct measures were
not made for small doses in the early stages of infection (Collins 1969). Examination of the
curves given in Collins’ papers suggests that the growth rate may be greater after large doses
in the early stages (Collins 1972a,b), and certainly infections by different routes show different
initial growth rates before the "constant” phase is reached (Collins 1969). In one of
Hormaeche’s experiments the time to death was disproportionately shorter for the very high
doses suggesting an increase in growth rate (Hormaeche 1975) but this was not seen in
Meynell’s experiments (Meynell & Meynell 1958). Infections with low doses which would not
have been fatal show an initial rise in bacterial counts followed by a fall (Meynell & Meynell
1958, Collins 1972h).

Even if the growth rate is constant, it is compatible with a dose-severity relationship, since the
point from which the curve starts its rise varies with the initial dose (Hormaeche 1975,
Meynell & Meynell 1958). This correlates with the inverse relationship between dose and time
to death. Low doses allow more time for mobilization of host defences before lethal numbers
of organisms are reached, and it might be expected that the defences would be more effective
against smaller loads.

The time to death reflects the incubation period as well as any differences in length of
symptomatic illness, so the relationship between dose and time is expected. The report of one
of Collins” experiments with specific pathogen-free mice given oral S enteritidis mentioned that
all 10 receiving 2 x 102organisms survived, although half of them had "systemic infections”,
whereas among the 20 given 2 x 10sor 2 x 10* organisms there were "many deaths" (Collins
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1972a). Whether the "systemic infection" was clinically apparent or not is not clear. In small
animals it is not easy to measure levels of severity of illness shon of death, but in one study of
chickens the duration of diarrhoea was found to increase after higher doses of S erueritidis
(Humphrey et al 1991).

With calves, morbidity can be assessed more easily and there is some evidence of a dose-
severity relationship in experiments which were designed to study pathogenesis. Unfortunately,
since calves are expensive, the numbers used tend to be small. DeJong and Ekdahl (1965) gave
three different doses of S typhimurium to 12 calves either orally, in milk, or conjunctivally.
After 10" organisms 3/4 died. All 4 who received 10* were ill but recovered, and the 4 who
received 106 had positive faeces but were asymptomatic. Using the same strain of S
typhimurium, Robinson and Loken (1968) found more prolonged excretion of bacteria after
larger oral doses in asymptomatic Jersey calves at two different ages.

Wray and Sojka (1978) gave S typhimurium phage type 1 (var 5) orally in a nutrient broth to
Jersey calves. The numbers were small, especially in the low dose groups. Their results suggest
an increased case fatality rate and more prolonged symptoms at higher doses. (Their
measurements of duration of signs and of excretion are difficult to interpret as they are
determined both by recovery and death.)

Smith and Jones (1967) gave S Dublin in two different doses to a mixture of Ayreshire and
Jersey calves. Sixteen received 10* organisms; all died and the mean time to death was 4.1
days (SE = 0.4). Six received 107 organisms; all had signs of illness, and one died on the
seventh day.

Typhoid occurs naturally only in man and there is no good animal model (Homick et al 1970).
Using large doses, a typhoid-like illness can be induced in chimpanzees. Experiments using
chimpanzees use very small numbers and | have found only one study in which different doses
were given to more than one animal per group (Edsall et al 1960). The bacteria were
inoculated into bananas which were then given to the chimpanzees. The attack rate increased
with dose and it was noted that "no clear cut obvious connection between challenge dose,
immune response and the duration of the carrier state could be observed".
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Table 2.2.1. Relationship of dosage of S typhi, Quailes strain to disease (from Homick et al
1970)

Dose No. of No. with Incubation period (days)
(no. of volunteers disease (%)
organisms)
Median Range
10* 42 40 (95%) 5 3-32
10s 9 8 (89%)
107 32 16 (50%) 7.5 4 -56
10s 116 32 (28%) 9 6 -33

103 14 0 (0%)
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ANALYSIS OF REPORTED OUTBREAKS OF SALMONELLA INFECTIONS

The indirect measures of dose which can be used in assessing natural infections were discussed
in Section 1. Information on relationships between these measures of dose and outcome in
reports of natural infections with salmonellae is very limited and | have therefore also made
comparisons between outbreaks. Within outbreaks | have used four proxy measures of dose:
amount of food, the time when food is eaten, attack rate and incubation period. Between
outbreaks | have used three measures: type of vehicle, incubation period and attack rate.

The validity of the results depends on how well the proxy measures reflect the true dose. In
the volunteer experiments reviewed above, dose was related to attack rate (Homick et al 1970,
McCullough & Eisele 1951a-d) and incubation period (Homick et al 1970). These associations
have also been found in natural outbreaks. Miner (1922) noted that the mean incubation times
of three water-borne typhoid epidemics were about twice as long as those of two food-borne
epidemics and thought that this was probably due to differences in dose. In a typhoid outbreak
at a school picnic, 23 people became ill after eating contaminated chocolate icecream
(Cumming 1917). Those who ate a mixture of types of icecream (and therefore probably less
chocolate icecream) had longer incubation periods (mean 9.S days compared to 6.1 days, p <
0.001 Wilcoxon). In a large water-borne typhoid outbreak in Zermatt, information was
presented by area according to the water supply (Bernard 1965). As the contaminated water
became progressively diluted by other supplies, the attack rate by area decreased and the
median incubation period increased. An outbreak of S enteritidis following a wedding in
Connecticut affected 171 people (Mintz et al 1991). Those who ate more of the contaminated
Hollandaise sauce had shorter incubation periods. However, in a large outbreak of S
typhimurium the attack rate was no higher in those who ate more than one piece of the chicken
vehicle (Palmer et al 1990).

Blaser and Newman (1982) and Naylor (1983) draw attention to the apparent inverse
correlation between attack rates and incubation periods for different typhoid outbreaks. These
could be due to the common effects of dose, though variation in strain virulence between
epidemics would give a similar result. Blaser and Newman (1982) presented data from 8
typhoid epidemics where information was available on both median incubation period and
attack rate. Analysis of their data (after excluding one epidemic where the incubation period is
based on just two people, and correcting the attack rate for the Mon Ark epidemic) shows a
non-significant linear correlation (r = -0.63, b = -0.139, t = 1.81, p > 0.1). Naylor (1983)
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presented similar data using the mode. He listed 7 epidemics wih sufficient information, 5 of
which were included by Blaser and Newman and one of which has an attack rate of 100%
based on the figures of only a subgroup of the people involved.

METHODS

I have used the proxy measures of dose in assessing whether dose influences severity of
disease. Whilst varied measures of severity are used for within-epidemic analyses, for
comparisons between epidemics the case fatality rate is used for typhoid and hospitalization
rate for other salmonellae, for reasons discussed below.

Published reports were identified that gave data on severity and on a proxy measure of dose.
They were found by searching the Bulletin of Hygiene, later Abstracts of Hygiene (from 1926),
The Lancet (1920-45), The American Journal of Hygiene (1921-64), the British Local
Government Board, Medical Officer’s Report (later the Reports to the Local Government Board
on Public Health and Medical Subjects and then the Ministry ofHealth Reports on Public
Health and Medical Subjects, from 1900), the National Communicable Diseases Center, later
the Center for Disease Control Salmonella Surveillance Reports (1964-76) and the Morbidity
and Mortality Weekly Reports (from 1976): any references from these journals, or from already
identified articles, which it was thought might contain sufficient data were followed up. For the
analysis of single epidemics, all identified reports that gave data on severity and on a proxy
measure of dose were included. Where the data were anecdotal the reports are only mentioned
briefly, as there is likely to be a bias towards inclusion of positive findings in a report.

For comparison between epidemics, the selection criteria for typhoid and for the other
salmonellae differ because of the necessary use of different proxy measures of severity. Within
the criteria, all located published outbreaks were included.

For typhoid, case fatality rate was chosen as an outcome measure which could be extracted
from reports and could be compared between epidemics. As case fatality rates are much lower
with antibiotic therapy, outbreaks occurring after 1945 were excluded. Common source typhoid
epidemics were identified in the published literature and included in the study if they contained
sufficient information on case fatality rate and attack rate or incubation period and involved at
least eight cases. Outbreaks among hospital patients were excluded. As information on
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incubation period was scarce, post-war epidemics where the incubation period was given were
also identified. They have only been included in the analysis when case fatality rate is not
being considered.

Correlations were sought between: attack rate (AR) and incubation period; attack rate and case
fatality rate (CFR); and incubation period and case fatality rate. For reasons addressed in the
discussion, the initial analysis was carried out unweighted (each epidemic canying equal
weight regardless of size). As an attempt to separate epidemics with more accurate information,
a subgroup of pre-war epidemics was identified where the population exposed was well defined
(such as guests at a reception, or people supplied with milk from one farm). For this subgroup
weighted analysis was done using logistic regression. The models used were:

Logit AR = Constant + p(Incubation)

Logit CFR = Constant + P’(Incubation)

Logit CFR = Constant + P” (AR)

For the food-poisoning Salmonellae | have again used attack rates and incubation periods as
measures of dose. Fatalities from non-typhoid salmonellae are unusual, and descriptions of
cases are not detailed enough for any symptom-based measure of morbidity to be used. The
only readily available measure of severity is the number of cases requiring hospitalization.
Since this is obviously time- and culture-dependent I have only used epidemics reported in the
National Communicable Disease Center (later Center for Disease Control) Salmonella
Surveillance Reports. The hospitalization rate was taken as the proportion of cases who were
hospitalized. Surveillance reports of common source outbreaks from the period 1964 to 1974
were included if they contained sufficient information and involved more than eight people.
Outbreaks involving hospital patients or mixed infections were excluded.

Correlations were sought between: attack rate and hospitalization rate (HR); median incubation
period and hospitalization rate; and attack rate and median incubation period. The analysis was
carried out using unweighted linear regression and logistic regression. The models used for the
logistic regression are:

Logit HR = constant + P(AR)

Logit HR = constant + p’(incubation)
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RESULTS
Analyses of Single Epidemics

Amount offood

For typhoid only two reports allow comparison of amount of food with outcome. In the
outbreak following a school picnic the case fatality rate was 3/17 for those who had whole
portions of the affected ice cream and 0/6 for those with half portions (p = 0.5 Fishers 2-tailed
test) (Cumming 1917). The other report concerned a milk-borne outbreak involving 68 cases
(Sirois 1942). The author noted that among those who were ill, those who only took milk in
their tea or coffee had very mild attacks.

For the food-poisoning salmonellae | have found 11 reports which provide information on
amount of food and severity. Mintz et al (1991) provide the most detailed breakdown of
outcome by amount of food consumed, in an outbreak of 171 cases of S enteritidis infection
due to contaminated Hollandaise sauce. As the amount of sauce used increased, there were
increases in the proportion of cases with body aches, nausea and vomiting, the maximum
number of stools passed per 24 hours, and acute weight loss, but not in duration of illness.
Taylor et al (1984) describes a small family outbreak of S typhimurium in which the person
who had eaten the most of the affected vehicle died. In five other reports, although it is stated
that those who ate more had more severe disease, no supporting evidence is given (Balice
1958, Bierschenck 1962, De Blasi & Scotti 1950, Harding 1966, Gomez Lus & Gimenez
Martinez 1965).

Four reports failed to And an association. In an S typhimurium outbreak affecting nearly 200
people, there were no differences in the mean maximum stool frequency or in the duration of
iliness for those who ate one or more pieces of the chicken vehicle (Palmer et al 1990).
However, the attack rate was not related to the number of pieces of chicken eaten either, so the
bacteria may have been unevenly distributed. (This outbreak is the subject of Section 2.4.) Two
other negative reports refer to meat pies. In the first the pies were baked in two separate lots
on different days, so uniform contamination is unlikely (Miller et al 1955). In the second, most
of those who had severe disease had eaten the smaller pies but had kept them unrefrigerated
for 24 hours (Brockbank et al 1950). The last report refers to only six cases (D’Aoust 1985).
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The time whenfood is eaten

In addition to the meat pie outbreak (Brockbank et al 1950), five anecdotal reports of food-
poisoning salmonellae suggest that food eaten later (after allowing time for bacteria to
multiply) gave rise to more severe disease (De Blasi & Scotti 1950, Cook & de Costabadie
1947, Semple et al 1968, Anonymous 1988, Méller 1955).

Attack rate and Outcome

In an extended water-borne typhoid outbreak in Bolton-upon-Deame in 1921, attack rates and
case fatality rates were reported by district, and showed no particular pattern (Shaw 1922). |
have found no other studies of salmonella where attack rate and measures of severity are given
by area.

Incubation period and Outcome

In five reports of typhoid outbreaks individual incubation periods can be related to outcome
(Cumming 1917, Desranleau 1946, Lumsden 1912, Bulstrode 1902-3, Mollohan & Reid 1967).
In some, including the two larger outbreaks (Cumming 1917, Desranleau 1946), the proportion
who died was larger among those with shorter incubation periods, but in none of the epidemics
did the differences approach significance at the 5% level.

For the food-poisoning salmonellae the picture is rather different Of nine reports which give
sufficient details, only one (Horwitz et al 1977) failed to find an association between
incubation period and severity. In an outbreak of S newport food-poisoning in Sweden (Bille et
al 1964) information was available on 161 people; those with shorter incubation periods had
more severe illnesses. In a large outbreak of S thompson food-poisoning in Tennessee onset
times were on average earlier in the 51 who were hospitalized than in 72 others (Fowinkle et
al 1970). Balice (1958) describes a severe outbreak of S typhimurium in Italy. All 83 people
who ate the affected food became ill and there were five deaths. The mean incubation period
overall was 21 hours (range 8 to 30 hours), and for the five who died it was 14 hours.
However, in an outbreak due to S newport where information was available for 105 cases, it
was noted that the median incubation period was 29 hours overall, and 30 hours for those with
"severe illness", defined by the number of different symptoms experienced. The number of
cases in this group is not stated. It was also stated that there was no relationship between the
length of the incubation period and the duration of illness (Horwitz et al 1977). The other five
reports all suggest an association, but are based on small numbers of cases or have small
numbers of deaths as their only outcome measure (Miller et al 1955, Janeway et al 1971,
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Holmes et al 1967, Anonymous 1988, Hauser 1945).

Comparisons between Epidemics: Typhoid

Sixty-nine typhoid epidemics fulfilled the criteria, including eight post-war epidemics (see
Appendix 1). Most were from Britain or the United States. Thirty-five were water-borne.
Incubation periods were available for 27 epidemics, including 19 pre-1945 epidemics. The
median incubation period was used whenever it was given. Attack rates were available for all
but four of the epidemics.

The distribution of attack rates, incubation periods and case fatality rates are shown in Figure
2.3.1. The associations between them are shown in Figures 2.3.2-3. A log scale is used for the
attack rate as the distribution of attack rates is skewed to the right High attack rates were
associated with short incubation periods but no significant correlations with case fatality rate

were found.

Water-borne epidemics had longer incubation periods and lower attack rates. There was no
difference in case fatality rates between water- and food-bome epidemics (Table 2.3.1). When
the vehicle (water or food) was added to the regression equations, in a multiple regression
model, the correlation between incubation period and attack rate was no longer significant, and
the regression coefficient was reduced from -4.0 to -2.8 (95% CI -6.1 to 0.5). There was still
no association between case fatality rate and either attack rate or incubation period.

The analysis was repeated for circumscribed pre-war epidemics where the population exposed
was well defined. Thirty-one epidemics fulfilled this criterion. No associations between
incubation period, attack rate and case fatality rate were found in the unweighted analysis.
Logistic regression analysis for this subgroup of circumscribed epidemics showed a negative
association between incubation and attack rate based on 11 epidemics which were all food-
bome (likelihood ratio statistic (LRS) 93.2, one degree of freedom (df), p < 0.001, proportion
of deviance explained = 15%). Incubation period showed a just significant positive association
with case fatality rate based on 13 epidemics (LRS 4.4, 1 df. p = 0.04). There was no
association between attack rate and case fatality rate.

There was a non-significant negative correlation between case fatality rate and the date of the
epidemic. When the year of the outbreak was included in multiple regression or logistic
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regression models between case fatality rate and incubation period or attack rate the regression
coefficients hardly changed.

Comparisons between Epidemics: Food-Poisoning Salmonellae

Sufficient numbers of suitable reports were available for analysis for four different salmonellae:
S typhimurium, S enteritidis, S thompson, S infantis. Details of the epidemics are given in
Appendix 2. All except one epidemic (of S typhimurium) were food-borne. Plots of
hospitalization rates by attack rates are shown in Figure 2.3.4.

S typhimurium
Information was available for 16 epidemics. Linear regression showed no relationship between
attack rate and hospitalization rate but logistic regression showed a positive correlation, giving
the model:

Logit HR = -5.6 + 0.0406(AR)

ie HR = e(i**00i06*AR)

| + e(-5.6 4 0.040« | AR)

This model explained 58.7% of the deviance. When the one large water-borne epidemic was
excluded, the coefficient decreased to 0.0201 (SE 0.0058) but the model remained highly
significant: LRS =12.5, 1 df, p < 0.001.

S enteritidis
The linear regression, based on 11 epidemics, did not show a significant association, but again
logistic regression showed a positive correlation, giving the model below, which explained
10.7% of the deviance:

Logit HR = -3.5 + 0.0223(AR)
After excluding the one outlying epidemic with a high hospitalization rate (Figure 2.3.4b) the
association was lost.

S infantis
The linear regression model, based on seven epidemics was just significant, but is influenced
by a small epidemic with high attack and hospitalization rates, (r = 0.75, b = 0.71 (95% CI
0.16-1.25), a = -7.96, t = 2.55, p = 0.05.) Logistic regression also showed a positive
correlation, giving the model:

Logit HR = -3.6 + 0.0415 (AR)
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This explained 43.6% of the deviance. After excluding the small epidemic with the high attack
and hospitalization rates, the coefficient in the logistic regression model decreased to 0.0237
(SE 0.0094) and the strength of the association was reduced, but it remained significant (LRS
= 6.2, 1df, p = 0.01).

S thompson
The scatter plot (based on eight epidemics) shows no trend in the results, and neither linear nor

logistic regression models had coefficients which were significantly different from zero.

incubation periods were only available for a few epidemics of each serotype. For S
typhimurium, six epidemics contained information on both incubation and hospitalization rate:
no association was found using linear or logistic regression. Even less information was
available for the other serotypes.

DISCUSSION

For typhoid, the results confirm the suspected relationship between incubation period and
attack rate. Since there is no evidence that more virulent forms of typhoid are found in food
than in water, the long incubation periods and low attack rates found in water-borne epidemics
suggest that the dose in these epidemics is, on average, smaller. By contrast, correlations
between attack rate or incubation period and case fatality rates were not found (with one
exception), even though both dose effects and any differences in virulence would be expected
to lead to such correlations.

There are, however, limitations to the typhoid data. The attack rate depends on both full
ascertainment of cases and correct ascertainment of those at risk, here taken as those exposed
during the epidemic. Immune status was usually unknown. The most accurate estimates of
those exposed are those obtained from circumscribed epidemics occurring after specific meals
or at a camp where everyone can be traced and those who consumed a particular food or drank
the water can be identified. Milk-borne epidemics where the numbers of people on the milk
round is known give reasonable figures. Where the domestic water supply is the source, the
rvimber of people using the supply is only an approximate estimate, and those who avoid being
truly exposed by buying or boiling their drinking water is unknown. Also, it is unlikely that
the whole of the supply is significantly contaminated. (In the water-bome typhoid epidemic in
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the whole of the supply is significantly contaminated. (In the water-borne typhoid epidemic in
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Zermatt, attack rates by area varied from less than 1% to over 25%, suggesting considerable
variation in dose (Bernard 1965).) Full ascertainment of cases is also difficult, but again it is
likely to be most complete for the most circumscribed epidemics where individuals are actively
traced. Large epidemics rely on notification of cases which will be incomplete.

The incubation period can be estimated only for point source epidemics and then only if dates
of onset of illness rather than dates of notification are available. Late cases may be missed and
secondary cases may be mistakenly included (leading to under- and over-estimation of the
median incubation period respectively). The median incubation has been used since the
epidemic curve is approximately log-normal, and it is usually the measure quoted. For a few
epidemics where only the mode or "average" was given, that was used instead; they are usually
similar (see Appendix 1).

Identification of deaths from typhoid is probably more complete than identification of cases,
leading to overestimation of the case fatality rate, to an extent which will vary from epidemic
to epidemic depending on completeness of case ascertainment. It is a crude measure of
severity, particularly as the numbers are small in some of the epidemics, and unmeasurable
factors associated with the place of the outbreak would be expected to influence how many die.

Too few of the epidemics give sufficient information on the age, sex, or immune status of the
people involved for these variables to be taken into account. The year of the epidemic may be
expected to be associated with the case fatality rate, but would only be associated with
incubation period or attack rate if there was a change in the predominant strains or if methods
of investigating or reporting the outbreaks changed. Controlling for the year of the epidemic
did not affect the results in the multiple regression analyses.

Epidemics could only be included in the study if they contained sufficient information. All
identified epidemics which fulfilled the criteria were included, but they are not necessarily
representative of all typhoid epidemics.

Although some of the data problems will lead to non-differential misclassification (and
therefore to underestimation of associations) certain directions of bias appear likely: attack
rates are likely to be unduly low in water-borne outbreaks due to both underestimation of cases
and overestimation of susceptibles, and case fatality rates will be disproportionately high in
epidemics with poor case ascertainment, which includes most of the water-borne epidemics. It
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was felt that the large epidemics were often more inaccurate and more likely to be biased than
the smaller epidemics so calculations are presented both weighted and unweighted.

Turning to the data, the finding of the expected correlation between attack rate and incubation
period suggests that the data are not so crude as to be useless. Similarly, for water-borne
epidemics, although the low attack rates may be due to bias, the longer incubation periods are
unlikely to be, and the finding fits with the expected low dose of organisms in water.

The case fatality rates were the same in water as in food-bome epidemics. This could be true,
reflecting no dose-effect, or could be due to bias giving falsely high case fatality rates in
water-borne outbreaks. Attack rates did not predict case fatality rates. This could be true or
could reflect the falsely low attack rates and high case fatality rates of less well investigated
outbreaks. No association was found when consideration was restricted to circumscribed
outbreaks. Incubation period did not predict case fatality rate in most of the analyses. Again,
although this may be true both variables, and particularly case fatality rate, are subject to
considerable error in measurement. The weighted analysis of the circumscribed epidemics
produced a surprising positive correlation between incubation period and case fatality rate. This

was only just significant.

Overall, the comparison of data between typhoid epidemics provides no evidence of an
association between dose (as measured by incubation period, attack rate or vehicle) and
severity (as measured by the case fatality rate). While the data are too crude for an association
to be excluded, this finding contrasts with the outbreaks due to other salmonellae but fits with
the conclusions from Homick et al’s volunteer studies (1970).

The results from food-poisoning salmonellae provide evidence of a correlation between attack
rates and case-hospitalization rates. The evidence for incubation period was too rudimentary to
be useful.

For the non-typhoid salmonellae the unweighted linear regression models are too simplistic as
the epidemics range in size from 10 cases to several hundred (and to 14000 in the one water-
borne epidemic - see Appendix 2). Unlike the typhoid data, and with the possible exception of
the water-borne epidemic, there is no reason to believe that the figures in the larger epidemics
are any less accurate than those in the smaller epidemics, so it seems appropriate to weight the
epidemics according to size. The logistic regression model has the added advantage that it does
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not require the variables to be normally distributed, which is more appropriate given the small
numbers involved. For three of the serotypes of salmonella the coefficients were highly
significantly different from zero, and for S typhimurium and S infantis around 50% of the
deviance in the results was explained by the model.

The epidemics studied here are not necessarily representative of all epidemics in the USA as
not all are reported, and only the reports containing sufficient information could be included.
Although all of the epidemics came from one country over a short period, criteria for
hospitalization may have varied between epidemics, probably leading to under-estimation of
any correlation. However, the hospitalization threshold may be higher in a large epidemic,
which would bias the results in the weighted analyses. Lack of data prevented controlling for
age, though those at the extremes of age are more likely to be hospitalized and may also have
different attack rates.

The results for food-poisoning salmonellae point t