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Abstract

There is broad recognition that early life growth trajectories are important predictors for the onset of several diseases. This thesis addresses two methodological challenges that arise in life-course studies of infant growth: (i) the bias that may derive from participants' selection in cohort studies, and (ii) the modelling of individual growth trajectories. Data from socio-economically diverse populations were used to address them: the Italian NINFEA web-based birth cohort, the Portuguese GXXI birth cohort, and the Chilean GOCS cohort.

Participants' selection affects all cohorts, but web-based designs are thought to be more affected than traditional ones. The thesis first examines possible selection mechanisms by Monte Carlo simulations and then uses population registry data to assess evidence of selection bias among NINFEA participants. The simulations show that under sensible scenarios there is only weak bias in the effects estimated from a selected sample. Comparisons of NINFEA participants with their source population (via registry data) show that the confounding patterns present in NINFEA differ from those in the source population, revealing that participants' restriction may either increase or decrease the confounding bias in an association of interest.

Studying individual early life growth data requires dealing with the quality of the growth measurements and the nonlinearity of the trajectories. Alternative models are compared in terms of their ability to address these problems while extracting salient features of weight growth. SITAR results to be the most useful model for life-course enquiries. An extension of this model, that includes explanatory variables, is fitted on the three cohorts to study the effect of prenatal exposures on different biologically defined dimensions of the growth process. This reveals some interesting mechanisms.

This thesis contributes to the interpretation of results obtained from cohort studies with restricted participation, and to the implementation of advanced growth models useful for life-course research.
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Preface

This is a research paper style thesis and therefore consists of a series of publications, preceded by some introductory chapters and followed by a conclusion. In total four research papers, one commentary and a book chapter are included. I am the first-author of all the four research papers, and a co-author of the commentary and the book chapter. The commentary, the book chapter and three of the four research papers have already appeared or have been accepted for publication, while the last research paper has been submitted and is currently under review. This Ph.D. addresses two main methodological challenges that may arise in the design and analysis of life course studies of infant growth: the potential selection bias due to selection of cohort study participants and the modelling of individual growth trajectories. As a consequence, the publications included in this thesis focus on these two separated strands of research. The thesis is composed of three parts: 'Introduction' (Part I), 'Selected Publications' (Part II) and 'Discussion' (Part III). Part I consists of three chapters. Chapter 1 gives a brief introduction to the epidemiological motivation for life course studies of growth in infancy, with particular focus on the existing literature on the main exposures influencing growth during infancy. The aims of this thesis are presented in Chapter 2, while in Chapter 3 a description of the three datasets used to address the research questions is provided. Part II includes the selected publications, which are divided into two chapters. Chapter 4 includes the contributions focused on selection bias: these consist of two research papers, the commentary and the book chapter. These publications are preceded by a brief introduction. A summary overview of the alternative models suggested in the anthropometric and statistical literature to describe growth in infancy is provided as an introduction to Chapter 5, where the two research papers dedicated to growth modelling and
the study of its predictors are included. Part III consists of the conclusive Chapter 6, in which final considerations and areas of future work are discussed.
Part I

Introduction
Chapter 1

Background

Pregnancy is a highly susceptible period that can result in unfavourable outcomes for the baby, such as prematurity or low birth weight for gestational age, which in turn may have consequences for postnatal growth and a number of subsequent diseases. The concept that the causes of adult non-communicable diseases can be tracked back to fetal life, known as "Developmental Origins of Health and Disease", is at the core of life course epidemiology. It is built upon the notion that biological, social and environmental factors acting in early life affect the response of an individual to later environments and his/her susceptibility to diseases in adult life (Barker, 1998; Gluckman et al., 2010; Kuh and Ben-Shlomo, 2004). The body of data supporting this hypothesis is now overwhelming, with several studies showing how birth size and early growth influence the onset and development of a wide range of chronic diseases, including cardiovascular and coronary heart diseases (Barker, 1998; Eriksson, 2011), diabetes (Whincup et al., 2008), hypertension (Ben-Shlomo et al., 2008; Gamborg et al., 2009; Huxley et al., 2000; de Jong et al., 2012), obesity (Baird et al., 2005; Monteiro and Victora, 2005; Ong et al., 2000), cancer (De Stavola et al., 2004), cognitive function (Raikkonen et al., 2009; Yang et al., 2011), as well as overall mortality (Crump et al., 2013; Risnes et al., 2011). Moreover there is evidence that the developmental environment induces effects that are transmitted to succeeding generations (Godfrey et al., 2010). For example it has been shown that women exposed to a poor fetal environment, but to rich nutritional conditions later in life have an increased propensity to becoming obese and experience
gestational diabetes (Warner and Ozanne, 2010). These in turn are risk factors for their offspring's obesity risk in adult life (Fall, 2011). Another example of intergenerational effects is that of women exposed to diethylstilbestrol during their fetal life, who have been demonstrated to be at greater risk of preterm delivery as well as other adverse pregnancy outcomes (Hoover et al., 2011). Prematurity in turn is likely to increase the offspring’s risk of adverse outcomes in adulthood, including cardiovascular and metabolic diseases (Roggero et al., 2013). Adopting a developmental perspective may therefore guide the implementation of timely interventions to improve the health of the future generations. This will also require the assessment of whether the associations of birth size and early growth with later outcomes are modified by factors that influence intrauterine growth as well as by postnatal factors that influence early life growth.

Understanding the latter, and in particular postnatal catch-up growth, has been given much attention in the last decades. Catch-up growth is defined as that process whereby children small at birth compensate for intrauterine restraint with a rapid postnatal growth, returning within the first two years of life to their genetic trajectory (Tanner, 1986). This type of growth pattern is very important as it has been extensively demonstrated that children exposed to a rapid postnatal weight gain have an increased risk of become obese (Baird et al., 2005; Monteiro and Victora, 2005; Ong and Loos, 2006; Ong et al., 2000; Tzoulaki et al., 2010) and of other related adverse outcomes (van der Gugten et al., 2012; Huxley et al., 2000; Leunissen et al., 2009, 2012). As a consequence there is an increasing interest in evaluating potential predictors of rapid weight gain in infancy (Batista et al., 2012; Mihrshahi et al., 2011; Ong et al., 2000, 2002; Wijlaars et al., 2011) as well as early life determinants of overweight and obesity later in life (Dubois and Girard, 2006; Fall, 2011; Monasta et al., 2010; Ong, 2010). In particular Ong et al (Ong et al., 2000) showed that the factors affecting catch-up growth were those related to intrauterine growth restriction, in particular maternal smoking during pregnancy, parity and parental size.

The majority of the studies that have investigated the relationship between birth weight and size or growth in infancy with later outcomes have defined infant/childhood growth in height or weight in terms of the difference between measurements taken at two fixed time points, limiting therefore the understanding of how particular features of the growth pattern may contribute to the outcome of
interest. Whilst for example the relationship between the adiposity rebound, a concept introduced by Rolland-Cachera et al (Rolland-Cachera et al., 1987) to describe the period between 5 and 7 years of age when body mass index (BMI) begins to increase following a minimum, and later obesity has been studied widely (Ohlsson et al., 2012; Rolland-Cachera, 1998; Williams and Goulding, 2012), similar features of the infant growth curve have been examined only more recently. Silverwood et al (Silverwood et al., 2009b) studied the association between the infant BMI peak, defined as the maximum reached by the BMI trajectory around age 9 months, and BMI later in life, finding that both BMI and age at BMI peak were positively associated with BMI in adulthood. More recently much attention has been given to the role of these and other developmental milestones, such as age at menarche and pubertal growth spurt, in influencing the risk of later diseases (Ohlsson et al., 2012; Ong et al., 2012; Prentice and Viner, 2012; Silverwood et al., 2009b). As a consequence there is also an increasing interest in identifying factors influencing the timing of such milestones (DAloisio et al., 2013; Deardorff et al., 2012; Hui et al., 2012; Ong et al., 2012; Wehkalampi et al., 2011).

Life course models (Ben-Shlomo and Kuh, 2002) have also highlighted the potential importance of risk factors acting in early life. In particular Dietz (Dietz, 1994) recognized the existence of three critical periods for the development of obesity, identifying gestation and early infancy as the first relevant stage. The importance of the first two years of life was also stressed by Cole (Cole, 2000), who showed that the increase in adult height observed from one generation to the next (secular trend) occurs mainly within this period, with height at 2 years best predicting adult height.

The first periods of life, including fetal life, could thus be a window of opportunity for intervention. There is growing consensus that the study of the factors influencing fetal and infant growth, especially within the first 6 months of life (Botton et al., 2008) - the period of fastest growth in the entire life span, and hence most susceptible to adverse condition - is of major importance for the prevention of many later diseases, especially obesity in adolescence and later in adulthood. However, studies of early growth and of its predictors should take into account the complexity of the infant growth process. A review of the main aspects related to the study of growth in infancy is provided below.
1.1 Growth in Infancy

Human growth can be defined as the series of changes to the size, shape and functions of an individual organism which occur over time from conception to maturity (Hauspie, 1998). Its general postnatal growth has been classified in five stages: infancy, childhood, juvenile, adolescence (or puberty) and adulthood. Individual organs, tissues and growth dimensions have been observed to expand at different rates according to these periods (Bogin, 1998). More specifically, postnatal linear growth (that is growth in length/height) can be divided into three phases, infant, childhood and puberty periods, and their features have been modelled by Karlberg in the infancy-childhood-puberty (ICP) model (Karlberg, 1998). It characterises a high growth rate immediately after birth followed by a rapid deceleration until 3 years of age. After that, the velocity slows down until the onset of puberty, when the growth rate starts increasing again. From a biological point of view, linear growth during infancy has been considered as a continuation of the intrauterine growth: in utero this is regulated by placental functions, while after birth it is the outcome of the interplay between food supply and growth hormones (Weaver, 2006). Weight growth generally follows the same pattern, however it is characterised by more fluctuations that may include decreases. As for linear growth, postnatal weight growth is also regulated by nutrition. Most infants with small size at birth experience rapid postnatal weight gain (catch-up growth), and, as discussed above, the latter has been consistently associated with increased risk of subsequent obesity (Baird et al., 2005; Monteiro and Victora, 2005; Ong and Loos, 2006; Tzoulaki et al., 2010). However, low birth weight has also immediate adverse effects. Indeed it has been shown that not inducing catch-up growth in these children, either via improved nutrition or via growth hormone therapy, is associated with an increased risk of postnatal infections and mortality (Ong, 2007). The balance between the disadvantages and the benefits of postnatal catch-up growth has been described in the literature as ‘the catch-up dilemma’. Weaver (Weaver, 2006) has distinguished between two types of postnatal rapid growth: (i) catch-up growth, which follows in utero growth restriction and which consists of linear and muscle growth together with fat accumulation, and (ii) accelerated growth, which may occur at any age due to overfeeding, and which implies fat accumulation without linear growth. The former process (catch-up growth) could be beneficial, while accelerated growth could be the mechanism leading to subsequent obesity (Weaver, 2006). In order to
provide valid guidelines for postnatal nutritional strategies directed at children with small size at birth, Ong suggested that “the concept of ‘healthy catch-up growth’ should be the goal of future research” (Ong, 2007).

When referring to infancy it is important to acknowledge that the term infant derives from the Latin word “infans”, meaning “unable to speak” and it is typically applied to babies up to 24 months of age. However, definitions of human infancy vary considerably, and according to the specific context. While in the ICP linear growth model (Karlberg, 1989), the infancy component is assumed to start during fetal life and end at 3 years of age, from a natural science perspective (Bogin, 1998) human infancy is associated with the lactation phase, which ends when the child is weaned from the breast and thus corresponds to a less precise time point.

1.2 Assessment of Growth

The older and simpler method for describing the growth of an individual is anthropometry, that is the measurement of the body. Human growth is indeed usually expressed as the change in any one of many anthropometric dimensions. We now review the main ones, distinguishing between prenatal (fetal) and postnatal growth.

1.2.1 Prenatal growth

As already discussed above, evidence of intrauterine growth is usually assessed at birth, typically through direct measurement of birth weight. Since this is strongly determined by the gestational age at delivery, it is important to analyze and interpret birth weight conditionally on gestational age. Many studies, indeed, define a restricted growth newborn as that infant with a birth weight smaller than ‘normal’ for its gestational age, i.e. small for gestational age (SGA). The usual approach to adjust birth weight for gestational age is via standardisation of the weight measurements using a reference distribution to generate z-scores or Standard Deviation-scores (SD-scores). Specifically, these are created by subtracting the mean value of a standard distribution corresponding to the gestational age of the newborn from the observed value for that newborn and then dividing this measure by the SD of the reference distribution for that gestational age. This score can be interpreted as a measure
of distance (in term of SDs) between the observed measure and the centre of the reference population. Usually the birth weight distribution is further conditioned on other factors, in particular sex, as it is known that birth weight strongly differs also according to gender. The reference distribution could be internal, when the mean and SD of the observed distribution are used (appropriate for large samples), or external, when a separate dataset is selected to be representative of the population from which the sample originated. SGA infants are then identified as those with SD scores less than the 10th percentile of the standardised birth weight distribution (Goldenberg and Cliver, 1997). Problems may arise when the chosen standard population is inappropriate for the analyzed dataset (see Section 1.2.2).

It should also be acknowledged that failure to achieve accurate measurements of gestational age at birth is frequent and might be due to several factors (Salomon et al., 2010). Gestational age is indeed usually derived by estimating the date of conception using the last menstrual period and assuming a regular 28-day menstrual cycle. However, this approach may be limited by memory bias or by irregular menstrual cycle, which would lead to inaccurate dating of the ovulation. An alternative approach is the use of ultrasound examination of anthropometric dimensions such as crown-rump length and biparietal diameter in the first or second trimester of pregnancy. The latter has proven to be more reliable in predicting the date of conception (Salomon et al., 2010).

1.2.2 Postnatal growth

Height and weight are the two most widely used dimensions in growth studies, with height being a composite of linear dimensions and weight a composite of varying tissues, used as an estimate of the total mass of the body (Malina, 1998). Percentage fat, fat mass and fat-free mass are usually indirectly estimated from skinfold thickness measurements (i.e. triceps, biceps, subscapular, abdominal, suprailliac), which are sensitive to the extremes of adiposity, using previously developed prediction equations (Cameron, 1998). When these are not available, adipose tissue in infancy is mostly assessed on the basis of BMI (Cole, 1986), though this index does not distinguish between fat and muscle mass and is influenced by body build and lean tissues (Cole, 2002; Rolland-Cachera et al., 1987).

When studying growth, it is crucial to consider which aspect of the growth process we want to capture: absolute weight and height may describe the size of a subject, but if we are interested in exploring
change in body-shape we need measurements that are independent of size. As regards weight, this can be achieved by calculating either of these weight for height indices:

- relative weight: ratio of the observed persons weight to a reference weight for a person of his height and sex (or other standardising variables).

- indices of the form $\frac{W}{H^p}$, such as the weight-height ratio ($p=1$), the BMI ($p=2$), the Ponderal Index ($p=3$), or the Benn Index (where $p$ is allowed to take a non-integer value) (Benn, 1971), choosing the index with the smallest correlation with height. The $p$ that better meets these criteria in infants and children differs with age and gender. During infancy it has been shown that the optimal value of $p$ increases in the first months of life becoming greater than 2 and then slightly decreases again until about 20 months (Gartside et al., 1984). Further, in order to use the Benn index with infants an optimal value of $p$ could be calculated for different narrow periods; however it has been argued that Benn's assumption of small correlation between index and height holds in adults but may be violated in children (Lazarus et al., 1996).

In order to account for temporal changes, these indices may need to be adjusted for age, using a standard population and creating a relative index. An alternative is the standardisation of the anthropometric measurements to generate z-scores or SD-scores, as already described for birth weight for gestational age. This approach is valid when the variables are normally distributed, if not a transformation should be first used. Alternatively the LMS method proposed by Cole (Cole and Green, 1992), could be applied: this is a general approach for time-dependent variables in which median, variability and skewness of the distribution are all allowed to change over time. When using standardisation, the choice of the reference population is a crucial issue. As for birth weight, this could be internal (appropriate for large sample), or external. Usually sex- and age-specific standards are used. Problems may arise when the chosen standard population is inappropriate for the analyzed dataset: for example when unknown differences in the sex- and age-specific distribution between the reference data and the observed data exist; or when the reference data refer to a different time period with respect to the observed data (Silverwood et al., 2009a). Similar considerations may apply to geographical aspects, or to ethnicity and socio-economical status issues (Hermanussen et al., 2012).

As stated above, anthropometric dimensions needed to investigate growth vary according to the aspect...
of the growth process/growth disorder we are interested in. It has been suggested that, during infancy, weight is more useful than length to assess poor growth, as well as to identify children experiencing a catch-up growth (Cole, 2002). In contrast height is considered the most important indicator to assess poor growth beyond infancy (Cole, 2002). Moreover obtaining accurate measures of length in infancy usually requires more sophisticated techniques and better trained personnel than those needed to properly measure weight (Cole, 2002). Due to these reasons in this thesis weight measurements are used to assess growth in infancy. This decision is also driven by the fact that growth data of the children in one of the cohorts available for this Ph.D. are gathered from questionnaires completed by their mothers, and the accuracy of the length measures for this cohort is lower than that of the weight measures (see Chapter 3).

As a consequence growth in weight is the main focus of the following sections.

1.3 Factors Influencing Growth

As stated in the introduction, it has been shown that several exposures occurring prior to and during gestation are correlated with pregnancy outcomes and in particular birth weight. These together with other postnatal exposures have also been found to be associated with growth during infancy. We now review the main ones.

1.3.1 Prenatal growth

Maternal constraint, defined as that process by which a series of maternal and placental non-genetic factors limit fetal growth (presumably as a reflection of limited nutrients supply), acts in all pregnancies. However it has been argued that its effect is greater among those involving mothers who are younger, smaller and of lower parity (Gluckman and Hanson, 2004).

In 1987 the World Health Organization carried out a review of the studies, published in the period 1970-1984, that concerned potential determinants of intrauterine growth or gestational duration, upon which weight at birth depends (Kramer, 1987). According to this review, cigarette-smoking is the largest direct causal factor for birth weight, followed by low caloric intake or low weight gain during pregnancy. The other main determinants that were identified are maternal pre-pregnancy weight,
parity, infant sex, maternal height, ethnicity, maternal low birth weight and previous low birth weight children (see Figure 1.1). Few years later, Brooke et al (Brooke et al., 1989) confirmed that, among numerous potential factors including alcohol, caffeine, socioeconomic and psychosocial characteristics, smoking during pregnancy has the most important effect on birth weight for gestational age. Several other studies showed that mothers who smoke cigarettes during pregnancy have babies weighing less than those of non-smoker women, and a dose-response relationship was also established (Britton et al., 2013; Erickson and Arbour, 2012; Nobile et al., 2007; Ong et al., 2002; Schell, 1998).

Recent studies confirmed many of the other associations reported by Kramer in 1987, in particular with parental anthropometry - especially from the maternal side - parity, maternal pre-pregnancy weight and pregnancy weight gain, socioeconomic status and infant sex. For example, mother’s leg

Figure 1.1: Factors with a causal influence on low birth weight in developed countries. From Kramer, 1987 (Kramer, 1987).
length in childhood was found to be positively associated with children's birth weight independently of maternal birth weight and adult height (Martin et al., 2004). Knight et al (Knight et al., 2005) showed that paternal height, but not BMI, influences size at birth, in particular length and measures of skeletal growth, while both maternal height and BMI are associated with offspring birth weight and length. A positive association between paternal height and birth weight was also found by Shah et al (Shah, 2010). Similar results were observed by Griffiths et al (Griffiths et al., 2007), who reported that contribution of parental height on offspring birth weight is similar and significant, while maternal weight is more influential than paternal weight. The intergenerational (parental-offspring) correlation in size at birth has also been observed by more recent studies (De Stavola et al., 2011; Selling et al., 2006; Shah, 2010).

A huge number of investigations in the last few years have focused on the role of maternal pre-pregnancy overweight/obesity, maternal weight gain during pregnancy and related adverse conditions, such as gestational diabetes, on fetal growth and birth outcomes. According to the fetal overnutrition hypothesis greater maternal adiposity during pregnancy alters the fetus developmental environment and in particular the transfer of glucose, free fatty acids and amino acids to the fetus, leading to permanent changes in the appetite control and metabolic systems of the offspring. The body of data supporting the association of maternal pre-pregnancy obesity, maternal diabetes and excessive weight gain during pregnancy with newborn macrosomia is now overwhelming (Catalano et al., 2012; Mamun et al., 2011; Metzger et al., 2008; Roland et al., 2012). Moreover there are studies showing that maternal underweight, and low weight gain during pregnancy negatively affect fetal growth, being associated with increased risk of preterm births and SGA infants (Campbell et al., 2012; Dietz et al., 2006; Jeric et al., 2013).

It is also well-documented that mean birth weight increases with parity and that nulliparity increases the risk of SGA children (Campbell et al., 2012; Catalano et al., 2012; Erickson and Arbour, 2012; Nobile et al., 2007; Ong et al., 2002; Roland et al., 2012). Similarly low maternal socioeconomic status, usually proxied by educational level, has been repeatedly associated with adverse pregnancy outcomes (Bouthoorn et al., 2012; Dubois and Girard, 2006; Jansen et al., 2009; Nobile et al., 2007). The latter finding might be partly explained by the fact that women of low socioeconomic status are more likely
to be obese, to smoke during pregnancy and to suffer of hypertension (Jansen et al., 2009).

In addition to the risk factors identified by the 1987 World Health Organization review (Kramer, 1987), other exposures have been related to fetal growth and birth outcomes. For example, the influence of maternal age has been investigated, although the evidence gathered from these studies is conflicting. While a number of researchers showed that young maternal age increases the risk of infant low birth weight or intrauterine growth restriction (Borja and Adair, 2003; Kirchengast and Hartmann, 2003; Malabarey et al., 2012; Strobino et al., 1995), other studies found that women having later age pregnancies (i.e. age ≥ 35 years) are more likely to experience adverse pregnancy outcomes (Campbell et al., 2012; Kenny et al., 2013; Koo et al., 2012). Shah et al (Shah, 2010) also found a significant association between advanced paternal age and increased risk of offspring low birth weight. It has been argued that the association observed between young maternal age and low birth size may partly be explained by factors that are proxies for social class differences and behavioural characteristics that underlie early childbearing. Moreover it has been suggested that biological immaturity of the teenager mother may also influence the offspring birth size (Scholl, 1998).

An association between alcohol intake during pregnancy and birth weight has also been established, even if with less support than the one for smoking. Overall, studies found that intake of one or more alcohol drinks per day during pregnancy leads to reduced offspring birth weight and occurrence of preterm delivery (Carter et al., 2007, 2013; Feldman et al., 2012; Goldberg, 1998). Furthermore, gestational hypertension/preeclampsia has been associated with reduced fetal growth and prematurity (Jacquemyn et al., 2006; Spiegel et al., 2013; Xiong et al., 2002). A study which explored factors influencing pre- and postnatal growth identified several exposures associated with placental weight: modifiable factors (parity, smoking during pregnancy), and non modifiable factors (parental height, gender) (Hindmarsh et al., 2008). Placental weight was shown to reflect mainly the effect of other determinants of fetal size, possibly playing a role of mediator in the association between many maternal characteristics and birth weight (Campbell et al., 2012; Ouyang et al., 2012; Roland et al., 2012; Salafia et al., 2008).

Finally in the last decade much attention has been given to the influence of air pollution on pregnancy outcomes, with studies providing some evidence that exposure to pollution during pregnancy increases
the risk of preterm birth, restricted fetal growth and low birth weight (van den Hooven et al., 2012; Laurent et al., 2013; Maisonet et al., 2004; Olsson et al., 2013; Padula et al., 2012).

1.3.2 Postnatal growth

The influence of many of these factors persists after birth thus affecting growth during infancy. As already discussed, children born small are likely to compensate for their experience of intrauterine restraint with a rapid postnatal growth. In a recent twin study, Touwslager et al (Touwslager et al., 2011) showed that the higher the birth weight the slower the postnatal growth rate, although it should be acknowledged that distribution of size and growth pattern of twins differ from those of singleton. In a study investigating the factors influencing catch-up and catch-down growth in height, defined as a change in z-score between child height z-score and birth length z-score greater than 0.67 and lower than -0.67 respectively, it was observed that intrauterine growth restriction (defined on the basis of the ratio between observed birth weight and mean weight for gestational age) in term infants is associated with increased risk of postnatal catch-up growth (Batista et al., 2012). Since smoking during pregnancy has a strong negative effect on birth weight for gestational age (see previous section), it is not surprising that several researchers observed that children of smokers with a low weight at birth are more likely to quickly catch-up and then exceed their expected weight compared to children of non-smokers (Chen et al., 2006; Howe et al., 2012; Power et al., 2003). In 2002, Ong et al (Ong et al., 2002) claimed that infants of smoking mothers with a low birth size complete their catch-up within the first 12 months of life without being heavier or taller than infants of non-smoking mothers. However, the latter result partly conflicts with the evidence, gathered from several other studies, that smoking during pregnancy is a strong risk factor for childhood obesity (Dubois and Girard, 2006; Monasta et al., 2010).

Females remain generally somewhat shorter than males all over infancy and childhood until adolescence, and are also typically a little lighter than boys (Tanner, 1989). Griffiths et al (Griffiths et al., 2007) found that parental size influences both birth weight and infant weight gain with maternal weight having a greater influence on weight at birth than paternal one (as discussed before), while parental height and weight contributing equally to postnatal weight growth. It has been repeatedly observed that maternal height affects postnatal growth rate (Bocca-Tjeertes et al., 2011; Botton et al., 2010;
Lourenco et al., 2012; Power et al., 2003) being positively associated with growth velocity, especially in height. Botton et al (Botton et al., 2010) observed that paternal BMI is instead associated with increased weight growth rate.

When investigating the factors influencing failure to thrive, Blair et al (Blair et al., 2004) found parental height and parity to be respectively negatively and positively associated with slow postnatal weight gain. The effect of parity with postnatal growth, especially in weight, has been consistently observed (Batista et al., 2012; Bulk-Bunschoten et al., 2002; Hui et al., 2010; Ong et al., 2002; Wells et al., 2011), with infants of primiparous pregnancies having faster postnatal growth.

As observed for birth weight, the body of data supporting the association of maternal pre-pregnancy obesity, maternal diabetes and gestational weight gain during pregnancy with growth in weight during infancy is large. Several studies reported a positive influence of these factors, especially maternal obesity, on either weight gain in the first months of life (Deierlein et al., 2011; Regnault et al., 2010), or increasing adiposity tissue (Modi et al., 2011; Vohr et al., 1999). Linabery et al (Linabery et al., 2012) found an effect only at birth and after 1.5 years of life. Moreover, as for smoking, maternal pre-pregnancy obesity has been consistently numbered among the most relevant risk factors of offspring obesity later in childhood (Dubois and Girard, 2006; Monasta et al., 2010). Little is known instead on the influence of gestational hypertension/preeclampsia on postnatal growth. A study evaluating the effect of pregnancy-induced hypertension on weight gain at 28 or 42 days postpartum in a Chinese birth cohort showed that infants of mothers with hypertension are at greater risk of postnatal catch-up growth only if babies experienced intrauterine growth restriction (Baulon et al., 2005).

Much attention has been given to the role of socioeconomic status on postnatal growth in weight and height. While Howe et al (Howe et al., 2011) found that the effect of maternal education on ponderal index is significant only after infancy, another study reported a significant inverse association between high socioeconomic status and weight velocity in the first months of life (Wijlaars et al., 2011). An opposite result – increasing weight velocity during the first year of life at increasing level of maternal education – was instead observed among children belonging to an Hong Kong Chinese birth cohort (Hui et al., 2010). Power et al (Power et al., 2003) observed that infants of lower socioeconomic status are at higher risk of having a low birth weight and a subsequent high BMI in adult life, while Bocca-Tjeertes
et al (Bocca-Tjeertes et al., 2011) found that deprived children are more likely to experience postnatal growth restraint in weight and height. Studies carried out in developing countries reported a positive association between high socioeconomic status and postnatal growth velocity in height (Kang Sim et al., 2012; Lourenco et al., 2012; Matijasevich et al., 2012), while the opposite was observed in a Danish cohort (Silva et al., 2012). Furthermore findings from a UK birth cohort showed that inequalities in height during childhood arise mainly through socioeconomic differential in birth length (Howe et al., 2012). A recent study found that maternal depression reduces growth at 6 months of life, and the authors argued that this effect might be partly due to social deprivation status, and in turn to life-style factors such as smoking status and alcohol consumption (Traviss et al., 2012).

The association between alcohol consumption during pregnancy and postnatal infant growth has been less studied. Carter et al observed that infants of mothers who drank moderately during pregnancy are on average lighter and shorter at birth with differences persisting up to 12 months of life, and with stronger effects for infants of binge-drinking mothers during pregnancy (Carter et al., 2007, 2013).

Finally growth hormones have been suggested to have a minimal effect on postnatal growth, since infant growth up to 6 months is considered as a continuation from prenatal growth which is influenced mainly by nutrition whilst largely growth hormone independent (Mehta et al., 2005). Mathematically (Karlberg, 1987) and clinically (Mehta et al., 2005) it has been observed that infant growth begins to be hormone dependent after 6 months of age. Growth during infancy indeed has been suggested to be the outcome of the interplay between nutrition and the rate of growth programmed in pregnancy, mainly reflecting parental size (Cole, 2000). Breastfeeding is in fact the most relevant factor in the nutrition and growth of the infants (see below) (Binns, 1998).

During the first year of life height velocity is fast and energy needs are consequently high. It is well-documented that breastfed children have an adequate nutritional supply from birth until at least 4-6 months of life with breast-milk alone meeting the nutrient needs for an appropriate growth rate and body composition and better protection from infant morbidity (Binns, 1998; Kramer and Kakuma, 2012). Moreover introduction of supplementary food in the first 6 months of life has been shown not to provide any growth advantage (Dewey, 2001). After 6 months of age neither breast-milk nor infant formula alone provide enough energy for growth and evidence concerning the effect and duration of
breastfeeding on infant growth is conflicting, mostly depending on the population been investigated. A number of studies indeed claimed that children exposed to prolonged and exclusive breastfeeding experience a greater weight gain for the first weeks of life followed by a reduced rate of accretion so that at about 1 year of age breastfed children appear on average shorter and thinner relative to those bottle- or mixed-fed (Beath, 2007; Dewey, 2001; Hediger et al., 2000; Victora et al., 1998). Other studies restricted their evaluation to the first months of life, showing that exclusive breastfeeding is associated with reduced weight growth velocity (Bulk-Bunschoten et al., 2002; de Hoog et al., 2011; Mihrshahi et al., 2011; Regnault et al., 2010; Zhang et al., 2012) or that shorter duration of exclusive breastfeeding is associated with increased growth rate (Betoko et al., 2012). However Dewey (Dewey, 2001) argued that this is the result of infant self-regulation of energy intake rather than of nutritional deficits and other studies reported that infants who were exclusively breastfed for six or more months did not experience a deficit in weight or length gain after 12 months of age (Agostoni et al., 1999; Kramer et al., 2002, 2004). Haschke et al (Haschke and van't Hof, 2000) showed that duration of breastfeeding has an inverse association with length and weight until 24 months but not at 36 months of age, while in a recent study Woo et al (Woo et al., 2013) observed that increasing duration of exclusive breastfeeding only modestly decreases the weight-for-age measure at 1 year. Furthermore, early introduction of solid food, associated with lower rate of ever been breastfed, was found to be a positive risk factor for weight gain during the first year (Kim and Peterson, 2008). Some authors argued that the negative association observed between breastfeeding and subsequent weight gain could be attributable to reverse causation. In a recent study Kramer et al (Kramer et al., 2011) showed that, at least during the first 6 months of life, lower weight-for-age are associated with increased risk of weaning and of discontinuing exclusive breastfeeding in the following month. Based on these findings, the same author argued against a causal protective effect of exclusive breastfeeding on risk of later obesity, which has been reported by several studies (see a review of systematic reviews in (Monasta et al., 2010)), suggesting that infants who grow slowly are satisfied by the breast-milk, while those growing faster request supplementary nutrition due to their increased growth rate (Kramer et al., 2012). Other researchers argued that the negative association between breastfeeding and weight gain could be due to residual confounding mainly due to smoking and socioeconomic status. In particular
it was observed that breastfed infants have greater birth weight (Bulk-Bunschoten et al., 2002), babies from the most affluent families are more likely to be breastfed (Fawzi et al., 1998; Wright et al., 2006) or to be breastfed for longer periods (Betoko et al., 2013), and children of smoking mothers are more likely to be breastfed for a shorter duration (Nafstad et al., 1997).

Finally, a recent twin study compared the genetic and environmental influences on three different dimensions of the weight trajectories in infancy: the size, the velocity and the tempo of growth (i.e. developmental age), where the latter is indicated by the age at peak weight velocity (Johnson et al., 2011). The authors concluded that the size and velocity parameters are primarily driven by genetic factors, while the tempo dimension mainly depends on environmental determinants.

1.4 Final Comments

Fetal and early life growth are known to influence the onset and development of a wide range of chronic diseases later in life. The identification of exposures and conditions occurring during and before pregnancy which affect fetal an infant growth is therefore relevant for a life course perspective. However approaches commonly used to analyse growth data and their association with early exposures often focus on relatively simple aspects of growth, such as differences in size at pre-specified age intervals, and do not provide a comprehensive summary of the patterns of infant growth, limiting therefore the understanding of how prenatal factors relate to different dimensions of the growth process. The timing of developmental milestones has been given increasing interest in life course epidemiology. However, although infancy has been identified as a critical period for the development of diseases later in life, most of the attention has been focussed on studying adiposity rebound in childhood and height growth spurt in puberty. In this thesis I aim to examine features of growth during infancy, using methods that allow the identification of biologically meaningful features of growth trajectories in infancy, within a life course framework. Studying growth during this period should allow to identify early factors affecting infant growth and indicate how these factors affect specific components of the infant growth process (e.g. growth rate, timing of weight/adiposity peak), thus offering insights into the mechanisms governing infant growth and contributing to the understanding of its role in the development of a wide range of later diseases.
Chapter 2

Aims

This Ph.D. aims at modelling individual infant weight trajectories using three recently established cohort studies: the “Nascita e INFanzia: gli Effetti dell’Ambiente” (NINFEA) birth cohort study, based in Italy, the Geracao XXI (GXXI) birth cohort study, based in Northern Portugal, and the Growth and Obesity Cohort Study (GOCS), based in Chile.

Because NINFEA members are volunteers who participate only via a web-based system, analyzing their data also requires the consideration of selection bias problems. Hence the thesis first examines possible selection mechanisms by Monte Carlo simulations of cohort studies, assessing their impact on the crude estimate of the effect of interest, and then uses population registry data from the same region as NINFEA (i.e. data from the source population) to assess how selection into the web-based NINFEA birth cohort (the sample from the restricted source population) affects the confounding patterns for the associations of interest.

Alternative modelling approaches for the available growth data are then studied in the second part of this PhD. They are compared in term of their ability to validly represent the data and to address issues related to the structure of the measurements (number, irregularity and completeness of the observations) and to the nature (e.g. non-linearity) of the growth trajectories, while identifying biologically meaningful features of growth. Models suggested in the anthropometric and in the statistical literatures are evaluated, with particular focus given to their implementation within the random effects
models framework. The availability of information on several prenatal variables in each cohort is then exploited to study their association with growth trajectories using the SuperImposition by Translation And Rotation (SITAR) model, a shape invariant random effects model that is extended to allow for the inclusion of explanatory variables.

In summary the aims of this Ph.D. are:

1. Examine under which circumstances the selection mechanisms that drive recruitment into cohort studies may induce confounding in the selected sample and therefore may or not lead to biased estimates of effects of interest.

2. Modelling individual infant weight trajectories using three recently established cohort studies.

These are accomplished by addressing the following objectives:

(a) examine sample selection mechanisms for the recruitment of participants into cohort studies and their consequences for the estimate of an effect of interest;

(b) investigate how selection into the web-based NINFEA birth cohort affects the confounding patterns present in the source population;

(c) compare the ability of alternative growth modelling approaches to fit weight trajectories in infancy and to identify biologically meaningful features;

(d) assess whether the results of fitting these models are affected by the type of available data (age range, number and timing of follow-up);

(e) study the prenatal influences of weight trajectories in infancy and compare them across the three cohorts.
Chapter 3

Case Studies

The thesis examines data from three studies: the NINFEA web-based birth cohort study concerning children born in Italy, the GXXI birth cohort established in the Porto region of Northern Portugal and the GOCS cohort based in Chile. All cohorts involve children born in the new millennium.

This chapter describes the datasets, introduces statistical and epidemiological issues specific to these cohorts and provides a summary of the growth measurements available in each cohort. Since this thesis focuses on weight trajectories in infancy, a more detailed description of the weight data available in each cohort is provided. In the last section of this chapter a summary of the cohorts/datasets involved in the analyses of each Research Paper is given.

3.1 NINFEA Study

The NINFEA study is an ongoing web-based birth cohort, co-ordinated by the Cancer Epidemiology Unit of the University of Turin that aims at recruiting pregnant women via the Internet and following up their children.
3.1.1 Background

NINFEA started in July 2005 as a pilot study in the city of Turin, Italy, and since December 2007 has been extended to the whole nation. Recruitment is still on-going and will last until at least a sample size of 7,500 babies is achieved.

As stated in Richiardi et al (Richiardi et al., 2007), “the source population of the NINFEA cohort includes all babies born to pregnant women who have enough knowledge of the Italian language and the use of the Internet to complete the online questionnaires. Members of the cohort are babies born to women in this source population who become aware of the study and volunteer to participate through registration on the study website (www.progettoninfea.it)”. Recruitment therefore occurs during pregnancy, when the women complete the first online questionnaire, with participants being self-selected.

The study is advertised both through active and passive methods. Active advertisement is carried out in the Piedmont region (mainly in the city of Turin), and since July 2010 in the Tuscany region, with the following methods: (i) posters at the main hospitals of the city; (ii) leaflets enclosed with the results of laboratory tests and ultrasounds; (iii) leaflets distributed at the pre-delivery classes and (iv) leaflets enclosed with the baby health book. Therefore, this approach is inherently limited to selected geographical areas and targets; in order to enlarge the study to the whole of Italy at the end of the pilot phase the NINFEA study was also advertised online through: (5) links to NINFEA study website posted on the hospitals' websites and on websites dedicated to pregnant women; (6) participation in discussion forums related to pregnancy, and (7) a NINFEA page in facebook. It is also likely that a proportion of participants obtained the information from other members of the cohort.

The cohort is followed-up actively through questionnaires: three long Internet-based questionnaires administered during pregnancy (Q1), at 6 (Q2) and 18 (Q3) months after delivery, and then other short questionnaires, the first of which is administered when the children are 4 years old (Q4) and the second when they are 7 years old (Q5). It is important to notice that the time of administration of the questionnaires could vary within an established age range: for the Q2 between 12-24 months after conception (because contact times were defined from the time of the first questionnaire, when only expected date of delivery was known), for the Q3 between 16-30 months after delivery (or between...
24-36 months after conception if date of delivery was not reported at Q2), for the Q4 between 46-59 months after delivery (no Q4 is administered if date of delivery is not gathered at Q2 or Q3) and for the Q5 between 82-94 months after delivery. The Q1 includes questions on several family and maternal characteristics (demographic, lifestyle, environmental and occupational exposures) as well as on the pregnancy and on the maternal reproductive and medical history. Moreover questions about the use of the Internet are included in Q1 (Richiardi et al., 2007). With Q2 and Q3, information on maternal characteristics in the last part of pregnancy, pregnancy outcome, delivery, gestational duration and characteristics of the baby at birth are collected. Questions on feeding type, child diet, sleep pattern, child diseases and medicines, mother-father-child relationship and child development are included as well. The Q4 is a short questionnaire focused on the cognitive, functional and anthropometric development of the children, while the Q5 is focused on the respiratory health of the children. Since September 2008 biological samples of saliva of both the child and the mother are collected. Because of logistic reasons recruitment and follow-up questionnaires have been adapted since the onset; thus questions slightly differ with year of recruitment, with the final version introduced in November 2008. NINFEA is an on-going study, therefore available data vary with time of data download and analyses reported in each paper included in this thesis have been performed using different versions of the NINFEA database (see section 3.4.1). All the downloaded datasets include both the pilot study and the updated version. The data used to generate Research Paper IV (included in Chapter 5) are described below, as this is the most up to date version of the data used in this thesis. This was downloaded in March 2012 and consists of 4,787 records; records wrongly generated by the system (n=1) as well as records relative to multiple pregnancies (n=151), miscarriages (n=38), babies who died at delivery (n=8), and records relative to women who registered after delivery (67) and for whom the Q2 was not opened, that is for whom conception occurred less that 12 months before the date of the data download (n=572), were excluded. These exclusions lead to a dataset of 3,950 records relative to 3,666 mothers. Out of these, 816 records were excluded from the growth data analyses because weight measurements for the first 4 years of life (that is the age range analyzed in Research Paper III, see Section 3.4.1) were not available: 268 records were relative to children whose mothers completed the first questionnaires.
<table>
<thead>
<tr>
<th>Maternal characteristics</th>
<th>Included N=3,134</th>
<th>Lost to follow-up N=268</th>
<th>Not filled Q2 yet N=476</th>
<th>No growth data N=72</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age at registration</td>
<td>33.1 ±4.1</td>
<td>32.4 ±5.1</td>
<td>32.8 ±4.7</td>
<td>33.2 ±4.2</td>
</tr>
<tr>
<td>Pre-pregnancy weight (Kg)</td>
<td>60.9 ±11.4</td>
<td>60.2 ±10.6</td>
<td>61.1 ±10.8</td>
<td>59.8 ±10.9</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>164.7 ±6.2</td>
<td>164.6 ±6.5</td>
<td>164.8 ±6.2</td>
<td>163.4 ±5.5</td>
</tr>
<tr>
<td>Pre-pregnancy BMI (Kg/m2)</td>
<td>22.4 ±3.9</td>
<td>22.2 ±3.6</td>
<td>22.5 ±3.7</td>
<td>22.4 ±3.9</td>
</tr>
<tr>
<td>Italian nationality</td>
<td>96.1%</td>
<td>95.9%</td>
<td>94.3%</td>
<td>97.2%</td>
</tr>
<tr>
<td>Graduated</td>
<td>58.4%</td>
<td>42.9%</td>
<td>50.0%</td>
<td>56.3%</td>
</tr>
<tr>
<td>First pregnancy</td>
<td>73.9%</td>
<td>57.9%</td>
<td>66.4%</td>
<td>62.3%</td>
</tr>
<tr>
<td>Infertility treatment</td>
<td>7.2%</td>
<td>5.3%</td>
<td>7.1%</td>
<td>10.6%</td>
</tr>
<tr>
<td>Smoking during pregnancy</td>
<td>8.6%</td>
<td>12.8%</td>
<td>10.3%</td>
<td>14.9%</td>
</tr>
<tr>
<td>Paternal characteristics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight (Kg)</td>
<td>78.6 ±11.4</td>
<td>78.3 ±11.8</td>
<td>78.8 ±10.8</td>
<td>79.1 ±15.5</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>177.7 ±6.8</td>
<td>177.6 ±6.9</td>
<td>178.3 ±6.7</td>
<td>177.9 ±6.8</td>
</tr>
<tr>
<td>BMI (Kg/m2)</td>
<td>24.9 ±3.1</td>
<td>24.8 ±3.3</td>
<td>24.8 ±3.2</td>
<td>24.5 ±2.7</td>
</tr>
<tr>
<td>Graduated</td>
<td>40.2%</td>
<td>30.5%</td>
<td>31.7%</td>
<td>33.3%</td>
</tr>
<tr>
<td>Italian native speaker</td>
<td>96.7%</td>
<td>95.3%</td>
<td>93.2%</td>
<td>94.2%</td>
</tr>
</tbody>
</table>

Table 3.1: NINFEA: Baseline characteristics stratified by rate of questionnaires completion.
<table>
<thead>
<tr>
<th>Weight growth data</th>
<th>Complete (N=1,937)</th>
<th>Partial (N=1,197)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean±SD or %</td>
<td>N</td>
</tr>
<tr>
<td><strong>Maternal characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age at registration</td>
<td>33.2 ±4.2</td>
<td>1,937</td>
</tr>
<tr>
<td>Pre-pregnancy weight (Kg)</td>
<td>60.9 ±11.3</td>
<td>1,899</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>164.6 ±6.0</td>
<td>1,895</td>
</tr>
<tr>
<td>Pre-pregnancy BMI (Kg/m2)</td>
<td>22.5 ±3.9</td>
<td>1,891</td>
</tr>
<tr>
<td>Italian nationality</td>
<td>96.6%</td>
<td>1,872</td>
</tr>
<tr>
<td>Graduated</td>
<td>58.6%</td>
<td>1,126</td>
</tr>
<tr>
<td>First pregnancy</td>
<td>75.8%</td>
<td>1,456</td>
</tr>
<tr>
<td>Infertility treatment</td>
<td>7.3%</td>
<td>138</td>
</tr>
<tr>
<td>Smoking during pregnancy</td>
<td>8.3%</td>
<td>159</td>
</tr>
<tr>
<td><strong>Paternal characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight (Kg)</td>
<td>78.6 ±11.7</td>
<td>1,891</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>177.7 ±6.8</td>
<td>1,886</td>
</tr>
<tr>
<td>BMI (Kg/m2)</td>
<td>24.9 ±3.2</td>
<td>1,868</td>
</tr>
<tr>
<td>Graduated</td>
<td>38.3%</td>
<td>726</td>
</tr>
<tr>
<td>Italian native speaker</td>
<td>96.6%</td>
<td>1,829</td>
</tr>
</tbody>
</table>

Table 3.2: NINFEA: Baseline characteristics stratified by rate of weight data completion.
but were subsequently lost to follow-up; 476 to children for whom, at the time of the data download, the Q2 had not yet been completed although it could still have been completed; and 72 to children for whom (at least) Q2 was completed but no weight measurements was reported in the questionnaires. Participants with no growth data recorded were automatically excluded from the growth data analyses, while growth analyses carried out on those subjects with incomplete weight measurements (e.g. with weight measures available only for a subset of follow-up occasions) were based on the uninformative missingness (Missing At Random (MAR) assumption (Rubin, 1976)).

In order to check whether subjects included in the analyses are a representative sample of the whole cohort and to assess the validity of the MAR assumption and hence to investigate potential biases arising from the analyses of the subjects with incomplete weight data, baseline characteristics of the study-subjects stratified in the categories discussed above, were compared. Results are reported in Table 3.1 and Table 3.2. Baseline factors known to be potentially associated with birth size and infant growth were investigated; in particular parental size, nationality and educational level, maternal age at registration into the study, smoking and alcohol consumption during pregnancy, parity and use of infertility treatment.

There is some evidence of an association between maternal and paternal educational level and retention into the study, with the smallest proportion of graduated mothers and fathers observed among those lost to follow-up (43% and 30% respectively) and the highest among those who were included in the growth data analyses – see Chapter 5 – (58% of mothers and 40% of fathers). The distribution of nulliparous women follows the same pattern, with the prevalence decreasing from 74% among those included to 58% among those lost to follow-up. The distribution of maternal smoking follows instead the opposite pattern, with the proportion of women who smoked during pregnancy slightly higher among those lost to follow-up (13%) or without any weight measurements (15%). No major differences were highlighted when comparing the characteristics of those who had not completed the Q2 yet with those included in the analyses (Table 3.1). Although there is an indication for potential selection of the participants who remain into the study, mainly driven by socioeconomic factors, this might also be due to the small size of the group of those lost to follow-up.

When comparing those with complete with those with incomplete growth data, the distributions of
the prenatal characteristics appeared to be very similar (Table 3.2).

### 3.1.2 Growth measurements

All growth measurements of NINFEA children are gathered from the questionnaires that are completed by their mothers. Revisions of the questionnaires were undertaken after enrolment of approximately the first 1,500 participants, thus the available data vary with year of recruitment. In particular, women who enrolled until November 2008 were asked to report the child's weight and length at birth, 3 and 6 months at the time of the second questionnaire, as well as the head circumference at 3 and 6 months (Q2), while at Q3 they were asked to report the weight and length measurements of the baby at 12 and 18 months. When the Q2 and Q3 questionnaires were updated, a new question was introduced regarding the child's weight and height at the actual time of completion of these questionnaires and the source of information used to enter the growth measurements (i.e. whether the mothers used the child health book or they simply recalled the measure). In contrast Q4 was set up from the outset to include questions on anthropometric measures both at 4 years of age and at the time of completion of the questionnaire.

The response for the length/height measurements was lower compared to that for the weight measures. Although this was partly predictable, as measuring and recording length during the first 2 years of life is less common, further analyses highlighted an additional explanation. It appears to be that a number of mothers, when completing the information on their child's length, wrongly entered the head circumference measures instead. This observations, drawn from the data distribution, is supported by the fact that in the "Piedmont children health and growth book", completed whenever a child is examined by the paediatrician, weight and head circumference are recorded up to 2 years of age and it is highly likely that mothers referred to that book to answer and thus reported the head circumference value instead of length.

Table 3.3 shows a summary of the weight measurements available at fixed time points only (0, 3, 6, 12, 18 and 48 months of age) among the 3,134 NINFEA participants included in the growth data analyses, stratified by gender. As expected, newborn males are heavier than females and these differences persist during infancy. The birth weight data are more complete than the measures at 3 and 6 months, all
reported at the time of completion of Q2. We should stress that the 3 months and 12 months growth measures were reported at 6 and 18 months respectively (when the follow-up questionnaires were administered) and thus may be affected by recall bias. The same may apply to birth weight, also collected in Q2 – when the child was about 6 months old, but the extent of this bias is expected to be much lower, as mothers tend to remember correctly their children’s birth weight. The extent to which measurements error affects the NINFEA birth data is the focus of the next section.

<table>
<thead>
<tr>
<th>Follow-up age (month)</th>
<th>Males (n = 1,585)</th>
<th>Females (n = 1,549)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>Mean</td>
</tr>
<tr>
<td>0</td>
<td>1,527</td>
<td>3.33</td>
</tr>
<tr>
<td>3</td>
<td>1,301</td>
<td>5.38</td>
</tr>
<tr>
<td>6</td>
<td>1,230</td>
<td>7.89</td>
</tr>
<tr>
<td>12</td>
<td>891</td>
<td>10.12</td>
</tr>
<tr>
<td>18</td>
<td>898</td>
<td>11.71</td>
</tr>
<tr>
<td>48</td>
<td>357</td>
<td>16.89</td>
</tr>
</tbody>
</table>

Table 3.3: Weight measurements of NINFEA participants by gender.

3.1.3 Link to the Piedmont birth registry

When establishing the NINFEA study, the major concern raised by funders and ethics committees was the validity of a cohort in which participants are recruited using the internet. The main issue is thus one of selection bias, due to the restriction of the source population from which the study-subjects potentially arise. This bias may indeed occur as participants in the NINFEA study differ from the population of pregnant women both because the source population is restricted to internet users and because they volunteer to participate.

Moreover measurement error is likely to affect the growth measurements recorded in the NINFEA study, as these are both self-reported and in part collected retrospectively.

In order to address both these issues a probabilistic linkage of the NINFEA dataset downloaded in July 2010 (that is with a previous version of the dataset than the one used for the growth data analyses of this Ph.D.), with the Piedmont Birth Registry (PBR) for the period 2005-2008 was carried out. This was done after exclusions of multiple pregnancies, births occurred after 31 December 2008 and
births that had occurred outside Piedmont. The birth registry recorded information both specific to the parental characteristics and to the pregnancy. In particular data on maternal and paternal age at delivery, educational level and occupation were available together with maternal smoking and alcohol consumption during pregnancy as well as intake of folic acid. Maternal parity, occurrence of previous miscarriages and use of infertility treatment to aid conception, type of delivery, gestational age, birth size (weight, length and head circumference), baby health status at birth and feeding pattern soon after birth were also recorded in the registry data.

These linked data formed the basis of the assessment of the potential selection bias affecting NINFEA. This is the topic of Research Paper II (Pizzi et al., 2012), which is included in Chapter 4.

Validation of NINFEA birth data

The linkage with the birth registry data was also used in order to assess the extent of any measurements error affecting the NINFEA birth data quality. In particular a validation of the birth weight and gestational age measurements was performed. The probabilistic linkage was successful for 1,298 births, but births with gestational age earlier than the 25th week or later than the 44th week, as well as those with an implausible birth weight in either dataset, were further excluded, reducing the linked dataset to 1,295 births. Due to missingness among the NINFEA data, validation of the birth weight variable was carried out on 1,160 subjects, while validation of gestational age on 1,219. Bland-Altman plots (Martin Bland and Altman, 1986) were used to assess agreement between the two data sources (PBR and NINFEA). In particular it was assessed whether there is a systematic bias in the NINFEA measurements and whether the size of the difference between the two measurements is approximately constant throughout the range of measurements.

**Birth weight** A Bland-Altman plot of birth weight measurements is shown in Figure 3.1. The 95% limits of agreement, given by the mean difference plus or minus 1.96 times the standard deviation of the differences, goes from -189.8 gr to 192.8 gr, with the mean difference being 1.46 gr. The 95% confidence interval of this difference is (-4.2; 7.1) and correlation between the difference and the mean of the two set of measurements was 0.05 (p-value=0.06). These results suggest that there is no systematic bias in the birth weight measures self-reported by the mothers.
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Figure 3.1: Bland-Altman plot of birth weight data collected in NINFEA and in the Piedmont Birth Registry.

**Gestational age** Figure 3.2 display the Bland-Altman plot for the gestational age at birth in weeks, where each point has been weighted by the absolute frequency. The mean difference is equal to 0.56 (with a 95% confidence interval of (0.51; 0.62)), meaning that on average the gestational age reported in the NINFEA questionnaire is half a week greater than the one recorded in the PBR. The 95% limits of agreement of the Bland-Altman plot (Figure 3.2) range from -1.3 to 2.4 weeks. Correlation between the differences and the mean was 0.07 (p-value=0.01). Overall there is an indication of a light tendency for the women to over-report their gestational age when filling the NINFEA questionnaire, compared to registry data.
3.2 Geracão XXI Study

The GXXI study is the first Portuguese birth cohort, carried out by the Department of Hygiene and Epidemiology of the University of Porto. It aimed to recruit approximately 10,000 newborn babies and followed them up from birth to young adulthood in order to examine pre- and postnatal growth and development and relate these to health outcomes later in life.

3.2.1 Background

The cohort was established in 2005 in the Porto region of Northern Portugal, the second largest city in Portugal. All live children born to women resident in one of the six Districts included in the Porto region, admitted to one of the five public hospitals in Porto for delivery with a gestational age at birth greater than 24 weeks were eligible to participate. The recruitment period lasted from the end of April 2005 until August 2006. Blood collection was also planned but this was slightly delayed and actually
started in March 2006. A group of 1500 mothers, included in the main cohort, was recruited before delivery, if the first prenatal visit took place within the twelfth gestational week. They were actively followed during their pregnancy with various developmental and dietary data collected at regular times. The remaining women were enrolled during an appointment few days before their due date and, for the majority, baseline questionnaires were completed between 24 and 72 hours after delivery; these included three questionnaires: one for the baby, one for the mother (both completed by the mother), and one for the father (completed by the fathers themselves). With the baseline questionnaires, information on parental socioeconomic and demographic characteristics, reproductive history, disease history, diet and life-style characteristics, pregnancy, delivery and anthropometric history were collected.

Children were actively followed-up through questionnaires planned at 3, 6, 12/15, 24 and 48 months. Due to logistic and financial limitations it was not possible to interview every participant at each follow-up visit. Therefore a restricted time period was allocated for each follow-up occasion (cross-sectional interviews). The 3 months interviews were performed on a small random sample of the cohort by telephone. The 6-15 months evaluations were carried out when mother attended the local reference Health Centre where trained interviewers administered the questionnaires; while for the 2-year follow-up, mothers were offered an incentive of a free dental or eye check to attend this appointment. At this occasion child growth data (weight, height and head circumference), collected prospectively in the parent held health records during each child health professional examination, were gathered for entry into the database. Follow-up children questionnaires recorded information on feeding and diet habits, sleep and crying pattern, health status, environment characteristics and baby development.

The data available for the Ph.D. analyses are those relative to the baseline questionnaires (the child and mother’s, not the father’s one) for the whole study and those collected at the 2-year questionnaire for about 1,000 participants. In total, 8646 infants were born to mothers in the Porto study during the study period and were recruited, representing approximately 95% of those eligible. Among these, 290 babies from multiple pregnancies were excluded and a further 45 newborns were excluded because of missing mother’s baseline questionnaire. The remaining baseline data consist of 8,311 singleton children. At the 2-year follow-up, data for 826 infants were available, of which 794 from singleton pregnancies. Data from both baseline (child and mother) and follow-up questionnaire were available.
for 786 subjects (8 subjects with follow-up data but without baseline questionnaire), while for 7,525 participants only baseline characteristics are currently available.

Growth data analyses were therefore carried out in the 786 children who participated to the 2-year follow-up. As already discussed above, women were offered to attend this appointment with an incentive of a free dental or eye check; moreover a restricted time period was allocated for the 2-year follow-up interviews. In order to check if the probability of accepting the appointment was influenced by specific factors, i.e. to check for the potential occurrence of a selection mechanism, or to check if the babies offered to participate in the 2-year follow-up were different from the rest of the cohort, baseline maternal and newborn characteristic of these 2 groups were compared. Results are reported in Table 3.4: according to the baseline factors investigated, no major differences were found and thus it is reasonable to consider the 786 subjects who completed the 2-year questionnaire a representative sample of the whole cohort.

3.2.2 Growth measurements

As already reported in the previous section, at the 2-year follow-up interview, the child growth data, collected prospectively in the parent held health records during each child health professional examination, were gathered for entry into the database. For each subject, weight, height and head circumference values measured at about 1, 2, 4, 6, 9, 12, 15, 18 and 24 months of age were recorded, together with the dates when the measurements were actually taken. The measurements collected at birth, at 12/15 and 24 months, however, differ from the others, as these were measured directly from the interviewers of the GXXI study. So it is important to acknowledge that the source of the latter measurements is different and these are more standardised. Moreover up to 6 additional anthropometric measurements, taken routinely by the health professionals whenever the babies went to the doctor, with the corresponding examination date were entered into the database. Thus, anthropometric data collected were up to 16 time points (at birth and then 9 other fixed occasions plus 6 additional), ones for each of the growth dimensions.
<table>
<thead>
<tr>
<th>Maternal characteristics</th>
<th>With 2-year follow-up (n=786)</th>
<th>Without 2-year follow-up (n=7,525)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>30.4 ±5.0 785</td>
<td>29.4 ±5.7 7,512</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>161.6 ±5.9 670</td>
<td>160.6 ±6.2 5,767</td>
</tr>
<tr>
<td>Pre-pregnancy weight (Kg)</td>
<td>62.2 ±11.7 750</td>
<td>61.6 ±11.4 7,321</td>
</tr>
<tr>
<td>Pregnancy weight gain (Kg)</td>
<td>13.0 ±5.1 585</td>
<td>12.9 ±5.5 5,853</td>
</tr>
<tr>
<td>Birth weight (gr)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;2500</td>
<td>8.8% 21</td>
<td>7.2% 160</td>
</tr>
<tr>
<td>2500-4000</td>
<td>81.9% 194</td>
<td>86.0% 1,923</td>
</tr>
<tr>
<td>&gt;4000</td>
<td>9.3% 22</td>
<td>6.8% 151</td>
</tr>
<tr>
<td>Years of education &gt;12</td>
<td>28.2% 217</td>
<td>23.3% 1,737</td>
</tr>
<tr>
<td>Have a partner</td>
<td>94.4% 736</td>
<td>93.4% 6,996</td>
</tr>
<tr>
<td>Employed</td>
<td>76.5% 530</td>
<td>70.0% 5,093</td>
</tr>
<tr>
<td>Partner employed</td>
<td>94.1% 622</td>
<td>93.8% 6,535</td>
</tr>
<tr>
<td>No previous pregnancy</td>
<td>50.5% 394</td>
<td>47.7% 3,579</td>
</tr>
<tr>
<td>Nulliparous</td>
<td>62.6% 490</td>
<td>59.4% 4,451</td>
</tr>
<tr>
<td>Use of infertility treatment</td>
<td>2.5% 19</td>
<td>1.7% 129</td>
</tr>
<tr>
<td>Smoking during pregnancy</td>
<td>18.8% 145</td>
<td>22.4% 1,666</td>
</tr>
<tr>
<td>Child’s characteristics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Birth weight (gr)</td>
<td>3,185 ±484 758</td>
<td>3,191 ±490 7,394</td>
</tr>
<tr>
<td>Birth length (cm)</td>
<td>48.9 ±2.3 724</td>
<td>48.8 ±2.2 7,062</td>
</tr>
<tr>
<td>Birth head circumference (cm)</td>
<td>34.3 ±1.5 697</td>
<td>34.3 ±1.5 6,892</td>
</tr>
<tr>
<td>Gestational age (weeks)</td>
<td>38.7 ±1.6 738</td>
<td>38.6 ±1.8 7,226</td>
</tr>
<tr>
<td>Male gender</td>
<td>50.7% 385</td>
<td>51.2% 3,775</td>
</tr>
<tr>
<td>Natural childbirth</td>
<td>53.1% 399</td>
<td>50.2% 3,733</td>
</tr>
<tr>
<td>Malformation at birth</td>
<td>1.5% 10</td>
<td>1.3% 87</td>
</tr>
</tbody>
</table>

Table 3.4: GXXI: Baseline characteristics stratified by 2-year follow-up participation.

Among the 786 children considered, 3 were found to have missing values for all the follow-up growth variables and were therefore excluded from subsequent analyses. Table 3.5 shows descriptive statistics of the weight measures recorded. As shown in Table 3.4, at the time the GXXI data were made available for this Ph.D. gender information was missing for 26 babies.
As expected, the proportion of missing values increases with time in each gender group and therefore mean values may be affected by selection bias. Weight data are available for all the time points for about 33.5% of the females babies and 29.5% of the male babies. As observed for NINFEA participants, newborn males are heavier than females with differences persisting all over the infancy period. Only for 19 participants information on 6 extra growth measurements were recorded, however data on at least one additional visit were available for 378 babies. Among these, about 22% concerns the first 3 months of life, more than 55% covers the first year and only 5% were collected when the children were older than 2 years.

### 3.3 Growth and Obesity Cohort Study

GOCS is an on-going Chilean cohort aiming to follow the children until the end of puberty to study the association of early growth with children’s maturation, adiposity and associated metabolic complications.

#### 3.3.1 Background

The study was initiated in 2006, when all children aged 3.0-4.9 years who attended nursery schools of the National Nursery Schools Council Program in the south area of Santiago, Chile, and who met

---

Table 3.5: Weight measurements of GXXI participants by gender.

<table>
<thead>
<tr>
<th>Follow-up age (month)</th>
<th>Males (n = 384)</th>
<th>Females (n = 373)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>Mean</td>
</tr>
<tr>
<td>0</td>
<td>378</td>
<td>3.23</td>
</tr>
<tr>
<td>1</td>
<td>366</td>
<td>4.12</td>
</tr>
<tr>
<td>2</td>
<td>341</td>
<td>5.19</td>
</tr>
<tr>
<td>4</td>
<td>342</td>
<td>6.76</td>
</tr>
<tr>
<td>6</td>
<td>333</td>
<td>7.87</td>
</tr>
<tr>
<td>9</td>
<td>303</td>
<td>9.11</td>
</tr>
<tr>
<td>12</td>
<td>316</td>
<td>10.09</td>
</tr>
<tr>
<td>15</td>
<td>265</td>
<td>10.89</td>
</tr>
<tr>
<td>18</td>
<td>248</td>
<td>12.83</td>
</tr>
</tbody>
</table>
the inclusion criteria were invited to participate in the study (Corvalan et al., 2009). The following inclusion criteria were applied to the study: i) single birth with a gestational age of 37-42 weeks and a birth weight between 2500 and 4500 grams; ii) absence of physical and psychological conditions that could severely alter growth (only 6 children excluded due to these conditions). Among the 1,498 children eligible to participate, 1,195 accepted (80%) to take part in the study.

At the time of enrollment, mothers were interviewed to collect information on sociodemographic status, perinatal and feeding history of the child, current physical activity and feeding behaviour of the child, and maternal gynecological and obstetric history. Since 2006 GOCS children and their families have been contacted on a yearly basis and in 2009 a second follow-up of the cohort was initiated. In this occasion, 1,045 children out of the 1,195 belonging to the original cohort (87%) were evaluated. In order to measure metabolic markers, blood samples were collected on a subsample of 300 children at recruitment (children aged 4 years), and then on the whole cohort when children were 7 years old and when children reached the Tanner stage II of maturation (Tanner, 1962). Moreover children body composition was measured on a subsample of 500 children in 2007 (when children were about 6 years old) and annually thereafter via bio-impedance measurements. In 2010-2011 body composition of a subsample of 500 children was also measured using deuterium dilution techniques.

3.3.2 Growth measurements

Anthropometric data from birth up to 36 months of life were retrospectively gathered from child health records. For each subject, weight and height values measured at about 1, 2, 4, 6, 12, 18, 24 and 36 months of age were recorded, together with their actual date at measurements. From 3 years onwards (after recruitment) children were prospectively measured annually. These measurements were taken by a dietitian who visited the nursery school in 2006 and 2007; thereafter measurements were taken at the Institute of Nutrition and Food Technology of the University of Chile. The data available for this Ph.D. include measurements up to 8 years of age (though measurements up to age 10-11 are now available), however, for direct comparison with the other cohorts, only data up to age 4 were used. Among the 1,195 children considered, 41 were found to have missing values for all the 0-4 years follow-up weight measurements and were therefore excluded from the subsequent analyses. Table 3.6
shows descriptive statistics of the 0-4 years weight measures recorded.

<table>
<thead>
<tr>
<th>Follow-up age (month)</th>
<th>Males (n = 570)</th>
<th>Females (n = 579)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>Mean</td>
</tr>
<tr>
<td>0</td>
<td>569</td>
<td>3.44</td>
</tr>
<tr>
<td>1</td>
<td>405</td>
<td>4.43</td>
</tr>
<tr>
<td>2</td>
<td>401</td>
<td>5.57</td>
</tr>
<tr>
<td>4</td>
<td>383</td>
<td>7.19</td>
</tr>
<tr>
<td>6</td>
<td>366</td>
<td>8.17</td>
</tr>
<tr>
<td>12</td>
<td>464</td>
<td>10.16</td>
</tr>
<tr>
<td>18</td>
<td>413</td>
<td>11.54</td>
</tr>
<tr>
<td>24</td>
<td>446</td>
<td>12.96</td>
</tr>
<tr>
<td>36</td>
<td>320</td>
<td>15.28</td>
</tr>
<tr>
<td>48</td>
<td>458</td>
<td>18.08</td>
</tr>
</tbody>
</table>

Table 3.6: Weight measurements of GOCS participants by gender.

As observed for the other cohorts, the proportion of missing values generally increases with time in each gender group, and thus mean values may be affected by selection bias. Newborn males are heavier than females and these differences persist during infancy. Due to its inclusion criteria children included in the GOCS study are slightly heavier than NINFEA and GXXI participants at all ages and in both genders. By age 4 the difference appears to widen considerably, with GOCS males and females weighting on average 18.1 and 18.0 kg respectively (Table 3.6), while the corresponding figures in NINFEA are 16.9 and 16.1 kg (Table 3.3). It should however be noted that GOCS growth data were not measured at exact ages, and those intended to be measured at 4 years (follow-up age of 48 months in Table 3.6) were actually measured between 37 and 56 months of age.

3.4 Cohorts Summary

Figure 3.3 summarizes the 0-4 years weight measures available in the three cohorts (including, for NINFEA and GXXI, only fixed time points at which the anthropometric measures were planned to be observed).

An issue to be considered when dealing with longitudinal growth data is the potential effects of missingness, either due to loss to follow-up because of migration, refusal to continue participation or due
to "item non-response", i.e. missing values for some of the variables collected at a given wave. The latter arises whenever the sequence of measures from one study-subject is incomplete at intermediate times. Possible other sources of bias occurring in these cohorts are the effect of the measurement error, which is likely to particularly affect the maternal prenatal GOCS data due to its study design (the questionnaire on prenatal exposures is administered when the children are approximately 3-4 years old), and the potential follow-up selection mechanism, already discussed above.

3.4.1 Analyzed datasets

The GXXI and GOCS cohorts are used only for the growth analyses, and thus contribute to Research Papers III and IV. NINFEA is instead involved both in the analyses focused on selection bias and in the growth modelling analyses. However, as already discussed in this chapter, NINFEA is an on-going study, therefore analyses reported in each Research Paper have been performed using different versions of the NINFEA database. In detail:

- Research Paper I (see Chapter 4) uses simulated data to address objective (a) (see Chapter 2), and therefore none of the three cohorts is involved in the analyses.

- Research Paper II (see Chapter 4) focuses on objective (b) (see Chapter 2). Data from the
Piedmont Birth Registry were used to address this objective, after these were linked to the NINFEA database downloaded in July 2010. The latter includes 1,105 singleton births occurred within December 2008 in the municipality of Turin.

- Research Paper III (see Chapter 5) addresses objectives (c) and (d) (see Chapter 2) and involves all the three cohorts. In detail 845 singleton NINFEA children, 783 singleton GXXI children and 1,149 singleton GOCS children are included in the analyses of this paper. In order to assess the sensitivity of the growth models to the age range analyzed (objective (d)), for the NINFEA and GOCS cohorts, for which growth data are available up to age 4 and 8 respectively, data up to 4 years of age are included. This is in contrast to GXXI, for which data up to age 2 only are available. The NINFEA dataset used for this paper was downloaded in November 2011 and includes those children who, at the time of the data download, were eligible for completion of the 4-year follow-up questionnaire. These are the children for whom growth measurements are available at fixed time points only (0, 3, 6, 12, 18 and 48 months).

- Research Paper IV (see Chapter 5) investigates the prenatal influences of weight trajectories in infancy (objectives (e) in Chapter 2), and therefore involves weight data up to 2 years of age. In particular it includes 2,925 singleton NINFEA children with available data on gestational age at birth and whose mothers were born in Italy, 738 singleton GXXI babies of likely Portuguese origin with known gestational age at birth, and 959 singleton GOCS children of non-indigenous origin with exact gestational age data. The NINFEA dataset used for this paper was downloaded in March 2012 and includes children with at least one growth measure within the first two years of life (this is why the NINFEA sample involved in this paper is much bigger than the one included in the analyses of Research Paper III). Growth data used in the analyses of this paper include both measurements available at fixed time points (0, 3, 6, 12, and 18 months) and at the time of completion of the 6-months and 18-month follow-up questionnaires.
Part II

Selected Publications
Chapter 4

Selection Bias

4.1 Preamble

In epidemiology the term “selection bias” is used to indicate several types of bias, for example: bias resulting from selection of the participants from a restricted source population (i.e. the population from which the sample is drawn) according to specific criteria, bias due to participants’ self-selection, bias due to informative censoring in longitudinal studies, or to more general missing data mechanisms, bias deriving from erroneous selection of controls in case-control study (Hernan et al., 2004).

This chapter focuses on the potential bias that may arise from selection of study participants from a restricted source population, with particular attention given to cohort designs. Issue of generalizability of the study findings is beyond the scope of this thesis. The main focus is instead on investigating under which circumstances the selection mechanisms may induce (or reduce) confounding in the study sample and therefore may lead the selected study to be more or less affected by such bias than a study where participants are representative of the source population (see Figure 4.1).
Selection of study participants potentially affects all cohort studies, but web-based designs, such as the NINFEA birth cohort used in this thesis, are generally thought to be more prone to than traditional designs. Participants of internet-based studies are required to have access to the internet in order to become aware of the study and volunteer. Hence they are selected both because they are based on a restricted source population – the internet users – (we will refer to this as *intentional non-representativeness*) and because the study-population is a self-selected sample of this restricted source population (*unintentional non-representativeness*) (see Figure 4.2). This is the motivation for investigating the extent and direction of bias that may affect the results of studies like NINFEA. Research Paper I addresses the issue of the quantification of the bias from a theoretical perspective while Research Paper II deals with considerations specific to NINFEA. The Book Chapter addresses methodological issues about internet-based studies and discusses examples of the use of the internet in the context of different types of epidemiological designs.
Participation in web-based studies is undoubtedly associated with socioeconomic status, as observed for the NINFEA birth cohort (Pizzi et al., 2012). However conducting cohorts studies in specific subgroups of the source population (intentional selection) is an approach frequently used in epidemiology due to its numerous advantages, such as better follow-up rates, increased study feasibility and sample size as well as potentially better control of confounding. The British Doctor Study is a typical example of such a study design (Doll et al., 2004). Moreover unintentional non-representativeness may occur in every cohort study, even those based on random sampling from the source population, due to refusal to participate or other reasons, such as unsuccessful contact. This is the case of the Danish National Birth Cohort, whose overall participation rate is 31%, with women of low socioeconomic status strongly unrepresented (Jacobsen et al., 2010).

The concern thus should be whether correct scientific inference can be drawn from non-representative samples, and this is the topic of the Commentary included in this chapter. This issue has occasionally prompted rather heated debates, as in the case of the two members of the US National Children's Study Steering Committee, who vacated their position when the sampling design was changed to recruit participants from offices of physicians instead of from the general population (Chi, 2012).
major criticism usually raised against the use of selected samples is the potential bias in the exposure-outcome association of interest. This may happen in cohort studies – where the outcome occurs after participant selection into the study – if both the exposure of interest and a risk factor for the outcome, which are independent in the general population, affect the probability of selection and thus become associated in the selected sample. Research Paper I (Pizzi et al., 2011) investigates this setting. Under this scenario the restriction will lead to biased estimates of the exposure effect unless the risk factor for the outcome (which in this context would play the role of a confounder) is known and measured so that analyses can be carried out conditioning on such variable. An alternative scenario is one in which the exposure of interest and the risk factor are already associated in the source population. In this situation the analysis of the selected sample may be affected from increased or reduced confounding due to this risk factor depending on the magnitude and direction of their association in the source population and of the associations of both exposure of interest and risk factor with the selection process. As before valid inference is achieved if the confounder is controlled for, and this applies whether or not the cohort is randomly selected from the source population or from a restricted subgroup. A special case of this latter scenario, particularly relevant if the confounder is unknown or unmeasured, is when the association induced by the sample selection process between the exposure and the confounder perfectly compensates the association originally present in the population, so that the estimate of the exposure-outcome relation obtained in the selected sample will be unbiased. This issue is related to violations of what in graph theory is known as faithfulness (Glymour, 2006). It follows that it is difficult to predict whether control of confounding can be better achieved in the source population or in its restricted version, as each of them will have its own confounding pattern. Obviously these conclusions cannot be applied to other types of selection, such as informative loss to follow-up, or to other study designs, such as case-control studies, where the outcome may affect selection.

The Research Papers, Commentary and Book Chapter included in this thesis chapter use the terminology of Directed Acyclic Graphs (DAGs) to illustrate the problems potentially arising from selecting participants from a restricted source population or from self-selection of study participants. For this reason the next section gives a brief introduction to DAGs in the context of sample selection in cohort studies.
4.1.1 Directed Acyclic Graphs*

Causal diagrams are a powerful tool to integrate statistical and subject-matter information and explicitly draw assumptions about the causal relations existing among the variables of interest. These graphs allow the researchers to distinguish between causal effects and associations, to identify potential sources of bias in the estimate of the causal effect of interest and to choose an appropriate analytical strategy.

A DAG is a graph made of nodes, representing variables, and edges (arrows) between nodes indicating the direction of the causality. These graphs are called "directed" since each edge is a single-headed arrow and "acyclic" since they contain no cycles (no variable causes itself) (Greenland et al., 1999; Pearl, 1995, 2000). A DAG is causal when all common causes of each pair of nodes are included in the graphs (Hernan and Robins, 2012). For example, Figure 4.3(a) represents a DAG where E causes D and there are no common causes for these variables, alternatively these other causes would need to be depicted in the graph. A path is defined as sequence of edges (pointing in any directions) connecting one variable to another (see Figure 4.3). Two types of path exist: a directed path is a path between any two variables where all arrows are single-headed and point ‘forwards’ (see Figure 4.3(c)); a backdoor path is a path between any two variables, e.g. E and D, that starts with an arrow pointing to the first (e.g. path E-C-D in Figure 4.3(b)). Associations are transmitted along paths, with directed paths being causal and backdoor paths being associational. Nodes in a path can take various names, in particular they can be defined as parent, child, ancestor and descendant. In Figure 4.3(c), for example, E is the parent of C, D is the child of C, E is the ancestor of D and D is the descendant of E. A collider is a node within a path with at least two parents: for example C is a collider in Figure 4.3(d). Conditioning on a collider or on a child/descendant of a collider, induces an association (spurious association) among its parents. This is the case of Figure 4.4, in which E and D become associated (represented by a dashed line) because of the conditioning (represented by a square around C) on the collider C. More precisely, if E and D are independent in the population (as in Figure 4.4), they will not be necessarily independent within strata of C; while if they are not independent, their association might be altered within strata of C. Finally a path can be open or blocked (closed). In particular

---

*I acknowledge the lecture by Rhian Daniel entitled "An introduction to causal inference using causal diagrams" (Module of Advanced Statistical Methods in Epidemiology, LSHTM Masters Programme 2012-2013)
a path is blocked if it contains at least one collider and we do not condition on it nor on any of its descendant (as in Figure 4.3(d)), or if we condition on at least one node in the path which is not a collider (e.g. we block the path of Figure 4.3(b) conditioning on C). A path is open if it is not blocked, with open paths transmitting associations and blocked paths not transmitting associations.

\begin{figure}
\centering
\begin{subfigure}{0.4\textwidth}
\centering
\begin{tikzpicture}
\node (E) at (0,0) {$E$};
\node (D) at (1,0) {$D$};
\draw[->] (E) -- (D);
\end{tikzpicture}
\caption{(a) $E \rightarrow D$}
\end{subfigure} \hfill
\begin{subfigure}{0.4\textwidth}
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\node (E) at (0,0) {$E$};
\node (C) at (1,-1) {$C$};
\node (D) at (2,-1) {$D$};
\draw[<->] (E) -- (C);
\draw[<->] (C) -- (D);
\end{tikzpicture}
\caption{(b) $E \leftarrow C \rightarrow D$}
\end{subfigure}
\begin{subfigure}{0.4\textwidth}
\centering
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\node (E) at (0,0) {$E$};
\node (C) at (1,-1) {$C$};
\node (D) at (2,-1) {$D$};
\draw[->] (E) -- (C);
\draw[->] (C) -- (D);
\end{tikzpicture}
\caption{(c) $E \rightarrow C \rightarrow D$}
\end{subfigure} \hfill
\begin{subfigure}{0.4\textwidth}
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\begin{tikzpicture}
\node (E) at (0,0) {$E$};
\node (C) at (1,-1) {$C$};
\node (D) at (2,-1) {$D$};
\draw[->] (E) -- (C);
\draw[<->] (C) -- (D);
\end{tikzpicture}
\caption{(d) $E \rightarrow C \leftarrow D$}
\end{subfigure}
\caption{Some simple DAGs.}
\end{figure}
It follows that in order to have an unbiased estimate of the relation of interest (causal effect) backdoor paths (i.e. associational paths) have to be blocked, while directed paths (i.e. causal paths) have to be open. Criteria to identify variables to be controlled for in order to obtain an unbiased estimate (that is to avoid confounding for the exposure-outcome association of interest) have been suggested.

In 1995 Pearl (Pearl, 1995) stated that there is no confounding if, after removing all edges out of the exposure (E), there are no unblocked backdoor paths from E to D (the outcome). In 1999 Greenland (Greenland et al., 1999) described the relevant algorithm in the epidemiological literature as follows: a set of variables Z, none of which are descendants of the exposure (E) or the outcome (D), is sufficient to control for confounding if, having removed all edges pointing out of E and having linked all pairs of variables that share a child or descendant in Z, there is no unblocked path from E to D which does not pass through Z.

The spurious associations induced by conditioning on a collider is the key element for discussing sample selection in epidemiological studies, and in this context it has been referred to as collider bias. Causation and association are two different concepts, with causal relations, as already stated above, being directed, while associations being the sum of directed and undirected paths. Moreover while sample associations can be directly observable, causal effects cannot. Informally, there is bias when the true causal effect is different from the corresponding estimate. In particular when exposure and outcome are associated in the sample, but the null hypothesis of no causal effect holds, we say that
there is "bias under the null". Under the assumption of no measurement error, the latter can derive from two causal structures:

1. Common causes: this is the scenario depicted in Figure 4.3(b), where the exposure and the outcome share the common cause C. Under this structure E and D will be associated even if not causally related.

2. Conditioning on a common effect: this is the scenario shown in Figure 4.4, where E and D become associated within strata of C.

Most epidemiologists refer to the former bias as confounding, while to the latter as selection bias. However the bias resulting from conditioning on a common effect (structure 2 above) should be more generally called collider bias. As extensively discussed in all the publications included in this chapter, collider bias may induce confounding, and this is the reason why, in the context of cohort studies, the bias induced by the selection process (e.g. restriction of the source population) in the exposure-outcome association of interest has been defined with different terms. While some researchers refer to this as selection bias (Hernan et al., 2004), others defines it as a special case of confounding (Rothman et al., 2008). Those arguing in favour of the term "selection bias" distinguish between the bias that arises from the presence of a common cause of exposure and outcome, i.e. confounding bias (structure 1 above), from the bias due to the confounding induced by conditioning on a collider (structure 2 above), that is by the restriction of the source population. In this framework the use of the term "collider bias" or "collider-stratification bias", which derives from the causal diagrams terminology (Greenland, 2003), is a formal way to overcome the overlap between selection bias and confounding. Clearly both these causal structures result in lack of comparability between the exposed and the unexposed. A simple DAG representing this latter situation (i.e. collider bias inducing confounding in the E-D relation) is shown in Figure 4.5. This DAG is the starting point of Research Paper I and of the following publications.
Figure 4.5: Confounding induced by conditioning on a collider. The dashed line represents an association induced by conditioning on C (represented by a square around C).
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Sample selection and validity of exposure—disease association estimates in cohort studies

Costanza Pizzi,1,2 Bianca De Stavola,2 Franco Merletti,1 Rino Bellocchio,3,4 Isabel dos Santos Silva,5 Neil Pearce,2,5 Lorenzo Richardi1

ABSTRACT

Background Participants in cohort studies are frequently selected from restricted source populations. It has been recognised that such restriction may affect the study validity.

Objectives To assess the bias that may arise when analyses involve data from cohorts based on restricted source populations, an area little studied in quantitative terms.

Methods Monte Carlo simulations were used, based on a setting where the exposure and one risk factor for the outcome, which are not associated in the general population, influence selection into the cohort. All the parameters involved in the simulations (ie, prevalence and effects of exposure and risk factor on both the selection and outcome process, selection prevalence, baseline outcome incidence rate, and sample size) were allowed to vary to reflect real life settings.

Results The simulations show that when the exposure and risk factor are strongly associated with selection (ORs of 4 or 0.25) and the unmeasured risk factor is associated with a disease HR of 4, the bias in the estimated log HR for the exposure—disease association is ≤ 0.15. When these associations decrease to values more commonly seen in epidemiological studies (eg, ORs and HRs of 2 or 0.5), the bias in the log HR drops to just ≤ 0.02.

Conclusions Using a restricted source population for a cohort study will, under a range of sensible scenarios, produce only relatively weak bias in estimates of the exposure—disease associations.

INTRODUCTION

Selection of study subjects from restricted source populations according to prespecified criteria is an approach that is frequently used in cohort studies. The purposes of such restrictions are to enhance study feasibility and to increase the prevalence of exposure or the completeness of follow-up, thereby increasing study validity and precision. Typically this may involve recruiting participants from a subgroup of the general population, rather than sampling directly from the entire general population. Such subgroups may be defined on the basis of occupation, gender, geographical area, birth cohort, etc. The British Doctors’ Study1 and the Nurses’ Health Study,2 occupational cohorts,1 follow-up of participants in specific events,4 analyses restricted to specific subgroups of the population, such as non-smokers,7 ancillary analyses of non-randomised exposures in randomised studies,8 and follow-up of cohorts of screening attendants2 are all examples of cohort studies based on restricted samples.

Undoubtedly, restriction of the source population may introduce problems of generalisability of the study findings, but this also applies to studies that are based on the general population (eg, most cardiovascular epidemiology involves cohort studies in specific communities rather than true general population samples). We will therefore not consider issues of generalisability here; rather, our focus is on whether using a restricted source population may affect the validity of the exposure—disease associations.9 In particular, bias will be introduced if a risk factor for disease is not associated with exposure in the general population but is associated with exposure in the study population, as a result of the selection process. Such biases can be represented using directed acyclic graphs (DAGs).6,9,10 The example depicted in figure 1A represents a population in which there is no association between an exposure (E) and a disease (D); there is another risk factor (R) for the disease, but this is not a source of confounding as it is not associated with the exposure. However, E and R both affect the likelihood of being selected (S=1) into the study. When analyses are restricted to the selected subjects, there is an inherent conditioning on S (as represented by a square around S in figure 1B), which leads to a spurious association between E and R (represented by a dashed line). Under this scenario, even if E has no causal effect on D, the backdoor path E → R → D is opened and the estimated association RR between the exposure and the disease (AARRRR) may differ from the causal RR (CRRRR). This could, for example, be the situation in a cohort study of the effect of obesity (E) on breast cancer (D) based on breast cancer screening participants (the restricted source population). In this example, obese women (E) are less likely to attend the screening programmes,11 while women with a family history of breast cancer (R) are more likely to participate. Among those who attend screening (ie, conditioning on those with S=1), obesity (E) and family history of breast cancer (R) become positively correlated. In fact an obese woman is more likely to have a family history of breast cancer within the selected sample than in the general population, because otherwise she may not have participated in the screening programme. As a result, family history of breast cancer is a confounder of the obesity—breast cancer association if studied among screening attendees, but is not—or to a lesser extent—in the general population.

This type of bias has been extensively discussed in the causal inference literature from a theoretical point of view.11 Hernan and colleagues’ 2004 paper
Confounders in the general population and risk factors that become confounders in a restricted source population are generally indistinguishable when the study is analysed. Although typically some disease risk factors (ie, potential confounders) are known a priori, it is seldom known whether these are associated with the exposure of interest in the specific population in which the study will be carried out. Both in general population-based and restricted cohorts, therefore, researchers attempt to collect information on all known and suspected important risk factors of the disease in the population that they are studying, regardless of their expectations about whether these are associated with the exposure or not. The example of the association between smoking and socioeconomic position (SEP) illustrates this point well. Depending on the population and the calendar period, SEP can be positively or negatively associated, or not associated at all, with smoking. Researchers aiming to estimate the association between smoking and mortality will always attempt to collect information on SEP and, in most instances, will control for it irrespective of whether the confounding effect of SEP is due to a real association between SEP and smoking in the general population or a spurious association caused by the sample selection process.

Another possible consequence of the selection mechanism is a change in magnitude, and in extreme cases direction, of the confounding effect of a risk factor. This may occur if the strength of the association between the risk factor and the exposure in the general population is not equal to that in the selected sample, and therefore there is a probability of selection bias among blood donors. For example, when two (parent) variables influence a third (child) variable in the same direction, conditioning on the child variable likely leads to a negative association between the parent variables. Thus, if an exposure and a confounder influence the selection process in the same direction, the original association between exposure and confounder will be reduced in the subset of those who participate if they were originally positively associated, or increased if their original association was negative. For example, in many populations smoking and physical exercise are negatively associated. In a hypothetical study restricted to blood donors, who typically have a healthy lifestyle and thus smoke less and exercise more than the average individual in the general population, the sample selection would add a positive association between smoking and physical exercise. Therefore, the original negative association present in the general population would be, if anything, attenuated among blood donors.

In the next section, we use simulations to quantify the likely extent of selection bias arising from the use of restricted cohorts.

QUANTIFICATION OF THE BIAS

Methods

We conducted Monte Carlo simulations of alternative settings corresponding to the scenario of figure 1B to quantify the resulting bias in the estimation of the E—D effect when conditioning on S=1 and not adjusting for R.
(odds) of S=1 among the non-exposed, $\beta_{DE}$ indicating the log (OR) corresponding to exposure E and $\beta_{DR}$ indicating the log (OR) corresponding to R. The generating model was:

$$\logit(S = 1) = a + \beta_{DE}E + \beta_{DR}R$$  

A more complex model that included an interaction term between E and R was also considered:

$$\logit(S = 1) = a + \beta_{DE}E + \beta_{DR}R + \beta_{ER}ER$$  

with OR_{null} corresponding to $\exp(\beta_{null})$, set at values 0.5 or 2. The interaction term was introduced to examine more realistic selection settings. For example, in the first empirical demonstration of Berkson’s bias, Roberts and colleagues found that not only do chronic conditions increase the chance of hospitalisation, but they often also interact more than multiplicatively.

We generated time to the outcome D assuming a constant rate $\lambda$—that is, we assumed that time to event followed an exponential distribution. The baseline rate $\lambda_0$ was set equal to 0.01, 0.03 or 0.1 events/year, with administrative censoring time set at 5 years. The rate $\lambda$ was allowed to be affected only by R, with HR_{DR} taking values 0.25, 0.33, 0.50, 2, 3 and 4, while we assumed no E–D association—that is, HR_{DE}=1. Specifically, with $\beta_{DE}$ indicating the log(HR) of D for the exposure E and $\beta_{DR}$ indicating the log(HR) of D for the risk factor R, the log rate function for D, log($\lambda$), was defined as

$$\log(\lambda) = \log(\lambda_0) + \beta_{DE}E + \beta_{DR}R$$  

with $\beta_{DE}$ fixed at 0.

We generated a total of 1000 Monte Carlo simulated datasets of 5000 subjects for each combination of the parameters described above. We also used a size of 2500 subjects, increasing the number of simulations (n=2000), to deal with the greater impact of random variation.

In each simulated dataset, we estimated two main parameters in the stratum S=1 (which sample size varies as a consequence of selection between E and R also depends on the prevalence of S in the population ($P_s$), with the strongest association obtained when $P_s=0.5$). Supplementary table 1 presents the complete results for all combinations of the values of OR_{DE}, OR_{DR} and HR_{DR}. The mean bias decreased from $\pm 0.15$ to just $\pm 0.02$ when the three ORs/HRs were equal to 2 or 0.5.

When an interaction term between E and R was included in the model generating S, the induced E–R association increased considerably (figure 2), up to a log(OR) of $-0.90$ (table 1, row 2) when OR_{DE} and OR_{DR} were equal to 0.25 and the OR_{null} was 0.5. The bias increased accordingly, ranging from $-0.24$ to $0.27$ (table 1, row 2). This situation is equivalent, in terms of induced bias, to those involving very strong marginal associations with selection. It is clear from figure 2 that the impact of the interaction is not the same for all the parameter combinations, as the magnitude of the induced E–R association is strengthened or reduced according to the sign of the interaction term but also to the size of the stratum of subjects exposed to both E and R.

Neither the prevalence of the exposure E (table 1, row 3) nor the baseline rate for the disease D (table 1, rows 4–5) or the sample size (table 1, row 6) affected the extent of the bias. Conversely, the prevalence of R, which becomes a confounder of the E–D association when S=1, had a non-marginal effect. For a given value of the induced E–R association, the bias reached its peak when the prevalence of R among the selected subjects (S=1 stratum) was 0.5. For this reason, when the population prevalence of R was set equal to 0.1 instead of 0.5, the range of the mean bias decreased to $(-0.12; 0.07)$ (table 1, row 7).

### DISCUSSION

Conducting cohort studies in a restricted sample of the general population may offer several advantages, including more precise measurement of the exposure, higher exposure prevalence, enhanced feasibility of the study, better control of confounding, increased sample size, higher recruitment rates, and a higher completeness of follow-up. These advantages should be balanced against issues of validity.

In this paper we have shown, via simulations, that the possible bias introduced by restriction of the source population is usually weak when internal comparisons are carried out within the cohort, with a maximum bias in the log(HR) of $\pm 0.15$.

These results are in agreement with those of Greenland, who used an analytical approach to quantify the maximum selection bias in settings where the outcome risk is rare so that the analysis of cohort data can be performed using logistic.

#### Table 1: Bias in the crude estimation of the E–D association by selected values of the data generating parameters, results from 1000 simulations

<table>
<thead>
<tr>
<th>Reference scenario</th>
<th>N</th>
<th>p (E=1)</th>
<th>p (R=1)</th>
<th>$\lambda$</th>
<th>Interaction</th>
<th>Mean E–D</th>
<th>Mean E–D bias range*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alternative scenarios</td>
<td>5000</td>
<td>0.5</td>
<td>0.5</td>
<td>0.03</td>
<td>No</td>
<td>-0.31</td>
<td>-0.45 to -0.15</td>
</tr>
<tr>
<td>5000</td>
<td>0.5</td>
<td>0.5</td>
<td>0.03</td>
<td>Yes</td>
<td>-0.58</td>
<td>-0.74 to -0.24</td>
<td>0.27</td>
</tr>
<tr>
<td>5000</td>
<td>0.25</td>
<td>0.5</td>
<td>0.03</td>
<td>No</td>
<td>-0.21</td>
<td>-0.45 to -0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>5000</td>
<td>0.5</td>
<td>0.5</td>
<td>0.01</td>
<td>No</td>
<td>-0.31</td>
<td>-0.45 to -0.15</td>
<td>0.16</td>
</tr>
<tr>
<td>5000</td>
<td>0.5</td>
<td>0.5</td>
<td>0.06</td>
<td>No</td>
<td>-0.31</td>
<td>-0.45 to -0.14</td>
<td>0.15</td>
</tr>
<tr>
<td>5000</td>
<td>0.5</td>
<td>0.5</td>
<td>0.03</td>
<td>No</td>
<td>-0.32</td>
<td>-0.45 to -0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>5000</td>
<td>0.5</td>
<td>0.5</td>
<td>0.03</td>
<td>No</td>
<td>-0.33</td>
<td>-0.45 to -0.12</td>
<td>0.07</td>
</tr>
</tbody>
</table>

*$\lambda$ expressed as log(OR).

**Results from 2000 simulations.**

# Theory and methods

## Selection bias

When an interaction term is introduced to the model generating S, the induced E–R association increased considerably (figure 2), up to a log(OR) of $-0.90$ (table 1, row 2) when OR_{DE} and OR_{DR} were equal to 0.25 and the OR_{null} was 0.5. The bias increased accordingly, ranging from $-0.24$ to $0.27$ (table 1, row 2). This situation is equivalent, in terms of induced bias, to those involving very strong marginal associations with selection. It is clear from figure 2 that the impact of the interaction is not the same for all the parameter combinations, as the magnitude of the induced E–R association is strengthened or reduced according to the sign of the interaction term but also to the size of the stratum of subjects exposed to both E and R.

Neither the prevalence of the exposure E (table 1, row 3) nor the baseline rate for the disease D (table 1, rows 4–5) or the sample size (table 1, row 6) affected the extent of the bias. Conversely, the prevalence of R, which becomes a confounder of the E–D association when S=1, had a non-marginal effect. For a given value of the induced E–R association, the bias reached its peak when the prevalence of R among the selected subjects (S=1 stratum) was 0.5. For this reason, when the population prevalence of R was set equal to 0.1 instead of 0.5, the range of the mean bias decreased to $(-0.12; 0.07)$ (table 1, row 7).

## DISCUSSION

Conducting cohort studies in a restricted sample of the general population may offer several advantages, including more precise measurement of the exposure, higher exposure prevalence, enhanced feasibility of the study, better control of confounding, increased sample size, higher recruitment rates, and a higher completeness of follow-up. These advantages should be balanced against issues of validity.

In this paper we have shown, via simulations, that the possible bias introduced by restriction of the source population is usually weak when internal comparisons are carried out within the cohort, with a maximum bias in the log(HR) of $\pm 0.15$.

These results are in agreement with those of Greenland, who used an analytical approach to quantify the maximum selection bias in settings where the outcome risk is rare so that the analysis of cohort data can be performed using logistic.
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regression. Our simulations add further insight to these results as we examined a wide range of disease and selection parameters, including exposure and risk factor prevalence, which highlighted their individual role in influencing the extent of the bias. Further, we considered settings where exposure and risk factor interact when influencing the selection process. Some additional points are warranted.

First, the bias is necessarily small when the association between the exposure of interest and the selection process is relatively weak (e.g., 0.5 < OR < 2). In particular, when the exposure-selection OR is equal to 2 or 0.5, while the risk factor-selection OR and the risk factor-disease HR are allowed to take values up to 4 or down to 0.25, the maximum bias in the estimated exposure-disease association is within the ±0.07 range (on the log hazard scale). For example, consider the Million Women Study, a cohort nested within the breast screening programme in the UK.\(^4\) From the study carried out to compare the characteristics of the study participants with the rest of the population (women who attended the screening but did not join the study plus non-attendants),\(^5\) the participation OR for current use of hormone replacement therapy, which is the main exposure of interest of the study, was derived. This estimated OR was about 1.6. On the basis of this information it is possible to assume that, in this cohort, the bias introduced by the baseline selection on the estimates of the effect of hormone replacement therapy on the outcome of interest would be negligible.

Second, selection must be associated with one or more unmeasured or unknown disease risk factors in order to introduce bias. However, unknown or unmeasured disease risk factors can introduce bias whether or not the cohort is based on the general population or a restricted source population; in the latter case, the sample selection can either increase or decrease the overall bias, with a magnitude and direction difficult to predict if there are multiple risk factors involved.\(^6\)

Third, we have shown that even when all of the associations involved in the selection and outcome mechanisms are reasonably large (e.g., all ORs/HRs of 4 or 0.25), the prevalence of the risk factor R is about 50% and there is no adjustment for R, the resulting bias is relatively weak (e.g., ±0.15 on the log scale). This is reassuring, as this scenario is rather extreme and very unlikely to occur in practice. Besides, a disease risk factor with a 50% prevalence and a disease HR of 4.0 would have an attributable fraction of 40% and is therefore unlikely not to have been known and measured when a study is planned.

The scenarios considered in our simulations were restricted to binary exposure and binary risk factor and assumed no association between the exposure and the risk factor in the general population. A limitation is that we examined only the case of a single unmeasured determinant of the disease that also influences the selection process. However, we believe it is unlikely that multiple and independent important disease risk factors would affect the sample selection. It is indeed reasonable to consider R as a vector resulting from the combination of a set of correlated risk factors, all moderately associated with S. Finally, we only showed the findings derived from the analyses based on the assumption of a null causal association between the exposure and the outcome of interest; however choosing a true association value, different from zero would not modify the simulation results and therefore our conclusions. We conclude that using a restricted source population for a cohort study will, under a range of sensible scenarios, produce only weak bias in estimates of the exposure-disease association. On the other hand, the use of such restrictions may increase the response rate and the exposure prevalence, as well as being the only feasible approach in many circumstances.

**Theory and methods**

**Figure 2** Mean OR of the reduced E–R association in the stratum of those selected (S=1) by selected values of the association of the exposure (OR exposure) and the risk factor (OR risk factor) with the selection process and of the E–R interaction (OR E-R), results from 1000 simulations.

### What we already know on this subject

- Baseline selection of participants in cohort studies may affect the study validity.
- This happens when, because of the selection process, the confounding effect of an unknown or unmeasured disease risk factor is larger in the selected sample than in the general population.

### What this study adds

- We conducted Monte Carlo simulations to quantify the likely extent of the selection bias affecting the exposure-disease association, varying all the parameters involved: prevalence and effects of exposure and risk factor on both the selection and outcome process, selection prevalence, baseline incidence rate of the outcome and sample size.
- The maximum bias is relatively weak (±0.15 in the log Hazard Ratio scale). When scenarios typically seen in epidemiological studies were considered the bias in the log Hazard Ratio drops to ±0.02.
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| 2  | 0.25 | 0.33 | 0.041 | 0.135 | 0.588 | 0.313 | 0.111 |
| 2  | 0.25 | 0.5  | 0.026 | 0.130 | 0.588 | 0.314 | 0.119 |
| 2  | 0.25 | 2    | -0.031| 0.107 | 0.588 | 0.314 | 0.177 |
| 2  | 0.25 | 3    | -0.062| 0.099 | 0.588 | 0.314 | 0.209 |
| 2  | 0.25 | 4    | -0.077| 0.094 | 0.588 | 0.314 | 0.238 |
| 2  | 0.5  | 0.25 | 0.031 | 0.129 | 0.583 | 0.417 | 0.097 |
| 2  | 0.5  | 0.33 | 0.030 | 0.129 | 0.584 | 0.417 | 0.101 |
| 2  | 0.5  | 0.5  | 0.022 | 0.118 | 0.583 | 0.417 | 0.111 |
| 2  | 0.5  | 2    | -0.012| 0.092 | 0.583 | 0.417 | 0.189 |
| 2  | 0.5  | 3    | -0.032| 0.082 | 0.583 | 0.417 | 0.232 |
| 2  | 0.5  | 4    | -0.042| 0.078 | 0.583 | 0.416 | 0.269 |
| 2  | 2    | 0.25 | -0.033| 0.125 | 0.557 | 0.557 | 0.082 |
| 2  | 2    | 0.33 | -0.026| 0.121 | 0.557 | 0.556 | 0.089 |
| 2  | 2    | 0.5  | -0.021| 0.111 | 0.557 | 0.556 | 0.102 |
| 2  | 2    | 2    | 0.018 | 0.079 | 0.557 | 0.557 | 0.206 |
| 2  | 2    | 3    | 0.026 | 0.069 | 0.558 | 0.557 | 0.263 |
| 2  | 2    | 4    | 0.031 | 0.063 | 0.557 | 0.557 | 0.313 |
| 2  | 4    | 0.25 | -0.069| 0.119 | 0.545 | 0.591 | 0.079 |
| 2  | 4    | 0.33 | -0.049| 0.111 | 0.544 | 0.592 | 0.086 |
| 2  | 4    | 0.5  | -0.029| 0.106 | 0.545 | 0.591 | 0.099 |
| 2  | 4    | 2    | 0.030 | 0.076 | 0.545 | 0.591 | 0.210 |
| 2  | 4    | 3    | 0.043 | 0.065 | 0.545 | 0.592 | 0.272 |
| 2  | 4    | 4    | 0.049 | 0.059 | 0.545 | 0.591 | 0.324 |
| 4  | 0.25 | 0.25 | 0.101 | 0.125 | 0.650 | 0.350 | 0.103 |
| 4  | 0.25 | 0.33 | 0.089 | 0.126 | 0.650 | 0.350 | 0.108 |
| 4  | 0.25 | 0.5  | 0.060 | 0.122 | 0.650 | 0.350 | 0.116 |
| 4  | 0.25 | 2    | -0.080| 0.100 | 0.650 | 0.350 | 0.181 |
| 4  | 0.25 | 3    | -0.120| 0.095 | 0.650 | 0.350 | 0.217 |
| 4  | 0.25 | 4    | -0.149| 0.087 | 0.650 | 0.350 | 0.249 |
| 4  | 0.5  | 0.25 | 0.059 | 0.129 | 0.638 | 0.435 | 0.095 |
| 4  | 0.5  | 0.33 | 0.049 | 0.122 | 0.638 | 0.435 | 0.100 |
| 4  | 0.5  | 0.5  | 0.034 | 0.115 | 0.637 | 0.435 | 0.110 |
| 4  | 0.5  | 2    | -0.036| 0.089 | 0.638 | 0.435 | 0.192 |
| 4  | 0.5  | 3    | -0.056| 0.079 | 0.637 | 0.435 | 0.236 |
| 4  | 0.5  | 4    | -0.074| 0.072 | 0.638 | 0.434 | 0.275 |
| 4  | 2    | 0.25 | -0.062| 0.117 | 0.591 | 0.544 | 0.084 |
| 4  | 2    | 0.33 | -0.043| 0.116 | 0.591 | 0.545 | 0.090 |
| 4  | 2    | 0.5  | -0.031| 0.102 | 0.592 | 0.545 | 0.103 |
| 4  | 2    | 2    | 0.028 | 0.075 | 0.592 | 0.545 | 0.205 |
| 4  | 2    | 3    | 0.045 | 0.066 | 0.591 | 0.545 | 0.261 |
| 4  | 2    | 4    | 0.055 | 0.064 | 0.591 | 0.544 | 0.309 |
| 4  | 4    | 0.25 | -0.104| 0.114 | 0.573 | 0.572 | 0.080 |
| 4  | 4    | 0.33 | -0.085| 0.114 | 0.572 | 0.573 | 0.088 |
| 4  | 4    | 0.5  | -0.054| 0.106 | 0.573 | 0.572 | 0.101 |
| 4  | 4    | 2    | -0.030| 0.074 | 0.572 | 0.572 | 0.208 |
| 4  | 4    | 3    | 0.076 | 0.063 | 0.572 | 0.572 | 0.267 |
| 4  | 4    | 4    | 0.089 | 0.059 | 0.573 | 0.573 | 0.318 |
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4.2.1 Addendum to Research Paper I

Continuous Outcome

The scenarios investigated in Research Paper I were restricted to a binary outcome. Below additional results from settings with continuous instead of a binary outcome are presented.

Monte Carlo simulations of alternative settings corresponding to the scenario of Figure 1b of Research Paper I were conducted. Again, E and R were generated as marginally independent binary variables, with prevalence set equal to 0.5 in the source population. The binary variable S was generated using a logistic regression model with baseline prevalence equal to 0.5 and with the ORs for the explanatory binary variables E and R, $OR_{SE}$ and $OR_{SR}$, each taking values 0.25 and 4. The situation in which there is no association between the exposure and the selection ($OR_{SE} = 1$) was also considered. The continuous outcome D was simulated to have a normal distribution with mean $\alpha_D$ to mimic the distribution of the birth weight (in kg) of Caucasian babies. The outcome was allowed to be affected both by R, with $\beta_{DR}$ taking values 1 and 0.5 and by E, with $\beta_{DE}$ taking value 0 or 0.5 according to the following model:

$$E(D) = \alpha_D + \beta_{DE}E + \beta_{DR}R + \epsilon \quad (4.1)$$

with $\epsilon$ normally distribute with mean 0 and SD equal to 1.

In each simulated dataset, we estimated the marginal association between E and D ($\beta_{DE}$) in the stratum $S=1$, i.e. the subset of the study participants defined by the selection process. This is obtained by fitting a linear regression model of D on E with no adjustment for R. The bias in the E–D association was then calculated as the difference between the true coefficient of E in the marginal regression of D on E in the population (0 or 0.5 in this setting) and the estimated coefficient of E in the marginal regression of D on E in the sample (that is in the stratum $S=1$). For each scenario, the bias was summarised in terms of means and SD.

The results are shown in Table 4.1. As observed for the binary outcome, the size of the bias depended on the size of $OR_{SR}$ and $OR_{SE}$, and on the magnitude of the association between the risk factor and the disease ($\beta_{DR}$). The largest value of the bias was -0.1 (corresponding to minus 100 grams), which was
reached when $OR_{SE}, OR_{SR}$ and $\beta_{DR}$ were furthest from the null value. The estimated bias decreased to a maximum of -0.05 when $\beta_{DR}$ decreased from 1 to 0.5. Table 4.1 also shows that, assuming no association between the exposure and the selection indicator ($OR_{SE} = 1$) and no interaction between $E$ and $R$ in their effect on $D$, there was no bias, both when the scenario of a null association between the exposure and the outcome of interest was considered ($\beta_{DE} = 0$) and when a true effect of $E$ on $D$ different from the null was considered ($\beta_{DE} = 0.5$).

<table>
<thead>
<tr>
<th>$OR_{SE}$</th>
<th>$OR_{SR}$</th>
<th>$\beta_{DR}$</th>
<th>$\beta_{DE}$</th>
<th>Estimated Bias($\beta_{DE}$)</th>
<th>SD Bias($\beta_{DE}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>0.5</td>
<td>0</td>
<td>0.03</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>1</td>
<td>0</td>
<td>0.06</td>
<td>0.07</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>0.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>0</td>
<td>-0.05</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>-0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>-0.10</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>-0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>0.5</td>
<td>0</td>
<td>0.00</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>0</td>
<td>-0.05</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>-0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>1</td>
<td>0</td>
<td>-0.10</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>-0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>0</td>
<td>0.00</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>0</td>
<td>0.04</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>0.07</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>0.07</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: Estimated bias in the marginal (with respect to $R$) estimation of $\beta_{DE}$ by selected values of the $OR_{SE}, OR_{SR}$ and $\beta_{DR}$ parameters: results from 1,000 simulated datasets of 5,000 subjects.
Missing data, selection bias and non-collapsibility

As stated in the introduction to this Chapter the term "selection bias" is used to indicate several types of bias, including bias arising from missing data mechanisms. The relationship between the potential bias that may arise from selection of study participants from a restricted source population, as investigated in this thesis, and the issues arising when the aim is to estimate causal effects from incomplete data is of special interest. In particular the paper by Daniel et al (Daniel et al., 2012), which uses causal diagrams to guide analyses in missing data problems, is of relevance to further examine the scenarios considered in Research Paper I and the additional scenarios investigated in this section. In their paper the authors formally extend the backdoor criterion suggested by Pearl (Pearl, 1995) and Greenland (Greenland et al., 1999) to incomplete data settings. In particular they show that in order to identify the causal effect of an exposure on the outcome in the subset with complete data two conditions need to be satisfied (Daniel et al., 2012). Condition 1 is equivalent to the original backdoor criterion (as described in section 4.1.1) but applied to an extended causal diagram. This is the original diagram to which all parents of the exposure of interest and all parents of descendants of the exposure of interest (except for parent of the selection/missingness indicator S) are added. The set \( \{S\} \cup Z \) of variables that satisfy this extended backdoor criterion includes the variables that block any open backdoor path in this extended diagram, where additionally all their common parents are joined by a dotted line, as well as the parents of any of their ancestors. Condition 2 is satisfied if, having removed in the original causal diagram all arrows into the exposure and having linked any pair of variables that are both parents of a variable in \( Z \) or that share a child which is an ancestor of a variable in \( Z \), all paths from \( S \) to \( D \) not passing through \( E \) are blocked (Daniel et al., 2012).

The extended causal diagram corresponding to Figure 1b of Research Paper I is shown in Figure 4.6, where in the latter the unknown parents of \( E, U_1 \), have been added. In the setting studied in Research Paper I it is not possible to condition on \( R \) as this is an unknown risk factor (that is \( R \) cannot be included in the set \( Z \)), thus the backdoor path \( E-R-D \) is open and Condition 1 is not satisfied. For the same reason the path \( S-R-D \) is not blocked and Condition 2 is not satisfied. This setting thus leads, in general, to biased estimates of causal effects.

According to Daniel et al (Daniel et al., 2012) Condition 1 ensures that any association estimated
between the exposure and the outcome conditional on \( Z \) is causal, while Condition 2 concerns only “the intercept”, i.e. the mean or prevalence of \( D \) (at the baseline level of all other variables in the model), depending on whether the outcome is continuous or binary. However following personal correspondence with the first author, it has transpired that this is not correct. Condition 2 is in general needed for an unbiased estimate of all estimands but there are exceptions where Condition 2 is not met but certain causal contrasts can be estimated without bias in the selected population for which \( S=1 \) by conditioning only on \( Z \). One such exception was seen in the settings with continuous outcome and a null effect of \( E \) on \( S \) reported in Table 4.1. There, Condition 2 is not met and still no evidence of bias in the slope parameter was found. This occurs because – under the assumed parametric model for \( D \) that did not include any E-R interactions – the mean outcome difference between exposed and unexposed in the full population, i.e. the marginal mean difference (marginal with respect to \( R \), is the same as the marginal mean difference in the two strata defined by \( S=0 \) and \( S=1 \) separately. There are two crucial features of this setting which leads to this: the mean difference is a collapsible contrast and there is no E-R interaction. The estimated intercept is always biased, and even the estimated contrast would be biased in any other setting, i.e. when the contrast is noncollapsible (eg an odds ratio or hazard ratio) and/or when there is an interaction between \( E \) and \( R \) in their effect on \( D \). The association between \( R \) and \( S \), and the unavailability of \( R \), means that intercepts and contrasts are marginalised over the distribution of \( R \), which is different in the population and the selected sample.
by virtue of the association between R and S. In the special case of a collapsible contrast and no E-R interaction, it does not matter how the marginalisation over R is done. Condition 2 must therefore be met when the estimand of interest is not collapsible and/or there is interaction between E and R in their effect on D. This is the case, for example, when the outcome is binary and interest focuses on the exposure-outcome hazard ratio or odds ratio.

For this reason we revisited the simulations of Research Paper I to consider the scenario of a null association between the exposure and the selection indicator \( OR_{SE} = 1 \), both assuming a null association between E and D (see Figure 4.7) and assuming a value different from the null (see Figure 4.8). The extended causal diagrams corresponding to these two scenarios are represented in Figure 4.9 and 4.10 respectively, with \( U_2 \) being the unknown parents of the outcome D. According to the algorithm suggested by Daniel et al (Daniel et al., 2012) in both settings Condition 1 is satisfied, but Condition 2 is not.

Figure 4.7: Causal diagram of a study conducted in a selected sample: a null association between the exposure of interest and both the selection indicator and the outcome is assumed.

When it was assumed a null association between the exposure and the outcome, as in Research Paper I, the bias resulted to be 0. However this was not the case when a true causal effect different from the null was assumed. In particular, we set \( OR_{SR} \) equal to either 0.25 or 4, \( HR_{DR} \) - conditional on E –
Figure 4.8: Causal diagram of a study conducted in a selected sample: the exposure of interest is associated with the outcome but not with the selection indicator.

$\text{E} \rightarrow \text{S} \leftarrow \text{R} \rightarrow \text{D}$

Figure 4.9: Extended causal diagram of a study conducted in a selected sample: a null association between the exposure of interest and both the selection indicator and the outcome is assumed.

$\text{E} \rightarrow \text{S} \leftarrow \text{R} \rightarrow \text{D}$
equal to either 0.25 or 4, $HR_{DE}$ – conditional on $R$ – equal to 2, the baseline rate equal to 0.03, 0.1 and 0.2 events/year and the administrative censoring time at 5 years. The size of the bias was found to increase as the baseline rate increased, reaching a maximum of -0.01 when the baseline rate was equal to 0.03, and a maximum of -0.03 and -0.05 when the baseline rate was equal to 0.1 and 0.2 events/year respectively. The hazard ratio is noncollapsible and therefore the marginal $HR_{DE}$ (with respect to $R$) is different from the conditional $HR_{DE}$ (conditional on $R$) even when $R$ is not a confounder, with the difference increasing as the prevalence of the outcome increases. Informally the marginal HR is equal to the conditional HR integrated over the distribution of $R$. The conditional HR is the same in the source population and in the selected sample but the distribution of $R$ is different because $R$ affects the selection (see Figure 4.10). It follows that when the conditional HR is integrated over the distribution of $R$ to get the marginal HR the resulting effect is different in the source population and in the sample. However, under the null hypothesis (no effect of $E$ on $D$) the conditional HR (on the log scale) is 0 for all values of $R$, both in the population and in the sample. Therefore even if averaging over two different distributions of $R$ the marginal HR (on the log scale) with respect to $R$ will also be 0. This is the reason why the setting depicted in Figures 4.7 leads to unbiased estimates of the causal effect, even when the parameter of interest is noncollapsible.

In summary if the parameter of interest is a collapsible contrast (e.g. a mean or a risk difference), and
if, conditional on R, is the same at every level of R (thus assuming no interaction between E and R in their effect on D), then only the intercept will be biased if Condition 2 fails and Condition 1 holds. In contrast whenever the parameter of interest, when calculated conditional on R, depends on R (i.e. E and R interact in their effect on D), or whenever the effect of interest is noncollapsible, such as an HR (or OR), and is different from the null, then the estimator of the marginal effect (with respect to R) in the selected sample will be unbiased for the marginal effect (with respect to R) in the population only if, in addition, Condition 2 holds.
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Selection bias and patterns of confounding in cohort studies: the case of the NINFEA web-based birth cohort

Costanza Pizzi,1,2 Bianca L De Stavola,2 Neil Pearce,2,3 Fulvio Lazzarato,1 Paola Ghiotti,4 Franco Merletti,1 Lorenzo Richiardi1

ABSTRACT

Several studies have examined the effects of sample selection on the exposure-outcome association estimates in cohort studies, but the reasons why this selection may induce bias have not been fully explored.

Aims To investigate how sample selection of the web-based NINFEA birth cohort may change the confounding patterns present in the source population.

Methods The characteristics of the NINFEA participants (n=11051) were compared with those of the wider source population—the Piedmont Birth Registry (PBR)—(n=36,092), and the association of two exposures (parity and educational level) with two outcomes (low birth weight and birth by caesarean section), while controlling for other risk factors, was studied. Specifically the associations among measured risk factors within each dataset were examined and the exposure-outcome estimates compared in terms of relative ORs.

Results The associations of educational level with the other risk factors (alcohol consumption, folic acid intake, maternal age, pregnancy weight gain, previous miscarriages) partly differed between PBR and NINFEA. This was not observed for parity. Overall, the exposure-outcome estimates derived from NINFEA only differed moderately from those obtained in PBR, with relative ORs ranging between 0.74 and 1.63.

Conclusions Sample selection in cohort studies may alter the confounding patterns originally present in the general population. However, this does not necessarily introduce selection bias in the exposure-outcome estimates, as sample selection may reduce some of the residual confounding present in the general population.

INTRODUCTION

Cohort studies are frequently conducted in selected populations, with the study subjects either self-selected or selected according to some prespecified criteria. The consequence of this selection process on the internal validity of the exposure-outcome associations has been defined as selection bias,1 or a special case of confounding,2 and have been extensively discussed in the literature. In particular, the use of self-selected or restricted populations for cohort studies may introduce bias if the selection mechanism alters the original (population-level) associations between the exposure(s) of interest and the other risk factor(s) for the outcome, therefore changing the strength and, possibly, the direction of confounding.1 2

Several papers have compared the characteristics of participants in cohort studies with those of non-participants to assess the representativeness of the study sample.3–11 Two of these have also evaluated the potential effects of the selection process on the exposure-outcome estimates of interest within the source populations.12 13 However, few of these earlier studies have specifically explored the mechanisms through which bias can be induced by the sample selection process.

In this paper, we aim to examine these mechanisms, focusing on comparisons of the confounding patterns (ie, the associations among all outcome risk factors, including the exposure of interest) for the associations of interest in the general population and in the selected sample.

We will use data from the NINFEA study, an established ongoing web-based birth cohort, in which study subjects enrol through the internet.12 It started as a pilot study in the city of Turin (capital of the Piedmont Region, Italy) but it has been extended, since December 2007, to the rest of the country. Recruitment occurs during pregnancy, when the women are informed about the study and may choose to register on the study website. The existence of the study is advertised at hospitals and family clinics of selected areas and through websites of interest for pregnant women. Undoubtedly, the NINFEA participants are a selected sample of the source population, with participation strongly associated with socioeconomic factors.12

We decided to investigate the impact of the changes in the confounding patterns due to the sample selection on the exposure-outcome association estimates observed in NINFEA, by comparing the characteristics of the study participants with those of the wider source population (the Piedmont Birth Registry, PBR). Our specific objectives were: (1) to explore the frequency of selected variables in PBR and NINFEA; (2) to compare the associations between the exposure of interest and the other risk factors available in the sample and in the source population; (3) to formally compare the exposure-disease association estimates obtained in PBR and in NINFEA; and (4) to examine alternative potential mechanisms leading to these results using directed acyclic graphs (DAGs).13–15

MATERIAL AND METHODS

Data

We used the PBR data for the period 2005–08, which includes 145,885 pregnancy records, created by midwives at the time of the delivery.16
Compulsory computerised birth registration was established in the whole of Italy in 2001. In Piedmont it is of particularly high quality and completeness.17 Records from FBR were linked to those from the NINFEA study (data downloaded in July 2010). The latter included 1547 singleton pregnancies after exclusion of births occurring after December 2008 and those occurring outside Piedmont. The date of birth of the mother, the date of birth and the sex of the child, and the hospital and ward where the delivery occurred were used as (deterministic) linkage key variables. The linkage was successful for 1298 (84%) births. We further excluded births with gestational age earlier than the 25th or later than the 44th week, as well as those with implausible birth weights in the FBR data. This led to reducing the original dataset to 145496 records, 1295 of which were linked to NINFEA. Since most of the NINFEA births occurred in the city of Turin and most of their parents were Italian, we further restricted the analyses to children born in Turin from Italian parents to avoid strata with sparse data. Thus the final FBR dataset was substantially reduced (n=36092), unlike the NINFEA dataset (n=1105).

The FBR holds information on maternal and child/delivery characteristics. In particular, data on parents’ age, educational level and occupation were available, together with maternal smoking and alcohol consumption during pregnancy as well as pregnancy weight gain and intake of folic acid. Information on the reproductive history of the mother (ie, parity, previous miscarriages and use of infertility treatment) and information on reproductive outcomes (ie, type, gestational age, birth size) is also recorded in the FBR.

Statistical analysis

In order to assess the impact of selection on the estimate of an effect of interest, we examined two outcomes: low birth weight for gestational age (LBW; defined as birth weight lower than the 20th percentile of the internally gestational age-standardised distribution) and birth by caesarean section. We then selected the main potential risk factors recorded in the FBR for these two outcomes and examined their prevalence ORs of participation in NINFEA. Self-selection or cohort restriction may introduce non-negligible bias in cohort studies when the exposure—selection OR is ≥2 or ≤0.5.18 In our study, only parity and maternal education satisfied this criterion. Thus, we chose these two main predictors of participation as the exposures of interest and studied them in association with the two outcomes, while we treated the other variables—maternal age, weight gain during pregnancy, consumption of folic acid, alcohol during pregnancy and history of previous miscarriages—as potential confounders. Maternal smoking and use of infertility treatment were not considered further as potential confounders because of their low population prevalence.

The analyses involved: (1) estimating the Prevalence ORs (POR); (2) investigating the effects on the exposure—potential confounder associations of restricting the analyses to the selected sample; and (3) for each outcome separately, formally comparing the estimated exposure—outcome associations obtained in the selected sample and in the original population.

For simplicity, all continuous variables were dichotomised. Namely, low pregnancy weight gain was defined as a weight gain lower than the 20th percentile in FBR (10 kg); young maternal age as lower than the FBR median (33 years); and maternal parity as nulliparous (ie, no previous live births) versus parous. Logistic regression analyses were performed to study associations, leading to estimated ORs and corresponding 95% CIs. For the two outcomes of interest, both the crude and the fully adjusted (by all potential confounders) ORs for the two exposures were estimated in each dataset. Their formal comparison was performed in terms of relative ORs—that is, the ratios of the NINFEA-based OR over the FBR-based OR, with CIs obtained as in Nohr et al.19 We focused on ORs in line with previous publications on self-selection bias, although results were substantially unchanged when based on risk ratios.

RESULTS

Of 36092 delivery records included in the FBR dataset, 1105 were participants of the NINFEA cohort—that is, a participation proportion of 3.1%.

Predictors of participation

The two exposures of interest (maternal education and parity) and most of the seven other potential selected risk factors were associated with participation in NINFEA. Low parity, high educational level and non-smoking during pregnancy were the strongest predictors in both crude and mutually adjusted analyses (table 1). There was some evidence of effect modification between maternal education and age (<p<0.001), with the OR of participation for high education level increasing from 1.9 among older women (>32 years) to 3.4 among younger ones (≤32 years). When this interaction was included in the model the adjusted ORs for the other factors did not change (data not shown).

Table 1 Frequency distribution of potential risk factors and crude and adjusted ORs of participation into the NINFEA cohort study

<table>
<thead>
<tr>
<th>Potential risk factors</th>
<th>Frequency distribution (%)</th>
<th>Effect on participation (3.1%)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FBR</td>
<td>NINFEA</td>
<td>Crude OR</td>
</tr>
<tr>
<td>Party (1+)</td>
<td>43.5</td>
<td>21.2</td>
<td>0.34</td>
</tr>
<tr>
<td>Maternal education (graduate)</td>
<td>18.1</td>
<td>34.1</td>
<td>2.42</td>
</tr>
<tr>
<td>Smoking during pregnancy</td>
<td>8.9</td>
<td>3.7</td>
<td>0.39</td>
</tr>
<tr>
<td>Alcohol during pregnancy</td>
<td>21.5</td>
<td>27.4</td>
<td>1.39</td>
</tr>
<tr>
<td>Infertility treatment</td>
<td>2.0</td>
<td>3.8</td>
<td>2.08</td>
</tr>
<tr>
<td>Folic acid intake</td>
<td>80.1</td>
<td>95.8</td>
<td>1.50</td>
</tr>
<tr>
<td>Previous miscarriages</td>
<td>53.7</td>
<td>58.4</td>
<td>1.22</td>
</tr>
<tr>
<td>Low pregnancy weight gain (&lt;10 kg)</td>
<td>18.6</td>
<td>19.6</td>
<td>1.07</td>
</tr>
</tbody>
</table>

*Adjusted for all the other variables in the table.
Associations between exposures and risk factors

Parity

There is a substantial difference in the distribution of parity across the two datasets: about 45% of PBR records involved women with parity greater than 0, compared with about 20% in the NINFEA study (table 1).

In the PBR population, parity was associated with almost all the potential confounders, although ORs were greater than 1.5 only for maternal age and history of previous miscarriages (table 2). Findings in NINFEA were generally similar, although the association between maternal age and parity was slightly stronger (OR = 3.17; 95% CI 2.27 to 4.45 in NINFEA vs OR = 2.45; 95% CI 2.35 to 2.56 in PBR) (table 2).

Maternal education

Maternal education also has a different distribution in the two datasets, with more educated women contributing to NINFEA (table 1). In PBR, maternal education was strongly associated with maternal age (OR = 2.09, 95% CI 1.97 to 2.21) while in NINFEA the association with maternal age was weaker (OR = 1.22, 95% CI 0.95 to 1.57), and that with folic acid intake was stronger (table 3).

Associations between exposures and outcomes

Caesarean section

The upper left side of table 4 reports the crude ORs of caesarean section for parity and maternal education, obtained in PBR and NINFEA. The estimates obtained from NINFEA are closer to the null value than those obtained from PBR, as reflected by relative ORs below 1.0. When the ORs were adjusted for all other potential risk factors, the estimates from PBR and NINFEA were both reduced to a similar extent, leading to substantially unchanged relative ORs (table 4).

Low birth weight for gestational age

The crude ORs of LBW for parity were reasonably similar when estimated in PBR and NINFEA (OR = 2.09, 95% CI 1.97 to 2.21) while in NINFEA the association with maternal age was weaker (OR = 1.22, 95% CI 0.95 to 1.57), and that with folic acid intake was stronger (table 3).

Table 2: Crude associations (OR and 95% CI) of maternal education with other potential risk factors in the Piedmont Birth Registry (PBR) population and among the NINFEA participants

<table>
<thead>
<tr>
<th>Potential risk factors</th>
<th>PBR (OR 95% CI)</th>
<th>NINFEA (OR 95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alcohol during pregnancy</td>
<td>0.92 (0.81 to 1.03)</td>
<td>1.08 (0.78 to 1.50)</td>
</tr>
<tr>
<td>Folic acid intake</td>
<td>0.77 (0.67 to 0.89)</td>
<td>0.81 (0.59 to 1.13)</td>
</tr>
<tr>
<td>Maternal education (graduate)</td>
<td>1.11 (1.05 to 1.17)</td>
<td>1.24 (0.92 to 1.68)</td>
</tr>
<tr>
<td>Maternal age (&gt;32)</td>
<td>2.45 (1.25 to 4.81)</td>
<td>3.17 (2.27 to 4.54)</td>
</tr>
<tr>
<td>Low pregnancy weight gain (&lt;10 kg)</td>
<td>1.33 (1.00 to 1.78)</td>
<td>1.26 (0.99 to 1.61)</td>
</tr>
<tr>
<td>Previous miscarriages</td>
<td>1.67 (0.86 to 3.29)</td>
<td>1.59 (1.05 to 2.42)</td>
</tr>
</tbody>
</table>

Table 3: Crude associations (OR and 95% CI) of maternal education with other potential risk factors in the Piedmont Birth Registry (PBR) population and among the NINFEA participants

<table>
<thead>
<tr>
<th>Potential risk factors</th>
<th>PBR (OR 95% CI)</th>
<th>NINFEA (OR 95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alcohol during pregnancy</td>
<td>1.09 (1.02 to 1.16)</td>
<td>1.03 (0.78 to 1.36)</td>
</tr>
<tr>
<td>Folic acid intake</td>
<td>1.01 (0.95 to 1.08)</td>
<td>1.44 (0.95 to 2.18)</td>
</tr>
<tr>
<td>Parity (1+)</td>
<td>1.11 (1.05 to 1.17)</td>
<td>1.24 (0.92 to 1.68)</td>
</tr>
<tr>
<td>Maternal age (&gt;32 years)</td>
<td>2.09 (1.97 to 2.21)</td>
<td>1.22 (0.95 to 1.57)</td>
</tr>
<tr>
<td>Low pregnancy weight gain (&lt;10 kg)</td>
<td>1.01 (0.94 to 1.08)</td>
<td>1.02 (0.75 to 1.40)</td>
</tr>
<tr>
<td>Previous miscarriages</td>
<td>0.95 (0.82 to 1.10)</td>
<td>0.95 (0.81 to 1.18)</td>
</tr>
</tbody>
</table>

DAGs illustrating the effect of changes in the confounding pattern due to sample selection on bias

In a web-based cohort study, such as NINFEA, the sample selection process is driven by two main mechanisms: (1) the restriction of the source population to internet users; and (2) the decision to participate. For simplicity we will focus here only on the latter mechanism; however, this line of reasoning can be generalised to any other selection mechanism.

Conditioning on volunteers may either induce or attenuate bias depending on the population-level relationships between the exposure of interest and the other risk factors. The two main scenarios that may arise are illustrated, using DAGs, in figures 1 and 2, where E indicates the exposure of interest, R is a risk factor associated with the disease of interest D, U1 and U2 are other unmeasured variables, and S is an indicator of selection into the sample. For simplicity, we assume no causal effect of the exposure on the outcome, no interaction between E and R in their effect on D, and that no mediator on the E–D pathway can influence selection. In the first scenario (figure 1), E and R are independent in the general population and both affect the likelihood of being selected (through volunteering), either directly (figure 1A) or as proxy of some other factors U1 and U2 (figure 1B). Restricting on S induces an association between E and R, making R a confounder in the subset of the participants.

Selection is likely to induce bias in the exposure–disease association unless the backdoor path E→R→D is blocked, for example by adjustment. In our data, this may be the case of maternal education (E) and folic acid intake (R), which are both associated with participation (table 1). These variables are independent in the PBR population (OR = 1.01 in table 3), but become associated among the NINFEA participants (OR = 1.44 in table 3).

In the second scenario (figure 2), E and R still affect the probability of participation, but now they share a common cause U (figure 2A), implying that R is already a confounder in the general population. Under this scenario the selection process can either induce or attenuate the bias, depending both on the strength and direction of the E–R association present in the general population and of the equivalent associations within the restricted sample defined by S. Although there are a number of exceptions, typically when two variables influence a third one in the opposite (same) direction, conditioning on the latter leads to a positive (negative) spurious association between the first two variables. If it follows that when E and R are, for example, positively associated in the general population, selection is likely to attenuate the bias in an unadjusted estimate of the E–D association, if E and R have a qualitatively similar effect on the probability of volunteering, the opposite would happen if they
Table 4 Crude and fully adjusted ORs for the effect of parity and maternal education on caesarean section and LBW in the birth registry population and in the NINFEA cohort, together with the corresponding relative ORs

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Risk Factors</th>
<th>PBR (Crude OR)</th>
<th>PBR (Full OR)</th>
<th>NINFEA (Crude OR)</th>
<th>NINFEA (Full OR)</th>
<th>ROR (Crude OR)</th>
<th>ROR (Full OR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caesarean section</td>
<td>Parity</td>
<td>1.68 (1.60 to 1.76)</td>
<td>1.34 (1.92 to 1.93)</td>
<td>0.80 (0.55 to 1.15)</td>
<td>1.51 (1.44 to 1.59)*</td>
<td>1.22 (0.64 to 1.78)*</td>
<td>0.81 (0.56 to 1.18)*</td>
</tr>
<tr>
<td></td>
<td>Maternal education</td>
<td>1.15 (1.08 to 1.23)</td>
<td>1.0 (0.71 to 1.39)</td>
<td>0.86 (0.62 to 1.20)</td>
<td>1.07 (0.61 to 1.14)</td>
<td>0.67 (0.65 to 1.35)</td>
<td>0.90 (0.65 to 1.25)</td>
</tr>
<tr>
<td>LBW</td>
<td>Parity</td>
<td>0.59 (0.56 to 0.63)</td>
<td>0.47 (0.31 to 0.71)</td>
<td>0.79 (0.53 to 1.22)</td>
<td>0.54 (0.65 to 0.61)</td>
<td>0.43 (0.28 to 0.64)</td>
<td>0.74 (0.49 to 1.12)*</td>
</tr>
<tr>
<td></td>
<td>Maternal education</td>
<td>0.86 (0.80 to 0.92)</td>
<td>0.86 (0.64 to 1.17)</td>
<td>1.0 (0.75 to 1.35)</td>
<td>0.86 (0.80 to 0.92)</td>
<td>0.89 (0.65 to 1.21)</td>
<td>1.03 (0.76 to 1.39)</td>
</tr>
</tbody>
</table>

*Adjusted for maternal age, occurrence of previous miscarriages, folic acid intake, alcohol consumption during pregnancy, maternal pregnancy weight gain and maternal education.

**Adjusted for maternal age, occurrence of previous miscarriages, folic acid intake, alcohol consumption during pregnancy, maternal pregnancy weight gain, parity and maternal education.

LBW: low birth weight; PBR: Piedmont Birth Registry; ROR: relative OR.

had a qualitatively opposite effect on selection. We observed this pattern in our data. Let us consider the case of parity and maternal age, which are, respectively, negatively (OR=-0.32) and positively (OR=1.30) associated with participation in NINFEA (table 1) while they are positively associated in the source population (OR=2.45, table 2). When analyses are restricted to the NINFEA data, the OR for their association increases to 3.17 (table 2). In contrast, the OR for the association between maternal education and maternal age, which are both positively associated with the probability of being selected (table 1)—decreased from 2.09 in PBR to 1.22 in NINFEA (table 3). As a consequence the OR for maternal education and caesarean section, for example, estimated adjusting for all other known risk factors except for maternal age, shows a smaller degree of residual confounding than that estimated from PBR. In particular the estimate derived from PBR increases from 1.07 (95% CI 1.01 to 1.14, table 4) when fully adjusted, to 1.14 (95% CI 1.08 to 1.22) when adjusted for all measured risk factors except for maternal age. The corresponding figures from NINFEA are 0.97 (95% CI 0.69 to 1.35, table 4) and 0.98 (95% CI 0.70 to 1.37), which are almost identical.

A special and relevant case is when the association in the population between E and R is due to a common unmeasured cause U, which also influences the probability of volunteering (figure 2B). Under this scenario, conditioning on S may imply a partial conditioning on U and a consequent attenuation of the cause U, which also influences the probability of volunteering. As a consequence the OR for maternal education and caesarean section, for example, estimated adjusting for all other known risk factors except for maternal age, shows a smaller degree of residual confounding than that estimated from PBR. In particular the estimate derived from PBR increases from 1.07 (95% CI 1.01 to 1.14, table 4) when fully adjusted, to 1.14 (95% CI 1.08 to 1.22) when adjusted for all measured risk factors except for maternal age. The corresponding figures from NINFEA are 0.97 (95% CI 0.69 to 1.35, table 4) and 0.98 (95% CI 0.70 to 1.37), which are almost identical.

Undoubtedly the NINFEA participants differ substantially from the general population. Consistent with what has been found in other birth cohort studies, participating mothers are more likely to take folic acid during pregnancy, to be nulliparous, to be less likely to smoke, and are on average older at delivery and with a higher educational level than in the general population.

Several papers have examined the baseline characteristics of participants in cohort studies in comparison with those of non-participants to assess the representativeness of the study sample, but none of them has specifically explored the mechanisms through which the extent of bias in the exposure-outcome estimates may be related to changes in the confounding patterns for the associations of interest. We have

DISCUSSION

In this paper we have investigated whether the patterns of confounding present in NINFEA differed from the ones observed in the whole PBR population, and assessed the extent of selection bias affecting the NINFEA study. by comparing the exposure-outcome association estimates derived from these two datasets.

In figure 2A we have drawn a diagram of a cohort where subjects volunteer to participate. (A) In the population the exposure of interest (E) and the disease risk factor (R) are independent of the disease risk factor (R) and both affect the likelihood of being selected into the sample (S), through volunteering. (B) (E) is independent of the disease risk factor (R) and both affect the likelihood of S (through volunteering) as a proxy of some other factors (U).
focused on the associations between the exposures of interest and the other risk factors for which we had information both in the general population, and in the selected sample. The extent of the bias affecting the exposure—disease association estimates in NINFEA was then assessed in the light of the potential effect of changes in the confounding patterns due to the sample selection.

Our findings indicate that the main variables to be controlled to minimise bias identified for the general population may not be the most important or relevant ones for analyses involving a cohort study of a selected subgroup of the general population. For example, our data showed that the estimated associations between maternal education and the other potential risk factors in NINFEA differed from those in PBR (table 3). Similar reasoning would apply to the role of unknown confounders, and therefore it is not possible to predict whether estimates based on a selected cohort would be more or less biased than those based on the equivalent population-based cohort. In fact, consistent results between the source population and the selected cohorts would argue in favour of similar confounding patterns or absence of confounding. Analogously, if results differ, this may imply that either residual confounding is an important issue for the exposure—disease association of interest or that the distribution of some unknown modifiers of this association differs between the selected and the population-based cohort. Obviously, these two scenarios are not mutually exclusive.

In order to understand whether the estimates derived from the selected sample are more or less valid than those obtained in the general population, it would be necessary to distinguish between the scenarios depicted in figures 1 and 2. In other words, it would be necessary to know whether the exposure (E) and the potential unmeasured confounder (R) are already associated in the general population or become associated in the selected sample. In some cases, expert opinion could be invoked to assess the likelihood of one scenario over the other. However, there is little published data on E—R associations in different populations but associations among risk factors are very likely.

The findings presented here are based on a relative small study size, as our analyses of the NINFEA cohort include only 1105 subjects, thus, the precision of some estimates was low. In particular, the numbers were too small to explore the effects of some important variables, such as maternal smoking during pregnancy and use of infertility treatment. Another limitation of this study concerns the lack of data on important risk factors and the consequent potential effect of residual confounding which may partly explain the observed differences in the estimated effects.

Taking this into consideration, our study nevertheless suggests that the estimates derived from NINFEA do not differ considerably from those obtained from PBR, with relative ORs ranging between 0.74 and 1.03. In agreement with previous studies investigating the effect of non-participation in birth cohort studies, we have shown that even in a web-based birth cohort, selection does not induce substantial bias in the exposure—outcome associations we investigated. It is however important to consider the expected magnitude of these effects of interest when evaluating potential biases. When this is really small, even a moderate bias becomes relevant.

It should also be noted that this study only concerns baseline selection in cohort studies, which is by definition independent of the outcome. Our results cannot be extrapolated to the selection biasing because of informative drop-outs, or to other epidemiological study designs, such as cross-sectional studies or case—control studies, where the disease/outcome status may affect participation.

What is already known on this subject

► Several papers have examined the baseline characteristics of participants in cohort studies in comparison with those of non-participants and some have also evaluated the potential effects of the selection process on the exposure—outcome estimates of interest.

► However, none of these studies have specifically explored the mechanisms through which bias can be induced by the sample selection process.

What this study adds

► By comparing the confounding patterns and the exposure—outcome associations between the general population and the NINFEA internet-based birth cohort study sample, we found that possible differences in the estimates of the exposure—outcome associations between a selected and a population-based cohort reflect changes in the confounding patterns due to the sample selection process.

► Therefore, unless all relevant confounders in the two cohorts are known and measured, it is not possible to predict whether estimates based on a cohort selected at baseline would be more or less biased than those based on the equivalent population-based cohort, as sample selection might also reduce the confounding already present in the general population.

In conclusion, possible differences in the estimates of the exposure—outcome associations between a selected and a population-based cohort reflect changes in the confounding patterns due to the sample selection process. Therefore, unless all relevant confounders in the two cohorts are known and measured, it is not possible to predict whether estimates based on a cohort selected at baseline would be more or less biased than those based on the equivalent population-based cohort, as sample selection might also reduce the confounding already present in the general population.

Theory and methods

What is already known on this subject

► Several papers have examined the baseline characteristics of participants in cohort studies in comparison with those of non-participants and some have also evaluated the potential effects of the selection process on the exposure—outcome estimates of interest.

► However, none of these studies have specifically explored the mechanisms through which bias can be induced by the sample selection process.

What this study adds

► By comparing the confounding patterns and the exposure—outcome associations between the general population and the NINFEA internet-based birth cohort study sample, we found that possible differences in the estimates of the exposure—outcome associations between a selected and a population-based cohort reflect changes in the confounding patterns due to the sample selection process.

► Therefore, unless all relevant confounders in the two cohorts are known and measured, it is not possible to predict whether estimates based on a cohort selected at baseline would be more or less biased than those based on the equivalent population-based cohort, as sample selection might also reduce the confounding already present in the general population.

In conclusion, possible differences in the estimates of the exposure—outcome associations between a selected and a population-based cohort reflect changes in the confounding patterns due to the sample selection process. Therefore, unless all relevant confounders in the two cohorts are known and measured, it is not possible to predict whether estimates based on a cohort selected at baseline would be more or less biased than those based on the equivalent population-based cohort, as sample selection might also reduce the confounding already present in the general population.
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1. INTRODUCTION

Currently almost 2 billion persons worldwide, i.e. 30% of the world population, have access to the internet (Internet World Stats). These numbers are accurate as of June 30, 2010 and will soon be outdated: access has grown by 445% from 2000. The proportion of users varies by country, being 77% in North America and 58% in Europe, with notable peaks in the Nordic countries, where Denmark and Finland are above 85% and Norway and Sweden are above 90%. Figure 1 provides a global view on the proportion of users and growth in use in the last ten years.

The proportion of users is not homogenously distributed in the population. In 2007, for example, according to Eurostat data, in all EU countries, with no exceptions, the proportion of internet users was higher among men than women and among people aged 16 to 24 than older persons (United Nations Economic Commission for Europe -UNECE- 2011). It is reasonable, however, to expect that sooner or later almost everybody in the world will have access to the internet, with no marked country, age or sex differences. This is a very attractive prospect for epidemiologists and human researchers in general, who already recognized the possibility of using the internet to conduct field studies in the early 1990s.

It is perhaps surprising that the internet has been initially used mainly to conduct surveys rather than longitudinal studies or interventions, although the latter are less vulnerable to selection bias. The first medical surveys, such as those of patients with inflammatory bowel diseases (Hilsden et al. 1999; Soetikno et al. 1997) or diabetes (Baehringer et al. 1997), have been published at the end of the 1990s.
These studies were pioneered by surveys carried out by psychologists and sociologists (Berrens et al. 2003; Buchanan and Smith 1999; Kraut et al. 2004; Skitka and Sargis 2006). In 1997, Kushi and colleagues reported the launch of a pilot study for an internet-based cohort on diet and breast cancer (Kushi et al. 1997) and a small number of web-based birth cohort studies have been conducted in the last ten years (Hereberg et al. 2010; Mikkelsen et al. 2009; Richiardi et al. 2007; Treadwell et al. 1999; Turner et al. 2009). However, most of the internet-based medical studies are currently intervention trials. The internet was first suggested as a tool to manage all aspects of the trial, including randomization and data acquisition (Kelly and Oldham 1997; Pepine et al. 1998) but, in the last ten years, it has often been used for the purpose of recruiting study participants (McAlindon et al. 2003; Wang and Etter 2004).

The idea of using the internet in empirical research in general, and epidemiological research in particular, often receives skeptical reactions. Typical concerns include problems related to lack of exposure heterogeneity in the study participants, phantom participations, duplicate records by the same participant, low data quality, and confidentiality issues (Gosling et al. 2004; Skitka and Sargis 2006; van Gelder et al. 2010). In fact, most of these problems have limited implications or can be solved technically. For example, the lack of heterogeneity does not apply to most of the exposures,
as in many countries more than half of the population has access to the internet. Similarly, various methods have been developed to identify duplicate entries, to enhance data quality and to ensure data security and confidentiality, including the use of encrypted connections, registration through individual username and password, the use of screening questions to detect duplicates and checks for implausible answers (Baer et al. 2002; Bowen et al. 2008; Dillman and Smyth 2007; Gosling et al. 2004; van Gelder et al. 2010).

As for any study based on volunteers, the main critical issue related to internet-based research is, however, the representativeness of participants for the study population and the likelihood of selection bias. This is currently largely debated. At an international conference held in 2008, for example, one of the authors heard the editor of an epidemiological journal saying that, because of concerns about self-selection, he was a priori against publishing results of internet-based surveys. Issues of selection and selection bias will be extensively discussed in this chapter both in an ad-hoc section and within the context of the discussion about the use of the internet in each type of study design.

In contrast to its limitations, the use of the internet in epidemiological research offers several advantages, including decreased costs, simplified logistics, rapidity, flexibility, the possibility to tailor the questionnaire to the participants' characteristics, instantaneous checks to identify inconsistencies as well as to reduce errors resulting from data entry (Baer et al. 2002; Dillman and Smyth 2007; van Gelder et al. 2010). Moreover, online studies have fewer constraints than traditional studies, both from a geographical and a temporal point of view: they can reach distant or "hidden" populations as well as they can recruit continuously for several years. Some other advantages are specific to the different study designs and will be discussed further in the corresponding sections of this chapter. However, a common feature of internet-based studies, often overlooked, is the active involvement and empowerment of the study subjects (Rhodes et al. 2003). They can give feedback over the whole duration of the project and receive (and comment on) information about the study results. For example, it is not uncommon that, within the framework of an internet-based study, researchers keep constant contact with the study participants using social networks.

In several studies, the internet has been used to submit on-line questionnaires to a pre-specified population, including members of a "traditional" cohort (Ekman et al. 2006; Russell et al. 2010), members of internet panels (Silver et al. 2002; West et al. 2006) or members of a mailing list (Ruddy et al. 2010). In all these studies, the internet was not used to directly recruit participants, whereas it was used as a tool to deliver a questionnaire to a pre-selected population. We will not discuss advantages and limitations of on-line questionnaires and technicalities on how to prepare
them in this chapter (about these issues see for example references (Baer et al. 2002; Dillman et al. 2009; Ekman et al. 2007; Kongsved et al. 2007; Russell et al. 2010; Schleyer and Forrest 2000; van Gelder et al. 2010). Rather, we will focus on the internet as a method to recruit study participants and its influence on study design and validity. Typically, internet-based studies use on-line questionnaires but this is not a necessary feature. Indeed, researchers may have a direct contact with participants via the internet, for example, to complete a telephone interview or to obtain biological samples (Etter et al. 2005; Richiardi et al. 2007).

In this chapter we will address general methodological issues about internet-based studies and discuss examples of the use of the internet in the context of different types of epidemiological designs, from surveys to randomized studies. Debates about the use of the internet in epidemiological research may be affected by preconceived opinions either in favor or against it. Being involved in internet-based research, we cannot be objective but we will aim at discussing the different issues impartially.

2. SELECTION AND SELECTION BIAS IN INTERNET-BASED STUDIES

Participants in an internet-based study are doubtless a selected population, regardless of the epidemiological design chosen to carry out the study. This is due to two main reasons: i) the source population is restricted to internet users (either all internet users or users of specific websites), and ii) participation of subjects should be voluntary. What does instead depend on the study design is the mechanism through which bias may be induced by the sample selection process. We will illustrate these mechanisms in different study designs also using directed acyclic graphs (DAG) (see Chap. Directed Acyclic Graphs of this handbook.) indicating \( E \) as the exposure of interest, \( R \) as a risk factor (or a set of risk factors) for the outcome of interest \( D \), \( U_i \) as other unknown/unmeasured variables and \( S \) as the indicator of selection into the sample. In all figures, a square around \( S \) will indicate conditioning on study participation.

In surveys aiming at estimating the prevalence of a disease, there is selection bias if the disease status or any determinant of the disease is associated with the selection probability. This is very likely to happen in internet-based studies. If determinants of selection are known, it is possible to apply weights and obtain a valid estimate of the prevalence. However, in most situations it is very difficult to obtain a good picture of the determinants involved in the selection in a study based on volunteers recruited through the internet.

In studies aiming at estimating associations, in general there is selection bias if the probability of selection depends on both the exposure (\( E \)) and the outcome (\( D \)) of interest (Hernán...
et al. 2004). This is illustrated in Figure 2. For example, in an internet-based cross-sectional study on asthma, the probability of volunteering to take part into the study could be associated with having asthma (D) as well as with living in a heavily polluted area (E). Under these circumstances, because of the conditioning on selection, an internet-based study would most likely find an association between air pollution and asthma even in the case of a lack of a true causal association between these two variables. This type of selection bias can be large.

![Diagram of selection bias](image)

**Figure 2.** Diagram of a study where selection of the study subjects (S) depends on both the exposure (E) and the outcome (D) of interest. The dashed line represents an association induced by conditioning on S (represented by a square around S).

### 2.1 Longitudinal studies

In longitudinal studies where the outcome of interest occurs after being selected into the study sample, the mechanism that we have just described does not apply but selection bias may still occur (Glymour 2006; Herman et al. 2004). In particular, if the likelihood of participation in the study depends on both exposure (E) and a disease risk factor (R) for the outcome of interest (D), and these are independent of each other in the general population, the selection process induces an association between E and R; R becomes a confounder of the E-D association and thus, if we cannot adjust for it in the analyses, the estimate of the association is biased (Figure 3). We (Pizzi et al. 2011) and others (Greenland 2003) showed that the potential bias induced by this mechanism is usually moderate. For example, assuming no effect of the exposure on the incidence of the disease (true rate ratio = 1.0), the estimated exposure-disease rate ratio is 0.95 even if i) the odds ratio of selection associated with the exposure is 2.0, ii) the odds ratio of selection associated with the risk factor is 4.0 and iii) the risk factor increases the risk of the disease by 4-fold (Pizzi et al. 2011). The ideal situation is a randomized study in which, thanks to randomization which occurs after selection of study subjects, the exposure is not associated with selection in the study. Under this situation, assuming compliance to the treatment assigned, there is no possibility for selection bias even when some risk factors (R) are strong determinants of the selection.
Figure 3: Diagram of a cohort study based on a selected sample. In the population the exposure of interest (E) is independent of the risk factor (R) and is not associated with the outcome of interest (D). Both E and R affect the likelihood of being selected as member of the study (S). In the selected sample (i.e. conditioning on S - represented by a square around S), E and R become associated (indicated by a dashed line).

It should be noted that, when the exposure and the disease risk factor are associated in the general population, the selection mechanism will alter the confounding effect of the risk factor, either increasing or decreasing it, according to the strength and direction of the association between E and R (in the general population) and also of the associations between E and R with S.

Let us now focus on the specific case of an internet-based cohort study and the effect of restriction on internet users, by discussing some hypothetical examples.

(i) In the first example, the exposure of interest (E) and the risk factor (R) are independent in the general population and both are associated, either directly (Figure 4a) or indirectly (Figure 4b), with the likelihood of being an internet user and thus of being selected into the sample.

Figure 4: Diagram of an internet-based cohort study. a) In the population, the exposure (E) and the disease risk factor (R) are independent, and E is not associated with the outcome of interest (D). Both E and R affect the likelihood of being an internet user and thus of being selected as member of the study (S). In the selected
sample (i.e. conditioning on S - represented by a square around S), E and R become associated (indicated by a dashed line). b) Here, E and R affect the likelihood of being an internet user as proxy of other factors (U₁ and U₂).

In Figure 4a, for example, socio-economic status (E) as well as year of birth (R), which are assumed to be independent in the general population, could affect the probability of being an Internet user. In Figure 4b, socio-economic status (U₁) could be a cause of being an internet user and of being a smoker (E), while year of birth (U₂) could affect both the likelihood of being an internet user and height (R). In these scenarios, the restriction on internet users induces a spurious association between E and R, and, therefore, year of birth becomes associated with socio-economic status (Figure 4a) and smoking becomes associated with height (Figure 4b).

(ii) In a second example, the exposure of interest (E) and the disease risk factor (R) are already associated in the general population as they share a common cause (U₃). This scenario is illustrated in Figure 5.

![Figure 5: Diagram of an internet-based cohort study. In the population the exposure (E) and the disease risk factor (R) are associated as they share a common cause U₃, and both E and R are associated with the likelihood of being an internet user. In the selected sample (i.e. conditioning on S - represented by a square around S), U₁ and U₂ become associated (indicated by a dashed line) thus altering the original association between E and R.](image-url)

This is in fact an extension of the scenario depicted in Figure 4b, where an additional factor (U₃), for example place of birth, could affect both smoking (E) and height (R). Under this scenario it is hard to predict whether the restriction of the source population to internet users would increase or decrease the bias, as this depends on the strength and direction of the E-R association existing in the general population and on the strength and direction of the spurious E-R association induced by the sample selection process (as a consequence of the association induced between U₁ and U₂).
A further example of interest is when E and R are associated in the general population because they share a common cause which, in turn, is a determinant of being an internet user. This is shown in Figure 6 that summarizes the case of a study in which socio-economic status (U_j) is a cause of being an internet user as well as of being a smoker (E) and taking regular exercise (R).

Figure 6: Diagram of an internet-based cohort study. In the population the exposure (E) and the disease risk factor (R) are associated as they share a common cause U_3, which also affects the likelihood of being an internet user. In the sample, the condition on S (represented by a square around S) implies a partial condition on U_3, thus attenuating the association between E and R.

Under this scenario, restricting the study to internet users implies a partial conditioning on U_3 and therefore a likely attenuation of the E-R association among the study participants compared with the general population. This means that the restriction would diminish the confounding effect of R and thus the corresponding bias induced in the exposure-outcome association.

In these examples we only considered the restriction to internet users as a potential source of selection. Similar considerations can be made for the second source of selection that is volunteering. Our examples demonstrate, however, that the effect of selection on the exposure-disease association in longitudinal studies is difficult to predict and can induce or attenuate confounding bias present in the general population (Pizzi et al. 2012). However, even when it induces bias, its magnitude is expected to be small as discussed above.

If the aim of the study is to estimate the incidence of the disease, bias is more likely to occur. The disease status itself cannot affect the likelihood of selection (as it may occur in surveys) but any disease risk factor (R in Figures 3 to 6) that is associated with being an internet user or volunteering would bias the estimate of the incidence.

2.2 Case-control studies

Case-control studies can be restricted to a specific population and still reveal valid associations (apart from some of the considerations just mentioned for cohort studies). Thus, the restriction to cases who are internet users (or, for example, who seek information about their disease
on the internet) is not expected to introduce a large bias by itself. The concern is, however, on the effect of this restriction on the control selection, as control subjects should be representative of the source population from which the cases originated. When cases and controls arise from two different source populations, there are clearly factors with different distributions across the two groups, which, when associated with the exposure of interest, lead to cases and controls being no longer comparable.

Even when the principle of the same source population is met, selection bias may occur if the exposure is associated, either directly or through other factors, with the probability of selection, i.e. the sample fraction of controls (and cases when applicable) is not constant across exposure levels. In this situation, the causal structure becomes similar to that depicted in Figure 2 or Figure 7, both implying selection bias. Figure 7, for example, could depict a scenario in which cases with a disease of interest (D) are compared with controls originating from the same source population but having another disease (C). If the disease (C) is associated with the exposure of interest (E) (in this scenario through the common cause U₁) then there is selection bias (Hernán et al. 2004).

![Diagram of a case-control study in which cases have the disease of interest (D) and controls have a control disease (C). Both C and D affect the probability of selection in the study (S) and C is also associated with the exposure of interest (E), as they share a common cause U₁. In the selected sample (i.e., conditioning on S - represented by a square around S), C and D become associated (indicated by a dashed line) thus altering the original association between E and D.](image)

Since participants in an internet-based case-control study are self-selected, it is not unlikely that some of the determinants of the exposure or the exposure itself are associated with volunteering and thus with selection. It should be noted, however, that the causal structures summarized in Figure 2 and 7 do not always introduce bias. Indeed, there is no bias if the ratio of the selection probabilities of exposed and unexposed cases is the same as the ratio of the corresponding selection probabilities in exposed and unexposed controls. Under this special scenario, E and D are still determinants of the selection but the association remains to be valid.
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3. INTERNET-BASED RECRUITMENT

The use of the internet allows recruitment of study participants from large populations with a decrease in cost and time. Internet recruitment is similar to "traditional" studies in that it requires the specification of the source population. For example the source population of an internet-based study aiming at surveying cancer patients residing in Italy is defined by those internet users who reside in Italy and have cancer. However, in internet-based studies there is no available list for random sampling from the source population and participants are self-selected volunteers. Thus, apart from defining the source population by means of eligibility criteria, researchers have little possibility to influence the selection of study participants. Internet-based recruitment typically goes through two processes: i) people in the source population need to become aware of the existence of the study and ii) they need to agree to participate.

![Figure 8. Distribution on how participants to the Influweb study got to know about the existence of the study (based on about 2000 respondents). Influweb, Italy, 2008-2009 (Influenzanet 2011)](image)

The study has to be advertised in order to efficiently reach all members of the source population. The advertisement of a study of individuals with a specific disease or exposure would have to involve websites targeting that disease/exposure, while a study targeting the general population would be more efficiently advertised by means of a publicity campaign involving television, radio, and newspaper coverage and word of mouth. The internet-based Nutrinet-Santé study, for example, which aims at recruiting a large cohort of individuals from the French general population, advertises the existence of the study through a multimedia campaign, different websites, and professional health channels (Herberg et al. 2010). On the basis of our experience in the Italian Influweb study (an internet-based monitoring project for influenza surveillance in Italy), when the target is the general population, television seems to be the most effective means of communication,
especially if the advertisement takes place in Scientific Communication programs, while articles on the front page of online newspapers seem to be very efficient in terms of visits to the website but not in terms of new volunteers (Figure 8) (Paolotti et al. 2010).

The Danish Pregnancy Planning Study, an internet-based cohort study of women of reproductive age, was advertised through a pop-up advertisement in a national health-related website as well as with press releases to reach the media (Mikkelsen et al. 2009). An internet-based study of determinants of gout attacks was advertised using a Google advertisement linked to the search term “gout” (Zhang et al. 2007). Over a period of 11 months, the advertisement was displayed 866,703 times, 6.6% of which led to a visit of the study website.

An often overlooked issue is that an integrated approach to advertise an internet-based study aiming at recruiting for a long period implies intense and continuous efforts. Conversely, if the study is only advertised via selected websites, the recruitment process is less demanding, although the recruitment rate will be lower. Thus, to reach large sample sizes, an integrated approach is generally necessary. Furthermore, the methods used to advertise the existence of the study will impact on the characteristics of the study participants and the probability of selection bias. If a mother-child cohort, for example, is advertised only during antenatal courses, there will be an oversampling of nulliparous women who are more likely to attend these courses. An integrated approach could reduce this source of selection and spread the information about the study to the whole source population. A recent study compared three methods of advertisement for a survey of young adult smokers, namely: (1) advertisement on a single general website (Craigslist 2011); (2) an internet campaign to target social networks and lifestyle-based websites; (3) an invitation sent to members of an internet panel (Ramo et al. 2010). The internet campaign yielded the largest number of participants but it was less cost-effective (about 43 USS per completed survey) and was the method associated with the largest proportion of incomplete surveys. Roughly spoken, the three samples differed in terms of age, sex, ethnicity, education attained, nicotine dependence and recent use of marijuana and cigars. Fewer or no differences were found in other variables, including alcohol use and smoking prevalence.

Once the members of the source population are aware of the study, they should access the study website and volunteer to participate. This is obviously a key issue. During the pandemic season, from October 2009 to March 2010, the Influweb website (Influenzanet 2011), for example, was visited 90,000 times and roughly 3,000 persons participated. The success of volunteering depends on several elements: the study website should not only induce participation but the study topic should also be of interest among the source population. For example, influenza during the H1N1 pandemic was a topic prone to gain the interest of the public and to reach the media. In other
words, internet-based recruitment is more efficient when the study is about a topic of general interest (Paolotti et al. 2010; Tilston et al. 2010), or targets a strongly motivated population, such as smokers trying to quit smoking (Civljak et al. 2010) or pregnant women (Richiardi et al. 2007). Even when an integrated approach for advertisement is used and the population is motivated to participate in the study, the participation proportion is not going to be high compared to traditional studies. For example, we used several means to advertise the existence of the NINFEA (Nascita ed INFanzia: gli Eetti dell' Ambiente) study (NINFEA 2011), a birth cohort study, to the population of the city of Turin, Italy. We have recently estimated that about 3-4% of the total number of pregnant women present in the population (excluding those born outside Italy) participated in the study (Pizzi et al. 2012). Considering that about 60% of the pregnant women have access to the internet, and thus belong to the source population, this proportion translates into a participation proportion of 5-7%.

Some internet-based surveys collect anonymous data but many internet-based studies require registration and collect demographic information. This is an obvious requirement for follow-up studies in which subjects should be identified and be re-contacted but it is also used in surveys, for example to limit the problem of duplicate or phantom participations. Researchers undertaking a web-based study should therefore check that their platform is compliant with privacy regulations in the country where the study is ongoing. Upon registration, users have to be informed what these requirements are and, as in any epidemiological study collecting non-anonymous data through questionnaires, they should sign an informed consent form. In many studies an online informed consent is used to decrease costs and organizational efforts and to enhance participation (the alternative being a mailed hard copy of the informed consent to be signed by participants). For example, in the NINFEA study women provide online consent when they register and complete the study questionnaires, while they provide an additional written consent if they also donate a saliva sample.

The use of the internet to collect non-anonymous data may raise concerns about safety and confidentiality issues. Researchers typically use technical solutions, such as encryption, firewalls, HTTPS (Hypertext Transfer Protocol Secure) protocol, etc, which provide the same level of safety as traditional epidemiological studies, as, for example, mail surveys (Baer et al. 2002; Kraut et al. 2004). It is possible that potential participants are reluctant to participate in an internet-based questionnaire fearing that their data could be accessed from people from outside the study. To address this issue, within the NINFEA study, we interviewed a small number (n = 37) of women who were both aware of the study and had access to the internet but did not participate in the study.
No woman reported that she did not participate for fear of revealing personal information, while the most common reason of non-participation was lack of interest in the study.

4. STUDY DESIGNS

The internet has been used in the context of most of the classical epidemiological studies, including cross-sectional (see Chap. Descriptive Studies of this handbook.), cohort studies (see Chap. Cohort Studies of this handbook.), interventions (see Chap. Intervention Trials of this handbook.), and case-control studies (see Chap. Case-Control Studies of this handbook.). Basic characteristics of these study types are discussed in detail in the chapters listed above.

4.1 Cross-sectional studies

Cross-sectional studies or surveys are typically carried out to measure prevalence and are particularly vulnerable to selection bias. If participants have a different prevalence of the disease of interest compared to non-participants, and it is not possible to apply weights to counterbalance this difference, results of the study will be difficult to interpret. This drawback makes the use of the internet in surveys very problematic.

Although characteristics of internet users can be investigated and may sometimes be known for certain populations, determinants of self-selection in a specific study are almost unknown. It is possible to obtain a rough estimate of the number of individuals who visit the study website to estimate a sort of response proportion (number of participants out of the number of visitors). However, this proportion is relatively useless as the number of visitors differs from the number of subjects who became aware of the study. Furthermore, the response proportion would give little information on the amount of bias in the estimate of the disease prevalence, as the key issue is whether volunteering is associated or not with the probability of having the characteristic of interest.

Having this strong limitation in mind, internet-based surveys can still be useful for a number of reasons, including to conduct qualitative studies in which population representativeness is less relevant; to rapidly obtain information to generate hypotheses or develop a study protocol; to reach hidden populations; to identify patients with rare diseases.

Simmons and colleagues carried out an internet-based cross-sectional study between 2001 and 2002 to obtain information on possible precipitating factors of multiple sclerosis (MS) (Simmons et al. 2004). The aim was to generate hypotheses and select potential precipitating factors
to be investigated in a cohort study of MS patients. An anonymous questionnaire in English was posted on the MS Australia and the MS International Federation websites for a period of about 10 months. About 2,500 self-selected patients from 60 countries in total, mainly from USA, Australian and UK, completed the questionnaire. They reported factors that in their opinion were improving their condition or worsening their MS symptoms.

Behavioral research or studies on HIV and sexually transmitted diseases amongst men who have sex with men (MSM) are most often conducted on convenience samples, as MSM is a hard-to-reach population (a so-called “hidden” population). Therefore, internet-based surveys using anonymous questionnaires are becoming increasingly common in this field (Elford et al. 2009; Evans et al. 2007; Hirshfield et al. 2004; Rosser et al. 2009). A study conducted in London in 2002 and 2003 recruited about 4,000 participants from HIV-positive patients attending outpatient clinics (12%), men seeking an HIV-test (10%), men using gyms in central London (35%) and internet users, the latter either via chat rooms or the websites of gaydar (2011) and gay.com (2011) (43%). The samples had different socio-economic and behavioral characteristics and most likely none of them was representative of the whole MSM population.

A number of studies aimed at comparing characteristics of participants in an internet-based cross-sectional study with study participants based on a representative sample of the population (Andersson et al. 2002; Etter and Perneger 2001; Evans et al. 2007; Klovning et al. 2009; Marcus et al. 2009; Miller et al. 2010; Ross et al. 2005). Unsurprisingly, participants recruited via the internet had different characteristics and disease prevalence, most often in an unpredictable direction and magnitude. This reinforces the concept that cross-sectional studies can only be conducted over the internet if their aim does not require a population representative sample.

4.2 Cohort studies

In 1997, an editorial on the use of the internet in epidemiology suggested the possibility of conducting a cohort study of internet users, defining this study population as an epidemiologists’ dream coming true (Rothman et al. 1997). Authors were briefly listing some of the most evident advantages, such as fast enrolment of a large sample, prolonged contact with cohort members, inexpensive and efficient follow-up, as well as some possible problems, underlying the risk of marauder and phantom users, and issues of information validity. According to a response letter to this editorial, Kushi and colleagues were already piloting at that time the feasibility of an internet-based cohort study (Kushi et al. 1997).
Indeed, the use of the internet to recruit a cohort is very attractive as, in longitudinal studies, a representative sample is not a necessary requirement to get valid associational estimates. The epidemiological dream, however, has infrequently materialized in the last decade (Hercberg et al. 2010; Mikkelsen et al. 2009; Richiardi et al. 2007; Treadwell et al. 1999; Turner et al. 2009).

In 2005 we started the NINFEA study, which is an internet-based mother-child cohort carried out in Italy (NINFEA 2011). A parallel study was started two years later in New Zealand (The Early Life Factors Study of Childhood Diseases). We will therefore use the NINFEA cohort as an example to illustrate advantages and limitations of using the internet to conduct a cohort study.

NINFEA is a multi-purpose cohort aiming at investigating the effects of certain exposures during pre-natal and early post-natal life on infant, child and adult health (Richiardi et al. 2007). It enrolls pregnant women in order to follow-up their children for at least 18 years. Members of the cohort are children born to women who are internet users, become aware of the study and volunteer to participate. At any time during the pregnancy, they can register through the project website (www.progettoninfea.it) and complete the first questionnaire that lasts about 30 minutes. They are asked to complete two other 30-minute long questionnaires at 6 and 18 months after delivery. Long-term follow-up involves linkage with available population registries and periodical very short online questionnaires focusing on specific outcomes (e.g. cognitive development, respiratory diseases, etc.).

We advertise the existence of the study using both “active” and “passive” methods. Active methods involve the collaboration of health personnel to distribute leaflets and/or to introduce the study to pregnant women when they reach hospitals or family clinics for reasons related to the pregnancy. Therefore, this approach is inherently limited to selected geographical areas and targets a (roughly) pre-specified catchment population. Currently, the NINFEA study is actively advertised in the city of Turin (900,000 inhabitants), in the Tuscany Region (4,000,000 inhabitants) and, with a lower intensity, in the Piedmont Region (4,000,000 inhabitants including those living in Turin). One of the potential advantages of active recruitment that we have not yet explored is the involvement of specific populations characterized by high levels of specific exposure or diseases of interest. Let us suppose, for example, that in a community living around a large industrial area there are concerns on the possible reproductive effects of industrial emissions. It would be hard to quickly set up a “traditional” mother-child cohort in this population, especially if there are no research infrastructures already available in the area. It would, however, be possible to actively advertise the existence of the internet-based cohort in that population in order to recruit a sufficient number of pregnant women. The online questionnaires could be modified accordingly to incorporate questions about the exposure of interest in the area.
Passive recruitment includes methods that do not involve the health personnel, including the internet and the media. So far we have not launched a media campaign to advertise the NINFEA study, while we use the internet in various ways: links to our study website posted on the hospitals’ websites and on websites dedicated to pregnant women, participation in discussion forums related to pregnancy, and a NINFEA page in Facebook. This type of passive recruitment is not entirely automatic, as forums change constantly as well as they become more or less popular among internet users. This implies constant monitoring of the accesses and the need to routinely post reminder messages. Furthermore, there should be bilateral interaction with the users of the forum to keep the discussion lively and attract new participants.

Doubtless, participants in the NINFEA cohort are strongly selected. When compared with the general population we found that NINFEA participants have a higher socio-economic status, a lower parity, are less frequently non-Italian citizens, and smoke less but have a higher alcohol consumption during pregnancy (Pizzi et al. 2012; Richiardi et al. 2007).

As mentioned above, participating women should complete 30-minute follow-up questionnaires at 6 and 18 months after delivery and shorter questionnaires thereafter. The use of the internet makes the follow-up rather efficient. In the NINFEA study we collect information via email, landline telephone, cell phone and postal address at the time of the registration. When it is time to complete a follow-up questionnaire we email the women asking to access the website and complete the questionnaire. Non-responders are additionally contacted first by email and then by telephone and regular mail. Currently, about 60-65% of the women reply after email contacts, while remaining women have to be contacted using traditional approaches. Overall, the final response to the second and third questionnaires is about 85-90%.

During the first five years of the study we have learned some valuable lessons regarding the follow-up. First, it is fundamental that contact information is obtained through mandatory questions at the time of the registration. This allows a much higher follow-up completeness at the cost of a small baseline dropout of participants who are not willing to reveal this type of information. Indeed, in cohort studies baseline selection is a much smaller problem than incomplete follow-up and the initial contact strategy should aim at assembling a cohort whose members guarantee high long-term participation. Second, although many authors have concerns about phantom participants in internet-based studies, in the NINFEA cohort this was a minor problem. Some people registered to the website to further understand about the questionnaires, but if public information about the project is clear enough we believe that phantom participants and registration from non-eligible individuals are not important issues. For example, in our cohort participation should occur before delivery. Indeed, so far, nobody participated after delivery, but we have been contacted by women asking if it is
possible to participate after the baby was born. This suggests that the information on the website was clear enough to prevent registration after delivery. The possibility of duplicate registrations of the same participant is a more relevant issue. Although it is not difficult to identify them at the time of the statistical analyses, using key-variables based on the available demographic information, duplicate registrations can make the follow-up procedures more complex. Let us take the example of a pregnant woman who registers twice with two different dates for the last menstruation (because of typos or because the pregnancy was re-dated between the two registrations): what date should be considered for the follow-up? When should the woman be re-contacted? Most likely this person will be contacted twice. It is possible to introduce checks in order to limit the number of duplicate registrations and facilitate the follow-up procedures but, in our experience, it is not possible to avoid them completely. A third issue is change of email address. Pregnant women and families with small children quite frequently change job and/or home. It is therefore important to keep frequent contact with the participants to give them updates about the study as well as to check contact information. If the email address has changed it is possible to contact the woman by telephone or letter and ask her to update her information. Indeed “traditional” cohort studies are affected by the same problem, and having the participants’ email address and a population restricted to internet users only helps in obtaining a high follow-up participation proportion.

A potential limitation of the internet-based recruitment is that there is no direct contact with the participants and thus, exposure information is self-reported and it is more difficult to obtain biological samples. In the NINFEA cohort, we collect samples of saliva from the mothers and the children using self-collection kits sent by regular mail. About 60% of the members of the cohort, so far, agreed to donate a sample. Successful collection of biological samples has also been achieved in other internet-based studies, such as collection of saliva samples from subjects enrolled through a smoking cessation website (Etter et al. 2009). In an ongoing nationwide French cohort study aiming at recruiting half a million individuals (Nutri-Santéé cohort), participants can donate a blood sample by visiting local sample collection centers (Hercberg et al. 2010).

Currently the NINFEA study recruits and follows up about 25 subjects per week, employing overall (including IT experts and research assistants) less than three persons-years per year. Its internet-based design offers two main advantages, namely efficiency and flexibility, which are obtained at the cost of population representativeness. Flexibility is an often overlooked characteristic. The cohort will be able to recruit for an indefinite period and its population coverage has changed and will change over time. Other Italian regions will be able to start active recruitment in the future and it will be possible to adapt the questionnaire to other populations. Indeed, a parallel study has been launched in 2007 in New Zealand (The Early Life Factors Study of Childhood
Diseases 2011) and other countries may join in the future. Furthermore, compared to traditional studies, it is easier to add, delete or modify questions to all participants or selected subgroups, both to improve the questionnaire and to assess exposures previously uncovered. For example, during the H1N1 pandemic in the winter of 2010 we added some specific questions about vaccinations that were not planned in 2005. Based on our experience and other internet-based cohort studies, we believe that this methodology will be increasingly used in the next years, especially when the target of the cohorts will concern highly motivated people (e.g. pregnant women), or populations difficult to reach or difficult to follow-up (e.g. short-term migrants) or when researchers will aim at fast recruitment of large samples.

4.3 Case-control studies

In case-control studies, cases and controls should be selected from the same source population, independently of their exposure status. As discussed before in this chapter, this is difficult to achieve using internet-based recruitment. Thus, it is not surprising that we could not find any example of a study in which both cases and controls were selected using the internet. A recent study describes the selection of a control sample to be used for genetic analyses: about 4,500 subjects were selected in the USA both among a group of internet panelists and using ad-hoc internet recruitment (Sanders et al. 2010). However, study cases were traditionally selected and the study focused on genetic variants, which are unlikely to be strongly associated with self-selection in the study.

Case and control selection could be very problematic using the internet but not impossible. We can imagine different approaches, which are described using a hypothetical example of a case-control study on celiac disease in Italy.

In a first approach, cases could be selected via a link posted on a specific website, for example the website of the Italian Celiac Association. All potential cases visiting the website would be informed about the study and a small proportion of them would volunteer to participate. The advertising efforts would have to last until a sufficient number of patients is enrolled in the study. The source population for this study would include all subjects that, if diagnosed with celiac disease, would search information on the internet. Then controls could be recruited by posting information about the study in a number of disease-specific websites, say the websites of the Italian Associations for asthma, chronic bowel disease and type 1 diabetes. Obviously, these diseases would have to be unrelated with the exposure of interest. Again, control participants would be self-selected volunteers and the participation proportion would be expected to be very low. The
assocation estimates obtained from an internet-based case-control study of this type would be valid
had the determinants of self-selection been similar among cases and controls or had these
determinants been unrelated with the exposure status. Unfortunately these conditions are both rather
strong and difficult to check in the data.

A second approach for an internet-based case-control study would begin with the definition
of the source population. For the hypothetical internet-based study on celiac disease determinants in
Italy, a broad definition of the source population would include all Italian internet users.
Recruitment of case patients would then involve the website of the Italian Celiac Association, any
other website of potential interest for celiac disease patients as well as media campaigns. Case
participants would again be strongly selected. Controls would have to be selected from the same
source population, namely from internet users. Recruitment would thus involve media campaigns
and links posted in various websites, not necessarily of interest for celiac patients.

A stricter definition of the source population could improve this study design. For example,
the source population could include users of a specific website, say the website of a national
newspaper. Everybody accessing the website would be invited to participate in a study, and case
patients would include volunteers with celiac disease while control subjects would include all the
other volunteers. It could be possible also to adopt a two-stage approach in which, in the first stage,
a generic health internet-based survey is offered to persons accessing the website and, at the second
stage, cases with celiac disease and a sample of controls without celiac disease are further
interviewed.

Irrespectively of whether a broader or a stricter definition for the source population is used,
case and controls would again be strongly selected and the critical issue would be whether the
determinants of the selection are associated with the exposure of interest and if they differ between
cases and controls.

This brief description of hypothetical internet-based case-control studies emphasizes their
vulnerability to selection bias. Careful methodological work and empirical testing is still needed
before an internet-based case-control study can actually be conducted. Apart from selection bias,
however, internet-based case-control studies would have other important limitations. Firstly,
recruitment of incident cases through the internet seems even more problematic and most likely an
internet-based case-control study would involve prevalent cases, with the well-known
corresponding limitations. Secondly, even if a study manages to involve cases and controls from the
same source population without selection bias, the use of the internet introduces selection among
cases. It is hard to predict if case participants would have a more or less serious disease but the
selection would most likely introduce problems of generalizability. Furthermore it would be
difficult to distinguish between factors causing the disease and factors affecting its severity or the patients' overall health status.

A case-crossover design (see Chap. Modern Epidemiological Study Designs of this handbook) which does not involve the selection of control subjects could be a more sensible option for an internet-based study. An internet-based case-crossover study on gout (Online Gout Study 2011) has indeed been launched in 2003 (Zhang et al. 2007). The existence of this study was advertised using Google links. Gout patients were invited to register and asked to complete a control-period questionnaire every three months investigating risk factors for gout attack in the preceding two days. Moreover, they were asked to complete an "attack questionnaire" if they were experiencing a gout attack. Participants were also provided a hard copy of the attack questionnaire in case they could not access the internet during the gout attack but in fact this option has been rarely used during the study.

As any other case-crossover study, this study aimed at evaluating trigger factors and acute effects (Hunter et al. 2006; Zhang et al. 2006). Exposure information was collected prospectively, because patients were recruited before having the actual gout attack, thus limiting the possibility of selection bias. It is also possible to imagine a different design, in which patients participate when they have an event, say a gout attack, and complete the exposure information for the control period's retrospectively. Under this scenario, there is possibility of selection bias if their likelihood of accessing the study website and participating in the study depends on some of the trigger factors under investigation. For example, a patient could experience a gout attack after having used a diuretic. He or she might suspect that the diuretic was the cause of the gout attack and use the internet to check for this hypothesis. Then, he or she accesses the study website, in which there might also be some general information about the disease, and decide to participate. Obviously, this would induce selection bias.

4.4 Intervention studies

For a number of reasons internet recruitment fits very well with intervention studies, namely: 1) randomization is likely to cancel bias due to self-selection, 2) the randomization can be easily managed centrally through the website, also stratifying for a number of variables and patients' characteristics, and 3) pragmatic and explanatory trials become very similar in design and conduct. Indeed, internet recruitment is the most correct setting in which to test tailored interventions offered via the internet to unselected patients/populations. These types of interventions are becoming more and more frequent. We have carried out an admittedly cursory
PubMed search restricted to clinical trials using "internet-based" and "intervention" as the keywords. It revealed a clear trend in increasing number of papers with time (Figure 9).

Internet-based trials in medicine have been conducted starting from the end of the 1990s / beginning of 2000s. In 2000, for example, McAlindon and colleagues started online recruitment for a feasibility study of an internet-based clinical trial of glucosamine vs. placebo in patients with osteoarthritis of the knee (McAlindon et al. 2003). The main outcome was knee pain, assessed using a validated online self-completion questionnaire 12 weeks after intervention. Volunteers completed an eligibility screening questionnaire and, if applicable, they were asked to send a signed hard copy of the informed consent and copies of medical records. Upon confirmation of the osteoarthritis of the knee, they were randomized into the treatment or placebo group. To those subjects included in the treatment group, the pills were mailed every second week. Although this study involved internet-based recruitment, the intervention to be tested was not an online-intervention (as it involved mailed pills) and relied on having access to the actual medical records to confirm the diagnosis and obtain detailed information on the disease. These aspects may decrease the possible methodological advantages of using the internet.
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**Figure 9.** Number of papers identified in PubMed using "internet-based" and "intervention" as the keywords and restricting the search to clinical trials (search carried out in November 2010).
Studies testing online primary care interventions for health risk behaviors are more common, including those on diet and nutrition, physical activity, smoking habit and alcohol consumption (Civljak et al. 2010; Portnoy et al. 2008; Vandelanotte et al. 2007; Webb et al. 2010). A recent Cochrane review on internet-based interventions for smoking cessation identified 20 studies published until June 2010 (Civljak et al. 2010). Most of these studies used an internet-based recruitment and all of them were published after 2004. Some of the trials compared an internet intervention with either no intervention at all or an offline intervention; others compared different types of internet interventions. In general, the study designs were very heterogeneous and many studies had a relatively high proportion of drop-outs. Authors concluded that the evidence of long-term benefits for programs delivered only by the internet (as compared with offline interventions), is very limited, while there is some evidence that tailored (i.e. interventions specifically designed to meet the characteristics of a target individual or group) internet interventions are more effective than non-tailored internet interventions.

Rabius and colleagues advertised an intervention trial targeting smokers who wanted to quit smoking on the website of the American Cancer Society (Rabius et al. 2008). Potential participants were asked to complete a baseline questionnaire and provide informed consent. If eligible, they were randomized to receive access to one of five tailored interactive websites providing interventions for smoking cessation or a more static page set up at the American Cancer Society website serving as control treatment. The main outcome (successful abstinence for the last 30 days) was assessed 13 months after randomization, first emailing a survey questionnaire and then contacting by phone those who did not answer. Out of almost 6,500 individuals enrolled in the study, only 38% answered the follow-up questionnaire. Analyses were first conducted among the respondents only and then re-conducted assuming that non-respondents did not quit smoking: in no case there was a significant difference in smoking cessation across the intervention arms. The high drop-out rate between follow-ups, however, limited the study power.

Low completeness of follow-up was also observed in a trial set up on the Stop-tabac.ch website (Stop-tabac.ch 2011) to compare an original and a modified version of an online tailored program for smoking cessation (Etter 2005). The main outcome (smoking abstinence in the last seven days) was assessed via email 11 weeks after randomization, using up to three reminders. Almost 12,000 subjects were randomized in the study, with a response proportion at the follow-up questionnaire of 35%. In the analyses, non-respondents were assumed to still smoke. The original version of the program was found to be more effective, with 1 additional quitter every 26 participants.
Although many internet-based randomized intervention studies have a high proportion of loss to follow-up, we do not think that this is a characteristic inherent to the study design. It is possible to increase participation by obtaining more detailed contact information at baseline (telephone number, cell phone number, address, second email) and by recruiting a more committed and motivated population, for example by having 1-2 follow-up questionnaires before randomization. Furthermore, in a pragmatic setting, a certain proportion of loss to follow-up should be expected.

Randomized trials recruiting participants through the internet are feasible and, thanks to randomization, do not suffer from selection bias more than if a traditional approach of recruitment is used. Generalizability problems, namely the restriction to self-selected internet users, are minor when the intervention involves online programs. There are, however, some limitations. Firstly, it is difficult to have direct contact with participants and to include medical exams in the protocol, thus limiting the use of this study design in clinical settings. Secondly, in many studies, attrition to follow-up questionnaires was low and thus there is a need of methodological improvements to limit drop-outs and increase motivation of the participants. Thirdly, internet-based recruitment may lose its efficiency when the aim of the trial is to test an offline intervention.

4.5 Surveillance

The main aim of surveillance is to monitor trends in the rate of disease occurrence, both to gain insight in the current situation of an established disease and to detect outbreaks of emerging diseases.

In this paragraph we will not go into detail in describing the aspects of surveillance, instead, we will concentrate on surveillance conducted by means of the internet as a way to collect data from sources not easily accessible by traditional surveillance.

The widespread diffusion of computers and of the internet has provided a tool capable of the earliest possible detection of epidemics, giving allowance to a timely and maximally effective public health response worldwide. Surveillance data, as well as behavioral data, social contacts and risk perception can be collected by exploiting new Information and Communication Technology (ICT) techniques and methodologies to better understand the spread of infectious diseases (for example by collecting information on behavioral data to understand human immunodeficiency virus transmission) and obtain real-time data, which are crucial to rapidly identify public health emergencies, understand global trends, feed realistic data-driven models to assess the impact on the population, and optimize the allocation of resources.
Existing traditional disease surveillance systems have limitations. For example, in the case of influenza-like-illness (ILI), monitoring methods rely on sentinel networks of physicians, laboratory scientists, public health professionals and epidemiologists. Although they may mirror influenza activity, they cannot be implemented as real-time surveillance tools: either they only record proxy measures of influenza, or they contain unavoidable time delays between incidence and reporting. Traditional schemes require individuals to access health services and rely on the propensity of individuals to consult. Age-stratified rates of physician consultation may vary widely with different health care and health insurance systems. For non-severe diseases especially, only a minor (and unknown) fraction of all infected individuals sees a doctor, and frequently after a considerable delay, when a complication has occurred or in case a doctor's certificate is required. A web-based platform can be used to detect cases from those individuals who are less prone to consult a doctor when sick but agree to fill in a brief web survey about their symptoms. Moreover, traditional monitoring schemes typically lack uniform standards for clinical definitions that vary considerably between countries and even between reporters (EISN – European Influenza Surveillance Network). By using web surveys, standard platforms can be used across different countries to collect uniform data without major economic efforts.

In the following, we will focus on the case of influenza-like-illnesses (ILI) for which internet-based technologies have been successfully used. These internet surveillance systems for ILI have been implemented in Belgium and Netherlands in 2003 (under the name “Der Grote Griepmeting” – the Great Influenza Survey), in Portugal in 2005 (“Gripenet”), in Italy in 2007 (“Influbet”), in the UK in 2009 (“Flusurvey”) and in Sweden in 2010 (“Influenzasakoll”) with the aim of measuring influenza activity and collecting important public health information in real-time (for example, during the 2009 H1N1 pandemic, the web platform detected the peak activity of the influenza more than one week in advance with respect to the general practitioners (GPs). Platforms are now grouped under the umbrella of Influenzanet, forming a network of platforms to measure ILI in the community at a European level.

For each platform, registration of participants takes place through the web page (see flowchart in Figure 10). Upon registration, following provision with a password protected account, participants are asked to complete a baseline questionnaire with questions about age, sex, household size and composition, occupation, location of home and workplace, membership of a risk group, etc. Participants are also able to create accounts on behalf of their family/household enabling the entry of data from elderly people or children. Each week, participants are asked to complete a symptoms questionnaire as to whether or not they had symptoms in the previous week. To maintain
participants' interest and remind them to complete the questionnaire, a newsletter containing influenza facts and news is sent each week. The platforms, called Internet Monitoring Systems (IMS), are updated on a daily basis during the whole influenza season with items including the estimated incidence and the spatial distribution of cases.

Results from the Belgian, Dutch, and Portuguese surveys have been analyzed under the name “Great Influenza Survey (GIS)” (Friesema et al. 2009). The estimated seasonal influenza incidence curves given by these systems were highly correlated with those obtained through the traditional surveillance method. These analyses also offer the encouraging indication that the internet-based approaches can detect increased influenza activity more rapidly than surveillance-based reports by general practitioners (Marquet et al. 2006). Moreover, it is possible to estimate delays between the onset and the consultation dates and to detect changes in contact patterns and general behavior (Friesema et al. 2009).

**Figure 10. Diagram of recruitment and follow-up in the Influweb study**

| Recruitment of individuals via TV, radio, newspapers, Internet, word of mouth |
| Registration of individuals takes place through the web page of the platform |
| **Background survey** (completed upon registration): participants are asked to fill in a set of questions about age, sex, household size and composition, occupation, location of home and workplace, membership to a risk group etc. |
| **Household management:** participants can create accounts on behalf of their family/household enabling the record of data from elderly people or children. |
| **Weekly symptoms survey** (contact via email/text message): list of symptoms to choose from questions about health care seeking, medication and time off work. |
| **Outcome:** maps and statistics to show participants the result of their effort, monitoring of illness-related behavior in real time, monitoring of changes in patterns of contact with GPs, use of antivirals, period of absenteeism, vaccination uptake. |
During the 2009 H1N1 pandemic, IMSs have proved to be valuable tools in gaining an insight into the evolution of the pandemic in real-time. In particular, the web-based system was launched in the UK during the first pandemic wave and went on collecting data until the end of the pandemic. Participants answering the symptoms questionnaires during the pandemic were asked more accurate follow-up questions about healthcare-seeking behavior, the delay of consultation with respect to the onset of symptoms; if they took time off work and for how long; if they took antiviral medication; if they were willing to be vaccinated against H1N1, etc (Tilston et al. 2010).

Since participants would select their symptoms from a pre-specified list, it was also possible to test different definitions of ILI, and to compare the resulting incidence with the one estimated by the Health Protection Agency (HPA). During the pandemic, to get a clearer picture of the epidemic evolution, the HPA asked for random testing of patients accessing different health care settings, which allowed evaluation of the true number of cases and thus adjustment of the estimates, by means of a method that was expensive and induced further delays in the data stream. The IMS to monitor ILI in the community was a direct and timely alternative, providing an incidence curve with a timing of the peak being close to the adjusted HPA case estimates. In making comparisons between web-based system estimates and HPA case numbers, results suggest that trends can be captured by the IMS even more reliably than standard GP-based systems, even though it remains unclear how accurate they are for estimating the absolute level of incidence (Tilston et al. 2010).

The UK web-based surveillance platform that ran continuously from July 2009 to March 2010 (i.e. during both the first -summer- and the second -Autumn- pandemic wave in England in 2009) has also detected changes in healthcare seeking behavior between the two waves (Brooks-Pollock et al. 2011). These behavioral modifications, due to changing scientific information, media coverage and public anxiety, affected official case estimates. The web-based platform was able to detect a decrease from 43% to 32% in the percentage of individuals with ILI symptoms who sought medical attention from start to the end of the epidemic. Adjusting official numbers accordingly, it was possible to estimate that there were 1.1 million symptomatic cases in England, over 40% more cases than previously estimated, and that the autumn epidemic wave was 45% bigger than previously thought.

A further aspect for which surveillance is crucial is the development of accurate prediction models. When an outbreak occurs, usually short- and long-term predictions are based on observed data (provided by GP consultations or death/hospitalization records) combined with mathematical models updated as more data arise. For example, Bageuelin and colleagues (2010) carried out a real time assessment of the effectiveness and cost-effectiveness of alternative influenza
A/H1N1v vaccination strategies. To generate plausible autumn scenarios under different vaccination options, they fitted a transmission dynamic model using the estimated number of cases determined by means of a web-based surveillance platform, calls to the UK National Pandemic Flu Service and GP calls and consultations. In this specific case, data collected by means of the web platform were used to estimate the proportion of ILI cases calling the GP during the influenza A/H1N1v in UK.

One of the important limitations that remain related to internet-based surveillance is the lack of medical or laboratory confirmation of diagnosis. Data collected by means of a web platform will never be able to replace the virological analysis or clinical diagnosis carried out by GP surveillance. In direct contact with the patient, the GP can exclude other diseases than ILI and the virological analysis can give further information about the subtype of influenza virus. A possibility to overcome the latter limitation could be to send self-sampling kits to a selected subset of the internet-based system participants. An attempt in this direction has already been made (Cooper et al 2008) and this possibility should be explored further. Another possible limitation of internet-based surveillance is that participants are not representative of the general population. This issue has been addressed by re-weighting the sample according to the age and sex distribution in the general population (Tilston et al. 2010), although it is never possible to exclude that participation in an internet-based system is positively or negatively associated with the risk of ILI.

In conclusion, internet-based surveillance has the potential to capture a wider range of ILI cases than traditional surveillance, as well to track changes in health care attendance patterns in real-time. Even though internet-based surveillance has limitations and cannot replace traditional GP-based surveillance, it can provide an important support to enable the collection of valuable additional information, both in ordinary surveillance and during public health crises when the sentinel GPs surveillance and Public Health systems are under stress. While ILI has been used in the early deployment of the system, in subsequent years these IMSs will consider other diseases and infections.

5. WEB 2.0

Very recently, the internet has started offering new possibilities for epidemiological research based on the so-called web 2.0, which refers to the active generation of contents by the internet users through various means including online communities, web searches, social networks, etc. (Lee 2010). For example, these new communication and information habits over the internet may be used to quantify outbreaks of specific diseases (Eysenbach 2002, 2009). A well-known example is
the use of Google searches to obtain real-time estimates of influenza-like-illness (ILI) in the United States (Ginsberg et al. 2009): Ginsberg and colleagues developed a method to identify automatically ILI–related web search queries and use them to estimate ILI weekly percentages; these estimates had a correlation above 0.90 with data obtained from the US Surveillance Network of the CDC (Centre for Disease Control and Prevention).

The potential sources of information available in the web 2.0 are growing fast. As examples, data on disease outbreaks can be obtained from chat rooms, blogs, press release or Facebook (Brownstein et al. 2009, 2010; Eysenbach 2009), while exposure data, say on air pollution, can be obtained continuously from sensors worn by self-selected volunteers, and automatically transferred in real-time for model analyses (Mobile Environmental Sensing System Across Grid Environments, Message 2008; Mobile Air Quality Monitoring Network, Institute for Software Integrated Systems 2011). There are however obvious limitations in using these sources of data, including issues of generalizability, bias and exposure and outcome measurement. Currently, areas of epidemiological research which may actually benefit from the use of web 2.0 remain to be explored and identified.

6. CONCLUSIONS

Fifteen years ago, the internet was advocated as a promising tool for epidemiological research (Rothman et al. 1997). Since then, some internet-based studies have been conducted, including a number of surveys and intervention trials along with few cohort studies. Nevertheless, the use of the internet in epidemiological research is still very limited. Van Gelder and colleagues have recently reviewed analytic epidemiological papers published in 2008-2009 in four top general medical journals (the British Medical Journal, The Journal of the American Medical Association, the Lancet and The New England Journal of Medicine) and in three top epidemiological journals (American Journal of Epidemiology, Epidemiology and International Journal of Epidemiology), finding that only about 1% of the scrutinized 2,094 studies used internet-based questionnaires (van Gelder et al. 2010). Since online questionnaires can be also used in studies which do not recruit online, the actual number of internet-based studies is smaller. For this chapter, we have scrutinized papers published between September 21, 2009 and September 20, 2010 in eleven leading epidemiological journals (Environmental Health Perspective, American Journal of Epidemiology, Epidemiology, International Journal of Epidemiology, American Journal of Public Health, American Journal of Preventive Medicine, European Journal of Epidemiology, Preventive Medicine, Journal of Epidemiology and Community Health, Journal of Clinical Epidemiology,
Annals of Epidemiology). We have identified only two papers, both methodological, concerning an internet-based cohort (Huybrechts et al. 2010) and an internet-based survey (Klovning et al. 2009).

These data demonstrate that the use of the internet has not yet routinely entered the epidemiological practice. Moreover, most publications of internet-based studies deal with feasibility or proof-of-concept studies.

Evidence on the validity and reliability of web-based questionnaires has started accumulating (Apovian et al. 2010; Brigham et al. 2009; Donker et al. 2009; Miller et al. 2002; Rankin et al. 2008; Touvier et al. 2010, 2011; West et al. 2006) and some studies have successfully used mixed methods involving both web-based and mailed questionnaires for the follow-up of traditionally recruited cohorts (Ekman et al. 2006; Russell et al. 2010). However, methodological research on the use of the internet to recruit unspecified populations in the context of the various types of study designs is still in its infancy. In detail, we need to better understand when an internet-based survey can be carried out and if it is possible to tackle some of its inherent problems of selection bias; we need to further investigate the impact of baseline selection in internet-based cohort studies, as well as evaluate the determinants of completeness of follow-up; we should refine our ability to advertise the existence of internet-based studies to the relevant source population; we should develop methods to improve attrition in internet-based randomized studies; we should understand if it is possible to conduct internet-based case-control studies; and we should understand when surveillance can (or should) be carried out via the internet.

In our opinion the short-, medium-term agenda for internet-based research applied to epidemiology should prioritize innovative field work and methodological studies on the acquired data. In other words, the debate on whether internet-based research is valid or not should overcome a-priori formed opinions and become more evidence-based where this chapter has indicated that randomized trials, cohort studies and surveillance may be successfully carried out using the internet.
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We agree with Rothman and colleagues that scientific inference in epidemiology does not require representativeness of the general population or target population in order to be valid. This is an important message and we welcome Rothman and colleagues' paper which has clearly expressed this position.  

On the other hand, perhaps Rothman and colleagues go too far in arguing that representativeness should be avoided as a matter of principle, and we consider that there are some situations where representativeness is the most sensible approach. For example, it would be rare for researchers to only study one age-group, and to then attempt to extrapolate their findings to other age-groups, if sufficient numbers and funding were available to also sample adequate numbers from these other age-groups.  

In our experience, there are three usual reasons for deliberately opting for non-representativeness in a study design (‘intentional’ non-representativeness): (i) practical reasons, e.g. it may be most practical to restrict a study to those who have a telephone; (ii) to minimise bias, e.g. by restricting a study to a particular population subgroup (as in the British doctors study) so that there is less likelihood of lifestyle differences between exposed and non-exposed within that group; and (iii) in order to focus on one or more population subgroups, e.g. if we wish to compare exposure-outcome estimates in different ethnic groups. In the first instance, representativeness is not necessary and would usually not improve the feasibility of the study; in the latter two situations it should specifically be avoided.  

In addition, non-representativeness may also be ‘unintentional’, e.g. in longitudinal studies because of low baseline response rates or the recruitment of volunteers rather than a formal sample of a defined population. Such unintentional selection may occur both in studies involving random population samples and in those involving non-representative samples. In this paper we will focus
mainly on the issues involved in intentional non-representativeness, but will also consider issues of unintentional non-representativeness. In this latter situation, the potential for bias may be relatively greater. In particular there is potential for large bias if the outcome of interest or its early signs affect the probability of baseline selection. We will argue however, that, provided that the outcome does not affect selection, situations of intentional and non-intentional non-representativeness are generally similar in terms of validity. Furthermore, baseline self-selection is likely to create a group of more motivated persons in longitudinal studies, which may result in a better response to follow-up and, thus, in decreased selection bias. Thus, the possibility of bias from lack of representativeness needs to be balanced against the likelihood of bias from poor response to follow-up in a more representative sample. For example, most researchers, if given the choice, would opt to base a study on 50% of the population and then achieve good follow-up rates, rather than to start with a representative sample and then only achieve 50% follow-up.

We should also note that in some instances the aim of an epidemiological study is primarily descriptive, e.g. to estimate the prevalence of a condition such as asthma in the general population, and in these studies representativeness is necessary to obtain valid estimates. Furthermore, such studies often are not completely descriptive. For example, prognostic research is population and time specific, but the identification of a cause of disease progression may add information on the understanding of a biological phenomenon.

We will focus on 'analytical' studies which aim to estimate a particular exposure-disease association, while appropriately controlling for confounding and avoiding other biases. In this situation, we agree that representativeness is not a goal per se, but rather needs to be justified in the context of the particular study. For example, in a clinical trial where we want to understand the efficacy of a treatment for a disease, a random sample is clearly not needed and in many ways it can
be inappropriate. Typically we restrict the initial studies to high risk patients or to patients expected to have a high compliance with the assigned treatment and follow-up.

We have been involved in discussions on representativeness a number of times since 2005, when we started an internet-based birth cohort in Italy (NINFEA cohort, www.progettoinfca.it), followed by a similar study in New Zealand (ELFS cohort, www.elfs.org.nz). Internet-based recruitment has advantages in terms of feasibility, costs and possibilities of reaching traditionally understudied populations. However, this approach is often criticized on the basis of its consequent lack of representativeness of the general population. Internet-based recruitment selects participants who have access to the internet, become aware of the existence of the study, and volunteer to participate. Thus, it is based on a restricted source population and the study population is a self-selected sample of the source population (i.e. non-representativeness is both intentional and unintentional).

In this commentary we describe these criticisms and argue, in line with Rothman and colleagues, that restricting a study to a subgroup of the general population does not usually hamper scientific inference, and may often enhance it. We focus on infant cohort studies, but the same arguments generally apply to the corresponding case-control and cross-sectional studies based on the same restricted populations. We focus on the main two arguments which we have received against using non-representative populations in internet-based birth cohorts: (i) lack of heterogeneity; and (ii) the potential for bias. We also consider a third potential criticism relating to selection on a mediating variable.

_Criticism 1: Non-representative cohorts lack heterogeneity._
One major criticism of the use of non-representative samples is the resulting lack of heterogeneity, with regards to exposures, potential effect modifiers, or both. Although it is true that restriction may decrease the range of exposure levels and the magnitude of the contrasts, in fact, we argue that using non-representative samples may often enhance study power to assess main effects and effect modification. To study a rare exposure, for example, either we assemble a very large cohort or we do 'smart selection' of its members. For example, in an internet-based birth cohort study, in which members are characterized by a high socioeconomic status, women having their first pregnancy after their forties are overrepresented. When high maternal age is the exposure of interest, an internet-based birth cohort becomes more efficient than a birth cohort which is representative of the general population. Similarly using non-representative samples may enhance our ability to assess heterogeneity with regards to potential effect modifiers, e.g. by ensuring that there are adequate numbers in each of the ethnic groups to be considered if we suspect or are interested in potential modification by ethnicity.

These arguments refer to issues of study efficiency, but lack of heterogeneity among study participants may be an advantage with regards to controlling confounding. Ideally, the best study in terms of scientific validity would be a design involving large heterogeneity in the exposure and complete homogeneity in all other characteristics (provided we did not wish to investigate effect modification and/or the effects of varying population contexts).

Of course it should be acknowledged that lack of heterogeneity is not always an advantage, particularly when there is important effect modification. It can happen that exposure has strong effects in one population subgroup and weaker or non-existent effects in another. If a study is based on the latter subgroup, then the effects of exposure will not be identified. However, once again, to explore such effect modification usually requires non-representative samples, e.g. by studying equal numbers in each age-group, gender or ethnic group.
Unless we are explicitly interested in, or have a priori reason for, investigating heterogeneity, generalizability is a matter of scientific inference rather than representativeness. There are many situations in which such generalisability is relatively straightforward. Smoking causes lung cancer in every population in which it has been studied, and there was no bias, and considerable practical advantages, to restricting one of the key early studies to British doctors. Similarly, smoking presumably causes lung cancer in those with or without a telephone, those who have registered to vote and those who have not, and in those who use and those who do not use the internet. With rare exceptions, such restrictions may greatly enhance study practicality and thereby response rates and power, and have little or no effect on validity or generalisability.

Criticism 2: If the exposure of interest is associated with the probability of selection, the exposure-outcome associations estimated in a non-representative cohort may be biased.

The second major criticism of the use of non-representative samples is the possibility of introducing selection bias. When conducting a cohort study on a selected population, it is likely that there are factors that are associated with selection and are also determinants of the disease of interest. For example, in a cohort study restricted to British doctors, familial history of early mortality from cardiovascular diseases may affect both the lifetime probability of cardiovascular diseases and the decision of becoming a doctor. As with other risk factors, the exposure of interest may also be associated with the probability of selection: for example socioeconomic status may affect both smoking habits and grades at high school (and therefore the probability of being admitted to a Medical School). If both the exposure and another risk factor for the disease of interest are associated with the probability of selection, baseline restriction can introduce bias in the exposure-outcome association. This is a type of collider bias that has been discussed extensively in the epidemiological literature, including by us in the context of internet-based cohorts. Fortunately,
the amount of bias that is expected to be introduced by this phenomenon is small unless all of the associations involved in generating the bias are very strong. Assuming that all relative risks involved are of 2.0, the bias, in logarithmic scale, will be of 0.02 (i.e. a RR for the exposure-outcome association of 1.02, when the true relative risk is 1.00), while assuming that all RRs are of 4.0 it will be of 0.15 (i.e. a RR of 1.16, when the true RR is 1.00)\(^7\).

However, the exposure of interest is almost always associated with some disease risk factors in the general population, whether or not we study a restricted subpopulation. Indeed each general population, at a given point in time, will have its specific confounding pattern. There is no reason to assume that confounding patterns for, say, the association of smoking with cardiovascular disease in London, UK, in 2012 is the same of that present in Turin, Italy, in 2012: we could, for example, expect that in London smoking is associated with drinking beer while in Turin it is associated with drinking red wine. The confounding pattern in the selected cohort may differ from that of the corresponding general population, but we cannot predict whether the amount of confounding will be greater, similar or smaller. The bottom line is that each population, including a selected study population, has its own confounding pattern. Valid scientific inference is achieved if the confounders are controlled for, and there is no reason to believe that control of confounding can be more easily achieved in a population-based cohort than in a restricted cohort. Indeed, we can intentionally restrict the cohort to decrease confounding bias. For example, if we are not able to precisely measure the amount of alcohol consumption in the general population, and we know that alcohol is a relevant confounder of the association of interest, we can restrict the study to non-drinkers and occasional drinkers.

In a recent paper, we compared, for selected exposures and outcomes of interest, the confounding pattern of the NINFEA internet-based cohort with that present in the corresponding general population.
population, showing that the overall confounding was not larger, but was qualitatively different, than that present in the general population.

As mentioned above, it is not impossible to devise situations in which selection bias could occur due to restriction (i.e. non-representativeness), e.g. when an exposure and an unmeasured risk factor for the disease are independent in the general population but both are associated with the probability of selection. Our argument is not that such bias is impossible, but rather that restricted studies are often likely to be less affected by confounding. Also, any small likelihood of bias from using non-representative samples needs to be balanced against the likelihood of bias if attempts to use random representative samples result in low response rates at follow-up and/or a greater likelihood of information bias. The British doctors study is a relevant example once again, in which the non-representative sample has likely induced better follow-up and greater validity of the smoking information gathered. To insist on doing the study in a random general population sample would have had little or no benefit, and considerable disadvantages in terms of logistics and study validity.

**Criticism 3: If an intermediate variable in the causal pathway from the exposure to the outcome is associated with the selection, exposure-outcome associations estimated in a non-representative cohort may be biased.**

We would therefore argue that the main reasons for opposing the use of non-representative samples — lack of heterogeneity and the potential for introducing selection bias and/or confounding — are rarely valid, and are generally outweighed by the benefits of this approach, although of course this conclusion is highly hypothesis- and study-dependent. In the rest of this paper, we will consider an issue which has been less debated, namely the situation in which an intermediate variable (a mediator, that is a variable that is on the pathway from the exposure to the outcome) is associated with the probability of selection.
In most circumstances, baseline selection in cohort studies takes place before the intermediate variable is manifest. For example in the British doctors study it could be assumed that members of the cohort became doctors before the occurrence of manifest mediators of the effect of the exposure (smoking) on the outcomes of interest. Analogously, in an internet-based birth cohort, having access to the internet likely occurs before pregnancy and, thus, before most of the possible intermediate variables may become manifest. Within this framework, if there is a variable affecting both the intermediate variable and the probability of selection, the use of a non-representative sample could alter the exposure-mediator confounding pattern. This situation is illustrated in Figure 1 using directed acyclic graphs. Figure 1a shows a non-representative cohort in which selection introduces exposure-mediator confounding that was not present in the general population; Figure 1b shows the case of a representative cohort in which there is already exposure-mediator confounding; in Figure 1c a non-representative cohort study is conducted in the same population of Figure 1b; in Figure 1d the exposure-mediator confounder also affects the probability of selection. An example of the scenarios depicted in Figures 1b and 1d would be the effect of pre-pregnancy BMI (E) on pre-term delivery (O), in which gestational hypertension is a possible mediator (M). Socio-economic class (C) would be an exposure-mediator confounder, assuming that it affects both pre-pregnancy BMI and gestational hypertension but, in a simplified scenario, it is not a determinant of pre-term delivery otherwise. In a study restricted to internet users, socioeconomic status would also affect selection (S) (as in Figure 1d) and thus, restriction would be likely to decrease exposure-mediator confounding due to socioeconomic status.

In summary, some of the scenarios described in Figure 1 increase the overall exposure-mediator confounding, while others decrease it. We consider that there is no reason to expect that non-representative cohorts tend to have a larger exposure-mediator confounding than representative cohorts, although we can always plan the selection in order to decrease exposure-mediator confounding. We should acknowledge that a confounder of the exposure-mediator association is
often treated as a confounder of the exposure-outcome association, especially when quantifying the role of the mediator is not the focus of the study. In this context, scenarios described in Figure 1 become very similar to those described in the previous section (Criticism 2).

It is possible that baseline selection occurs after an intermediate variable becomes manifest. This may typically happen both in representative and in non-representative cohorts when there is unintentional non-representativeness. In a study involving internet-based recruitment, the fact that participants are volunteers that should need to first be aware of the existence of the study may enhance this potential problem. If the intermediate variable has a direct effect on the selection, a number of different scenarios may occur. The simplest scenario is that described in Figure 2, in which there is only a direct effect from the mediator to the selection. According to the causal relationship described in this figure (in which there are no other factors affecting the selection), the effect of the exposure on the outcome of interest would be attenuated. It should be considered, however, that typically the decision to participate in the study depends on a large number of factors and the selection process is poorly predicted by a single intermediate variable. Thus, the situation described in Figure 2 in most instances should introduce a negligible or modest bias in the estimate of the exposure-outcome association. The example of the effect of maternal pre-pregnancy BMI on preterm delivery in which gestational hypertension is an intermediate factor may be used to illustrate also the situation in which selection is directly affected by an intermediate variable. In particular, the decision of pregnant women to participate in the study could depend on whether they have gestational hypertension or not.

The relationship between intermediate variables and selection can become much more complex than described above*: for example, the selection could be affected both by the intermediate variable and by the participant’s reaction to the intermediate factor. For example, in the hypothetical study of the effect of maternal pre-pregnancy BMI on the risk of pre-term delivery, where gestational
hypertension acts a mediator, we would have to consider that women are usually monitored during the remaining part of pregnancy and may be prescribed blood pressure medications. Participation in the cohort could be affected both by the gestational hypertension and by the consequent activities, e.g. those taking medications, being more or less likely to volunteer to participate in the study.

The interplay between intermediate variables and selection, as well as the natural history of disease, will have to be fully explored in a future work. However, it should be emphasized that, regarding selection, the issue can be solved by taking into account the temporal relationships between the variables under study and, thus, by enrolling the participants before the intermediate variable or its early signs could become manifest. In a birth cohort study involving enrolment during the first trimester of pregnancy, for example, selection cannot be directly affected by intermediate variables acting later in pregnancy or at birth.

Conclusions

In conclusion, we agree with Rothman and colleagues that scientific inference does not require representativeness, and often explicitly requires that study samples should not be representative. Overall, representativeness can be harmful or beneficial depending on the study question and context. There is no reason to embrace representativeness per se, as often restriction can enhance the practicality of a study and/or the validity of the scientific inferences. We acknowledge that further work is needed to fully understand some specific situations, in particular when an intermediate variable directly affects baseline selection. However, leaving aside this specific issue, we consider that the view that studies based on representative samples are clearly better than those based on restricted samples is untenable. Rather, although it is perhaps too strong to argue that representativeness should always be avoided, it is usually not necessary, and often should be avoided.
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Figure 1. Effect of selection in a cohort study in which a mediator (M) of the effect of the exposure (E) on the outcome (D) becomes manifest after the selection has occurred.  

a) Non-representative cohort in which the mediator (M) and the selection (S) are affected by a common cause (R), and the exposure (E) is also associated with selection; b) Representative cohort in which there is exposure (E) – mediator (M) confounding from C; c) Scenarios described in Figure 1a and Figure 1b coexist; d) Same as Figure 1b, but the confounder (C) also affects selection.
Figure 2. Selection of cohort participants (S) is affected by the mediator (M) of the exposure (E)-outcome (D) association.
Chapter 5

Growth Modelling

5.1 Preamble

The aim of modelling growth is to summarise individual data, made of repeated anthropometric measurements taken on a subject at different ages, into a reduced number of parameters, without significant loss of information. This process should allow the comparison of growth patterns between individuals or populations and, when the growth function is differentiable, to identify particular features of the growth curve such as turning points (e.g. timing of BMI peak during the first year of life) or velocity and acceleration at any time point within the observed age range. The target is thus to summarise the individual growth measurements taken at varying ages into a smooth curve, which could represent the underlying growth trajectory more closely than the raw data themselves. The optimal degree of smoothness, that is the one that provides a satisfactory balance between goodness of fit and both model parsimony and parameters interpretability, thus needs to be found. Further, it is desirable that the fitting procedures used to estimate these models are robust to missing values and measurement error and to irregularity of the ages at which observations are made, which are common issues in longitudinal growth studies (Berkey, 1982).

Several models have been proposed in the literature to describe human growth, either specific to an anthropometric measurement or to a range of ages. Hereafter we will refer to this class of models as
“Biological models”. More general statistical models have also been applied to growth data to describe their patterns and extract particular features. These include in particular polynomials and fractional polynomials models (Royston and Altman, 1994), random effect models (Goldstein, 2010), splines methods (Ruppert et al., 2003) and latent growth models (Jung and Wickrama, 2008). Hereafter we will refer to these class of model as “Statistical models”. Some of these models will be briefly reviewed here.

5.1.1 Biological models

Among the models specifically developed to describe human growth, many are concerned with at least the first 2 years of life, for example the Jenss-Bayley (Jenss and Bayley, 1937), Count (Count, 1943), Berkey-Reed (Berkey and Reed, 1987), infancy-childhood-puberty (ICP) Karlberg (Karlberg, 1987) and Jolicoeur-Pontier-Pernin-Sempé (Jolicoeur et al., 1988) models, with the last two describing growth in height from birth through to final adult height. On the other hand, the Jenss-Bayley, Count and Berkey-Reed models have been proposed for both height and weight, but covering only the first 6/8 years of life.

All of these models were conceived as models to be fitted separately on each individual. Extensions for the joint modelling of multiple individuals are discussed later. Also these models were originally conceived for un untransformed anthropometric measures. Formal specifications of these models as fitted separately on each subject are given below, with \(y_{ij}\) being the anthropometric measurement made for subject \(j, j = 1, \ldots, J\), at times \(t_{ij}, i = 1, \ldots, n_j\), the \(\alpha_j\)'s being the unknown subject-specific parameters and \(\epsilon_{ij}\)'s being the error terms assumed to be normally distributed with mean 0 and variance \(\sigma^2_{\epsilon_j}\):

\[y_{ij} = \alpha_{1j} + \alpha_{2j}t_{ij} - e^{\alpha_{3j} + \alpha_{4j}t_{ij}} + \epsilon_{ij} \quad (5.1)\]

where \(y_{ij}\) is height or weight at age \(t_{ij}\), with \(t\) ranging from birth to 6/8 years. The model accounts for the rapid decelerating growth usually observed after birth via the exponential component, which after infancy becomes negligible.
The Count model

\[ y_{ij} = \alpha_{1j} + \alpha_{2j} t_{ij} + \alpha_{3j} \log t_{ij} + \epsilon_{ij} \]  

(5.2)

This model has been used to describe height and weight as well as some skull dimensions in early childhood. Count presented also a model which considers height throughout the whole period of growth, adding an additional component for the time 6 to 11 years and one for the last phase of growth (Count, 1943).

The Berkey-Reed model

\[ y_{ij} = \alpha_{1j} + \alpha_{2j} t_{ij} + \alpha_{3j} \log t_{ij} + \alpha_{4j} \left( \frac{1}{t_{ij}} \right) + \epsilon_{ij} \]  

(5.3)

\[ y_{ij} = \alpha_{1j} + \alpha_{2j} t_{ij} + \alpha_{3j} \log t_{ij} + \alpha_{4j} \left( \frac{1}{t_{ij}} \right) + \alpha_{5j} \left( \frac{1}{t_{ij}^2} \right) + \epsilon_{ij} \]  

(5.4)

These two versions of the Berkey-Reed model are an extension of the Count model with the addition of one and two decelerating terms respectively, which, in turn, allow for one or more inflection points in the growth curve. Here \( y \) can be either height or weight as well as head circumference.

The Kalberg-infancy component model

\[ y_{ij} = \alpha_{1j} + \alpha_{2j} (1 - e^{-\alpha_{3j} t_{ij}}) + \epsilon_{ij} \]  

(5.5)

This is the infancy component of the ICP model, already mentioned above, which consists of a decelerating function lasting until about 3-4 years of age. It is an exponential function, where \( y \) is height.
The Jolicoeur-Pontier-Pernin-Sempé model

\[ y_{ij} = A \left( 1 - \frac{1}{1 + \left( \frac{t_{ij}'}{\alpha_{1j}} \right)^{\alpha_{2j}} + \left( \frac{t_{ij}'}{\alpha_{3j}} \right)^{\alpha_{4j}} + \left( \frac{t_{ij}'}{\alpha_{5j}} \right)^{\alpha_{6j}}} \right) + \epsilon_{ij} \]  \hspace{1cm} (5.6)

Here \( t_{ij}' \) represents the 'total age' of subject \( j \) from conception (that is age \( t_i \) plus the duration of the pregnancy), \( y \) is height and \( A \) is adult height, with the model describing its growth from birth until maturity.

Other anthropometric models have been proposed in the literature, for example the Preece-Baines model (Preece and Baines, 1978) used to describe growth in height from age two years to maturity, but they are not presented here because they deal with human growth after the infancy period and therefore are not relevant for this Ph.D. The Jenss-Bayley model (5.1) and the 4-parameters version of the Berkey-Reed model (5.3), which were specifically developed to model weight in the first years of life (as well as height), will be reviewed in detail in Research Paper III.

5.1.2 Statistical models

As already stated, the model described above (defined as "Biological models") were specifically developed to describe human growth in a given anthropometric dimension for a specific age range. These models imply a basic functional form of the growth curve with their parameters usually allowing some functional interpretation (Hauspie and Molinari, 2004). In contrast, general statistical models do not postulate a particular form of the growth curve. Furthermore because the repeated observations for an individual within the sample are not mutually independent inferential problems arise when all data are analyzed together. Data such as these are called hierarchical. These also arise for example with data on patients clustered within hospitals, children within schools, siblings within families etc. Growth data collected on cohorts of children are therefore a special case of hierarchical data (called longitudinal data) where the clusters are the individuals who are followed over time. A particular feature that distinguishes this type of data from standard clustered data is that the strength of dependency within each cluster is influenced by the time interval elapsed between observations, that is the within cluster correlation structure is driven by time. There are alternative approaches to deal with the correlated
The hierarchical models suitable for handling these data differ according to whether the data can be classified as balanced or unbalanced, a concept that concerns the study design. When analysing repeated growth measurements data can be defined as balanced if the time points at which the anthropometric measures are planned to be observed are the same for each study-subject. Conversely, when the repeated observations are not taken at the same time for each individual the resulting longitudinal growth data are unbalanced. Unbalanced growth data can be analysed using random effects models, also called mixed effects or multilevel models (Goldstein, 2010), under the assumption that the irregularity of the observations is not guided by the actual values of the anthropometric variable.

An introduction to this class of models and to generalization of this approach particularly relevant for this Ph.D. is provided below.

**Random effects models**

Random effects models explicitly incorporate the hierarchical structure of the data into the modelling process, i.e. the correlations among the observations on the same child. They also allow to investigate the influence of predictors on the growth trajectories. Using a random effects approach all subjects with at least one growth measure can theoretically be included in the analyses, as this method borrows information across individuals to estimate individual parameters.

Formally, let $y_{ij}$ be the anthropometric measurement made for subject $j$, $j = 1, \ldots, J$, at times $t_{ij}$, $i = 1, \ldots, n_j$ and $\sum_{j=1}^{J} n_j = N$ (that is $N$ is the total number of measurements), where the subjects represent the clusters (level-2) and the time points represent the elementary units (level-1). Note that if data are balanced $n_j = n$ and $t_{ij} = t_i$ for every $j$. Also note that the anthropometric measure $y$ could be transformed (e.g. log-transformed) to meet the distributional assumptions of the model.

The simplest random effects model in this class is called the **random intercept** linear model in which the variation in individual trajectories is modelled via random intercepts. When there are no
explanatory variables apart from time, this is given by

\[ y_{ij} = (\mu + u_{0j}) + \beta t_{ij} + e_{ij} \]  \hspace{1cm} (5.7)\]

where \( u_{0j} \) represent random variables with mean 0 and variance \( \sigma^2_{u0} \) (the between-subjects variance) and \( e_{ij} \) also are random variables with mean 0 and variance \( \sigma^2_e \) (the within-subjects variance). It is generally assumed that \( u_{0j} \sim N(0, \sigma^2_{u0}) \) and \( e_{ij} \sim N(0, \sigma^2_e) \), independent of each other and of the explanatory variables (in this case \( t_{ij} \)). Observations from two different subjects are thus independent, while a within-subject correlation is allowed from this model. Given that

\[
\text{Cov}(y_{1j}, y_{2j}) = \text{Var}(u_{0j}, u_{0j}) = \sigma^2_{u0} \hspace{1cm} (5.8)
\]

and

\[
\text{Var}(y_{1j}) = \text{Var}(y_{2j}) = \sigma^2_{u0} + \sigma^2_e \hspace{1cm} (5.9)
\]

the within-subject correlation (also called \textit{intra-class correlation (ICC)}) is given by:

\[
\rho = \frac{\sigma^2_{u0}}{\sigma^2_{u0} + \sigma^2_e} \hspace{1cm} (5.10)
\]

representing the proportion of total variance explained by the variation between subjects.

In the linear model (5.7) the parameters \( \mu \) and \( \beta \) are referred to as fixed effects, while the \( u_{0j} \) as random effects. The marginal regression, given by \( E(y_{ij}|t_{ij}) = \mu + \beta t_{ij} \), represents the population average relationship between the anthropometric dimension and time. According to this model, the individual intercepts are allowed to vary around a mean value but the slope, \( \beta \) (i.e. the effect of time), is forced to be the same for every subject.

A more appropriate model for longitudinal growth data is the \textbf{random intercept and slope} model (also known more generally as \textit{random coefficients} model), which is a natural extension of the previous one, allowing both the slopes and the intercepts to be subject-specific:

\[ y_{ij} = (\mu + u_{0j}) + (\beta + u_{1j})t_{ij} + e_{ij} \]  \hspace{1cm} (5.11)
where here both \( u_{0j} \) and \( u_{1j} \) are considered as random effects. These variables have the following assumptions:

\[
\begin{bmatrix}
  u_{0j} \\
u_{1j}
\end{bmatrix} \sim N(0, \Sigma_u), \quad \Sigma_u = \begin{bmatrix}
  \sigma_{u0}^2 \\
  \sigma_{u01} \\
  \sigma_{u1}^2
\end{bmatrix}
\]

\( e_{ij} \sim N(0, \sigma_e^2) \)  \( (5.12) \)

It follows that now the level-2 residuals, the \( u \)'s, are allowed to be correlated. As before the level-2 residuals are assumed to be independent of the level-1 residuals, \( e_{ij} \), and all the residuals are assumed to be independent of the model's explanatory variables (\( t_{ij} \) in this case). It follows that, as before, measurements from different subjects are still uncorrelated, but for observations within the same subject:

\[
\text{Cov}(y_{ij}, y_{2j}) = \text{Cov}(u_{0j} + u_{1j}t_{1j} + e_{1j}, u_{0j} + u_{1j}t_{2j} + e_{2j}) = \sigma_{u0}^2 + \sigma_{u1}^2t_{1j}t_{2j} + \sigma_{u01}(t_{1j} + t_{2j}) \quad (5.13)
\]

Their covariance thus depends on the times of measurement, that is a non constant covariance between observations in the same individual is allowed. Moreover the model implies that the variance varies with time too and it is given by:

\[
\text{Var}(y_{ij}) = \sigma_{u0}^2 + \sigma_{u1}^2t_{ij}^2 + 2\sigma_{u01}(t_{ij}) \quad (5.14)
\]

It should be noticed that, if the time interval elapsing between measurements on a subject is very short, the assumption of independence of the within-individual residuals (level-1) may not hold and thus the error structure in longitudinal data may be more complex than this (Goldstein et al., 1994). Finally random effects models can be extended to allow for additional predictors to have random effects, to allow for more than 2 hierarchical levels or to allow for nonlinear relationships (for example adding a quadratic term for the time variable). In general random effects models have a common function of time (i.e. linear or quadratic) to describe the average growth pattern of all the study-subjects from which each departs according to the distribution of the level-2 errors. However different subjects may
follow very different growth trajectories over time, and growth patterns are often more complex than
those described by linear or curvilinear functions. Although random slopes for both the linear and
the quadratic term can be included to allow for subjects with different growth trajectories, imposing
such rigid algebraic form to the growth curves may result in a poor fit to the data. An alternative is
to consider more flexible random effects models, such as random effects specification of the biological
parametric models described above, or to use spline methods, which can also be implemented within
a random effects model framework. A brief introduction to these approaches is given below.

Random effects specification of biological models

As discussed above, the models specifically developed to described human growth were conceived to
be fitted separately on each child, with population estimates of the model’s parameters derived by
summarizing the individual ones (using their means and standard deviations for example). However,
this approach suffers from some limitations. In particular individual curves can be fitted only to those
subjects for whom a minimum number of measurements is available, depending on the number of
parameters to be estimated. Moreover if growth measurements for each subject are available only for a
limited number of occasions the variability of the resulting parameter estimates could be very large. In
order to overcome these problems distributional assumptions for the subject-specific parameters could
be added to define an overall model for all children and therefore extending them to have a random
effects model specification. As stated above, using a random effects approach all subjects with at least
one growth measure can theoretically be included in the analyses. As a consequence the variability of
the random effects is expected to be much lower than that of the corresponding fixed effects, obtained
by fitting individual curves. Moreover allowing to fit one single model for all children instead of fitting
one model for each child separately this approach significantly reduces the computational burden.
For example, using the same notation as in equation (5.1), the child-specific parameters of the Jenss-
Bayley model can be specified as follows:

\[
\begin{align*}
\alpha_{1j} &= \alpha_{10} + \alpha_{11j} \\
\alpha_{2j} &= \alpha_{20} + \alpha_{21j} \\
\alpha_{3j} &= \alpha_{30} + \alpha_{31j} \\
\alpha_{4j} &= \alpha_{40} + \alpha_{41j}
\end{align*}
\] (5.15)

where \( \alpha_{10} \) represents the fixed effect and \( \alpha_{11j} \) the child-specific random effect for the parameter \( \alpha_{1j} \), with similar definition for the components of \( \alpha_{2j}, \alpha_{3j} \) and \( \alpha_{4j} \). As observed for the random intercept and slope model, described in equations (5.11) and (5.12), the child-specific random effects \( \alpha_{11j}, \alpha_{21j}, \alpha_{31j} \) and \( \alpha_{41j} \) would be assumed to be drawn from a multivariate normal distribution with mean \( \mathbf{0} \) and covariance matrix \( \mathbf{\Sigma} \) and are assumed to be independent of the level-1 errors (\( \epsilon_{ij} \) in equation (5.1)).

Similar specification could be applied to the other biological models described above.

This is the approach used in Research Paper III for the Jenss-Bayley and the 4-parameters version of the Berkey-Reed model.

**Spline models**

Splines methods are used to handle non-linear relationships between an outcome variable and an explanatory variable, with the objective of achieving a good balance between a good fit to the data and a smoothed curve (Green and Silverman, 1994; Ruppert et al., 2003). In order to apply these methods it is important to clarify which are the different types of splines available and what are the alternative options each of them offers. In this context we are concerned with the relationship between an anthropometric variable of interest \( y_{ij} \) for subject \( j, j = 1, \ldots, J, \) and age \( t_{ij}, i = 1, \ldots, n_j \).

Generally, the problem is to define a function \( g(t_i) \), the so-called spline function, such as

\[
y_{ij} = g(t_{ij}) + \epsilon_{ij}
\] (5.16)

Formally, a spline is a piecewise-polynomial function of the explanatory variable (e.g. age) on an
interval \([a, b]\) composed of \(K\) subintervals, with the order of the polynomial defining the degree of the spline \(p\) and with the subintervals joined at points called knots. Usually the values of this function and the first \(p - 1\) derivatives are continuous at the knots. This property guarantees the smoothness of the spline curve but also imposes some constraints in its flexibility.

Let \(g(t_{ij})\) be the smooth curve to be used when fitting a model for the growth data for subject \(j\), splines are defined by selecting a basis, that is a set of known functions that determine a family of transformations to be applied to the original variable \((t_{ij})\) (Schimek, 2009). Let \(B_s(t_{ij})\) be the \(s\)th basis function then \(g(t_{ij})\) can be represented by

\[
g(t_{ij}) = \sum_{s=1}^{S} \beta_s B_s(t_{ij})
\]

where \(S\) is the basis dimension and the \(\beta_s\) are the unknown coefficients to be estimated. The basis dimension depends on the number of knots \(K\), the type of basis function and the degree \(p\) of the spline.

Three basic choices need to be made when applying splines (Ruppert et al., 2003): (i) the spline model; (ii) the basis function; and (iii) the estimation method.

**The spline model**

(i) The spline model is specified in term of the degree of the polynomial used – with cubic splines being the most frequent choice –, the number of knots and their location, and the imposition of the boundary constraints. The latter refers to the constraint that the spline is linear in the tails beyond the boundary knots. Splines with this constraint are named “natural splines”. Automatic procedure to select the knots are available, and often knots are selected to be placed at equally-spaced quantiles of the observed distribution of the explanatory variable, in this case age. Choice of the number of knots, rather than their location, has been shown to be crucial to the fit (Ruppert et al., 2003; Schimek, 2009). An alternative is to place the knots at specific points, where significant changes in the curve of interest are expected.

**The basis function**

(ii) The simplest basis is that generated applying the truncated power function. Defining \((t - \kappa)_+\) as the function which takes value 0 to the left of \(\kappa\) and value \((t - \kappa)\) from \(\kappa\) onwards, the truncated power
basis for a spline with degree $p$ and $K$ knots is:

$$1, t, t^2, ..., t^p, (t - \kappa_1)^p, ..., (t - \kappa_K)^p$$

The corresponding $p$th degree spline model is:

$$g(t_{ij}) = \beta_0 + \beta_1 t_{ij} + \beta_2 t_{ij}^2 + ... + \beta_p t_{ij}^p + \sum_{k=1}^{K} \beta_k (t_{ij} - \kappa_k)^p$$

These bases have the drawback of not being orthogonal, often leading to numerical instability/less accuracy of the fit, especially when the number of knots is large and no or small penalty is applied. The most common alternative is the B-spline basis (for which there is not a straightforward equation), which has more stable numerical properties. Other alternatives, such as radial bases, exist (Ruppert et al., 2003).

The estimation method

(iii) Two broader classes of splines exist: fully-parametric splines, which parameters are estimated via standard approaches (e.g. ordinary least squares or maximum likelihood), and penalized splines, which use a penalized likelihood approach. With the former the degree of smoothness of the curve is entirely specified through the number and position of the knots, making these choices crucial to the fit. Penalized splines are a more flexible approach which overcomes this limitation, as it provides automatic procedures to select the degree of the smoothness. In order to deal with fits to the data which are too rough, which is usually due to including too many knots, either the number of knots has to be reduced or all the knots are retained but their influence is constrained. This is the general concept that lies behind the so called penalized splines (Ruppert et al., 2003). The aim is to avoid unconstrained estimations of the coefficients of the $K$ knots which could lead to a wiggly fit: instead of removing some knots, which is equivalent to set to 0 their corresponding coefficients while leaving the remaining ones unconstrained, all coefficients of the spline basis are shrunken towards zero. A roughness penalty term is thus introduced – with the amount of smoothing controlled by a smoothing parameter – to penalize fits which are too rough. A general definition of penalized splines is $\hat{y}^T B(t_{ij})$,}
where $\hat{\beta}$ is the minimiser of

$$
\sum_{i=1}^{n} \left\{ y_{ij} - \beta^T B(t_{ij}) \right\}^2 + \alpha \beta^T D \beta
$$

with $\alpha > 0$ being the smoothing parameter, $\alpha \beta^T D \beta$ representing the roughness penalty and $D$, a symmetric positive semidefinite matrix, the penalty matrix (Ruppert et al., 2003). Once the basis function and the penalty have been chosen, the penalty matrix $D$ is automatically determined. The main advantage is that, with this spline, knots selection problem can be overcome, as automatic procedures to select the smoothing parameter exist. It has been shown that, provided the knots cover all the range of the observation points, their number and location does not affect much the result, while the choice of the smoothing parameter $\alpha$ is more relevant (Gurrin et al., 2005; Ruppert et al., 2003).

A particular type of spline is the smoothing spline. This is the spline obtained by minimizing the penalized sum of squares

$$
\sum_{i=1}^{n} \left\{ y_{ij} - \hat{g}(t_{ij}) \right\}^2 + \delta \int_a^b \hat{g}''(t)^2 dt
$$

where the roughness of the fitted curve is quantified by a penalty of the integrated squared second derivative of the curve $g(t)$ while the goodness of fit is measured by the residual sum of squares. Therefore, similarly to the penalised spline, a roughness penalty approach is used with $\delta$ being the smoothing parameter used to compromise between a good fit and a smooth curve: as $\delta$ gets smaller $g(t_{ij})$ will tend to follow the curves of the observed data more closely. It has been shown that the minimiser of this function is a natural cubic spline with knots placed at each discrete value of the explanatory variable. Penalized splines are however usually preferred to smoothing splines, as a much lower number of knots is needed to obtain the same amount of smoothness while strongly reducing the computational burden (Ruppert et al., 2003; Schimek, 2009).

A particularly useful application of these spline techniques is their implementation within a random effects model framework (Ruppert et al., 2003). Splines can be extended with the inclusion of subject-specific random effects, which capture the departure of a given individual's curve from the average.
(population-level) pattern. As discussed above, this will allow to define an overall model for all subjects.

**Shape-invariant random effects model**

Among the applications of spline methods within a random effects model framework, of relevance for this Ph.D., is the shape-invariant model with random effects introduced by Beath (Beath, 2007) to describe infant weight growth and by Cole (Cole *et al.*, 2010) to analyse pubertal growth in height. Cole used a slightly modified parametrization, which is the one adopted here, and named the model SuperImposition by Translation And Rotation (SITAR). In this model a common spline function for all subjects is modified by shifting and scaling the two axes to adapt the common function to the individual curves (more details are included in Research Papers III and IV). In these applications a natural cubic spline with B-spline basis is used to fit the data by using a non-linear random effects model, with the parameters of the spline treated as fixed effects whereas the coefficients of the shape invariant model are treated as random. Let, again, $y_{ij}$ be the anthropometric measurement made for subject $j$, $j = 1, \ldots, J$, at times $t_{ij}$, $i = 1, \ldots, n_j$, then the SITAR model is specified as:

$$y_{ij} = \alpha_j + h(t_{ij} - \beta_j e^{-\gamma_j}) + \epsilon_{ij}$$

where $h(z)$ is the natural cubic spline curve of the growth variable regressed on $z$ (the transformed age) and $\alpha_j = \alpha_0 + \alpha_{1j}$ (size) is a subject-specific coefficient with $\alpha_0$ representing the fixed effect and $\alpha_{1j}$ the random effect, with similar definitions for the other two parameters $\beta_j$ (tempo) and $\gamma_j$ (velocity). It should be acknowledged that shape-invariant modelling has been applied before to summarize mechanisms that are common to most human being. In particular, shape-invariant models using the logistic or the Gompertz models as shape functions have been used to study the pubertal growth spurt (Hauspie and Molinari, 2004).

In Research Paper III SITAR is described and its fitting and interpretability discussed in comparison with the Jens-Bayley and Berkey-Reed models, while in Research Paper IV SITAR is extended to include multiple time-fixed explanatory variables and used to investigate the association between several maternal prenatal exposures and size, velocity and tempo of infant growth of children belonging to the three cohorts available for this Ph.D.
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Abstract

There is broad recognition that early life growth trajectories can contribute to the study of the onset and development of several health outcomes. In this paper we review the random effects specifications of two models purposely developed to describe anthropometric data and a shape invariant random effects model recently proposed in the statistical literature. They are compared in terms of their ability to extract salient and biologically meaningful features of growth in infancy and also to validly represent the data. We discuss advantages and limitations in choosing and interpreting each of the models using longitudinal weight data taken from 0 to 4 years from three contemporary birth cohorts.

Keywords: Growth curve; Jenss-Bayley; Random effects; Reed; SITAR; Splines; Weight.

1 Introduction

Much interest in modelling growth data comes from research in life course epidemiology, Barker (1998); Huxley et al. (2000); Kuh and Ben-Shlomo (2004); Baird et al. (2005), where summary growth parameters are used as explanatory variables for the onset of a later outcome. In such settings analyses consist of two stages: the first focussed on modelling the growth data, and the second aimed at relating parameters from the growth model, e.g. the age at peak weight velocity (APWV), to distal health outcomes, e.g. cardiovascular disease later in life. This field of research has been enriched by several new European (CHICOS (2010)) and worldwide (Richter et al. (2011); Brown et al. (2007)) birth cohorts established to study early life influences on the onset and development of a wide range of later diseases. As a consequence, a large body of longitudinal growth data, collected in different populations and periods
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and with different approaches and levels of detail, is available. There is therefore an increasing need for understanding and applying modelling strategies that properly exploit these data, also taking into account both the pattern and the quality of the growth measurements.

The traditional approach of analysing anthropometric data consists of finding a parametric curve which is suitable for the variable and the age range of interest, while fitting it separately to each child. For example the Jenss-Bailey (JB) model was suggested in 1937, Jenss and Bayley (1937), to describe weight or height growth from birth to age six years. It is a fully parametric model that includes a linear and a nonlinear (exponential) part. Another model widely used with early life height and weight, is the four, or five, parameter Reed model, Berkey and Reed (1987), where different parametrizations can be used to model postnatal growth deceleration. Typically these and other anthropometric models are either specific to a particular growth measurement or age range and therefore are not widely applicable, and, most importantly, their parameters do not have an intrinsic biological interpretation. Moreover their fitting of separate individual curves is inefficient. An alternative approach that partly overcomes the latter problem consists of fitting whatever model is selected not separately to each child but simultaneously, using random effects (i.e. mixed) models, Verbeke and Malenberghs (2000). Within this framework child-specific parameters are assumed to be drawn from some distribution. Applications include a random effects specification of the JB model used to study the height trajectories of children with and without Turner syndrome, van Dommelen et al. (2005), and two specifications of the Reed model used to analyze growth in weight during the first years of life in an Ethiopian and a Finnish birth cohort, Asefa et al. (1996); Tzoulaki et al. (2010). General specifications of random effects models have also been used to analyse growth data, Verbeke and Malenberghs (2000). Linear and higher degree polynomial functions of time are specified within this framework, dos Santos Silva et al. (2002); Yang et al. (2011), with random effects generally included only for some of the parameters because of identification constraints, Goldstein (2011). However these models can only produce a limited range of possible shapes, which are not usually sufficient to describe infant growth. Furthermore growth patterns may not all cluster around a single population average polynomial curve, therefore leading to poor fit to the data.

For this reason the implementation of spline-based models within the mixed effects framework has raised considerable interest because of their flexibility in fitting different anthropometric variables over different age ranges and the possibility to achieve a satisfactory balance between goodness of fit and smoothness of the growth curve by choosing the number of knots, Ruppert et al. (2003). Among these models, the shape invariant random effects model proposed by Beath in 2007 is particularly relevant, Beath (2007). It was originally used to model infant growth in weight, Beath (2007), but has been used by Cole to analyse height growth during puberty, Cole et al. (2010), and more recently by Hui et al. (Hui et al. (2010)) and Johnson et al. (Johnson et al. (2011)) to study factors influencing infant growth. In this model a common spline function is modified by shifting of the two axes and scaling of the x-axis to fit the individual data. The scaling and shifting identify how each child departs from the common spline function and are captured by parameters which have a direct biological
interpretation, Beath (2007); Cole et al. (2010), unlike any of the methods mentioned above. The application of the shape invariant random effects model however requires fairly advanced computing skills. Its interpretation also requires careful understanding of the parameterization.

The aim of this paper is to compare the two models purposely developed for anthropometric data, JB and Reed, both specified within a random effects framework, with the shape invariant random effects model in terms of their ability to extract salient and biologically meaningful features of growth in infancy and also in their ability to validly represent the data. Comparisons will be carried out using longitudinal weight data from three recent birth cohort studies. The information available from these cohorts differs in term of age range and number and timing of follow-up observations (regular/irregular), and therefore illustrates a variety of settings likely to be encountered in practice.

2 Data

We have analysed data from three contemporary birth cohorts: the Southern European web-based “Nascita e INFanzia gli Effetti dell’Ambiente” (NINFEA) and “Geração XXI” (GXXI) birth cohort studies, and the “Growth and Obesity Chilean Cohort Study” (GOCS).

2.1 Nascita e INFanzia gli Effetti dell’Ambiente

The NINFEA study is an Italian web-based cohort study which started in 2005 and aimed to recruit pregnant women via the Internet and follow up their children. The study is still ongoing and targets pregnant women, who have access to the Internet and sufficient knowledge of the Italian language to understand the questionnaires. They are recruited via a wide range of advertising campaigns (for more details see Richiardi et al. (2007)). Registration is carried out at the study website (www.progettoninfea.it) where participants complete the first questionnaire (Q1). The cohort is then actively followed-up via other online questionnaires administered at around 6 (Q2), 18 (Q3) and 48 (Q4) months of age of the child.

Revisions of the questionnaires were undertaken after enrollment of the first 1,500 participants, thus the available data vary with year of recruitment. In particular, women who enrolled until November 2008 were asked to report the child’s weight at birth, 3 and 6 months at the time of the second questionnaire (Q2), while at Q3 they were asked to report the weight of the baby at 12 and 18 months. When the Q2 and Q3 questionnaires were updated, a new question was introduced regarding the child’s weight at the actual time of completion of these questionnaires. In contrast Q4 was set up from the outset to include questions on anthropometric measures both at 4 years of age and at the time of completion of the questionnaire.

Because of these variations in questionnaire design the data used for these analyses include all singleton children who, at the time of the data download (November 2011), were eligible for completion of Q4. These are the children for whom growth
measurements are available at fixed time points only (0, 3, 6, 12, 18 and 48 months). This sample includes 845 children.

2.2 Geracao XXI

The GXXI study is the first Portuguese birth cohort, established in 2005 in the Porto region. All live children born of women resident in one of the six regional Districts, admitted in one of the five hospitals of Porto for delivery with a gestational age at birth greater than 24 weeks, were eligible to participate. The recruitment period lasted from the end of April 2005 until August 2006. Women were enrolled during an appointment a few days before their due date and, for the majority, baseline questionnaires were completed between 24 and 72 hours after delivery. In total the baseline data consist of 8,311 singleton children. Children were actively followed-up through interviewer-administered questionnaires planned at 3, 6, 12/15 and 24 months. Due to logistic and financial limitations it was not possible to interview every participant at each follow-up visit. Therefore a restricted time period was allocated for each follow-up occasion. At the 2 years follow-up visit growth data from the child’s health records card, with measures obtained prospectively by health professional, were gathered from the parents for entry into the database.

The data used for this analyses consist of the information from the baseline and the 2-years follow-up, available for 783 singleton babies. These include anthropometric measures reported in the child’s health record and referring to measures taken at about 1, 2, 4, 6, 9, 12, 15, 18 and 24 months of age, together with the actual dates of measurement. The values at 24 months were obtained directly by the interviewers. Up to 6 additional measurements and dates reported in the health records were also entered into the database. There are therefore up to 16 weight measurements per child, taken from birth to (about) 24 months.

2.3 Growth and Obesity Chilean Cohort Study

GOCS is an ongoing Chilean cohort aiming to study the association of early growth with children’s maturation, adiposity and associated metabolic complications. The study was initiated in 2006 when all children aged 2.6-4 years attending public nursery schools in six counties of Santiago were invited to participate if they: (i) were singleton births with a gestational age at birth between 37 and 42 weeks, (ii) had a birth weight between 2500 and 4500 grams, and (iii) had no physical and psychological conditions that could affect growth (6 children excluded due to these conditions). Among the 1,498 children eligible to participate, 1,195 accepted (80%). For almost all subjects, weight and height measurements from birth up to 36 months of life were retrospectively gathered from health records, and they were prospectively measured every year after recruitment by a dietitian who visited the nursery school.

For these analyses we only used growth data up to around age 4 years for direct comparison with the NINFEA cohort. This leads to including a maximum of 11 measurements per child. After exclusion of subjects with missing growth data, the sample used in these analyses consists of 1,149 children.
3 Methods

In this paper we compare two classes of anthropometric random effects models, the JB model and the four-parameter Reed model, and the shape invariant random effect model. Below we define these models and the specific issues arising from fitting them to the data.

3.1 The Jenss-Bayley model

The original specification

The JB model, Jenss and Bayley (1937), has been widely applied (see van Dommelen et al. (2005); Deming and Washburn (1963); Manwani and Agarwal (1973); Berkey (1982)) to describe childhood growth during the first six years of life in term of both height and weight. According to this model, the observed growth variable $y_i(t)$ of child $i$ at age $t$, for $i = 1,..., n$ and $t = 1,..., T_i$, can be expressed as

$$y_i(t) = c_i + d_i t - e^{a_i + b_i t} + e_i,$$

where $a_i$, $b_i$, $c_i$, and $d_i$ are unknown parameters to be estimated separately for each child and $e_i$ is the error term at age $t$ specific to child $i$, that is assumed to be normally distributed with mean zero and variance $\sigma_i^2$. Equation (1) defines $y_i(t)$ as a negatively accelerated exponential curve in $t$, whose asymptote is a positive straight line. Hence the model accounts for the rapid decelerating growth rate usually observed during infancy via the exponential component $e^{a_i + b_i t}$, while $c_i$ and $d_i$ represent the intercept and the slope of the asymptote, respectively. From equation (1) it follows that the predicted size at birth for child $i$ is $(c_i - e^0)$.

The random effects specification

Instead of modelling each child separately, we can add some distributional assumptions for the child-specific parameters, and to their relation with the residual errors $e_i$, in order to define an overall model for all children. Using the same notation as in equation (1) we now specify the child-specific parameters as

$$a_i = a_0 + a_{1i},$$
$$b_i = b_0 + b_{1i},$$
$$c_i = c_0 + c_{1i},$$
$$d_i = d_0 + d_{1i},$$

where $a_0$ represents the fixed effect and $a_{1i}$ the child-specific random effect, with similar definitions for the components of $b_i$, $c_i$ and $d_i$. We also assume that $a_{1i}$, $b_{1i}$, $c_{1i}$ and $d_{1i}$ are drawn from a multivariate normal distribution with mean $0$ and covariance matrix $\Phi$ and that the errors $e_i$ are independent normally distributed random variables with mean zero and constant variance $\sigma_i^2$, which are independent of the
child-specific random effects. The curve implied by the model when all random effects are set to 0 (the "population-level curve", Pinheiro and Bates (2000)) is therefore $c_0 + d_0t - e^{c_0 + d_0t}$. Note that this model does not allow for an inflection point (maximum/minimum in the weight velocity curve), and therefore no APWV, because its second derivative with respect to $t$ is an exponential function in $t$.

3.2 The Reed model

The original specification

The Reed model was suggested by Berkey and Reed (Berkey and Reed (1987)), as an extension to an earlier model suggested by Count (Count (1943)). It has two versions, with 4 and 5 parameters, respectively. For comparison with the JB model we focus on the 4-parameter version, which has been shown not to be inferior in term of goodness of fit to the 5-parameter one, Simondon et al. (1992). The 4-parameter specification of the Reed model is

$$y_i(t) = a'_i + b'_it + c'_i\ln(t) + \frac{d'_i}{t} + e'_{it}$$  \hspace{1cm} (2)

where again, $y_i(t)$ is the $i$th child’s growth variable at age $t$, and $a'_i, b'_i, c'_i$ and $d'_i$ are the child-specific parameters and $e'_{it}$ is the child- and age-specific error term, assumed to be normal with mean zero and variance $\sigma_{e_i}^2$. This specification, unlike that for the JB model, is linear in its parameters and can accommodate one inflection point. From equation (2) it follows that $c'_i$ and $d'_i$ are deceleration terms moderating the original increase captured by $b'_i$.

The random effects specification

As for the JB, we can specify the Reed model using a random effects approach. Again we define the child-specific parameters as

$$a'_i = a'_0 + a'_{i1}$$
$$b'_i = b'_0 + b'_{i1}$$
$$c'_i = c'_0 + c'_{i1}$$
$$d'_i = d'_0 + d'_{i1}$$

with, $a'_0$ representing the fixed effect and $a'_{i1}$ the child-specific random effects, and similarly for the other parameters. The parameters $a'_{i1}, b'_{i1}, c'_{i1}$ and $d'_{i1}$ are assumed to be drawn from a multivariate normal distribution with mean 0 and covariance matrix $\Phi'$. As before the error terms $e'_{i1}$ are assumed to be independent normally distributed random variables with mean zero, constant variance $\sigma_{e_i}^2$, and to be independent of the random effects. This model can have an inflection point and therefore the APWV can be derived by differentiating the weight velocity curve (first derivative of the fitted curve) and setting it to zero.
3.3 The shape invariant random effects model

The shape invariant random effects model was introduced by Beath (Beath (2007)) to describe infant weight growth and by Cole (Cole et al. (2010)) to analyse pubertal growth in height. Cole used a slightly modified parametrization, which is the one adopted here, and named the model “Superimposition by Translation And Rotation” (SITAR). It is a model where a common spline function for all subjects is modified by shifting the two axes and scaling the x-axis in order to adapt it to the individual trajectories. This model is not specific to an age range or to an anthropometric dimension. The use of a spline function allows this model to deal naturally with non-linearity and therefore to identify inflection points. In this application a natural cubic spline with a B-spline basis matrix is used to fit the data using a non linear random effects model, where the coefficients of the spline function are treated as fixed effects while the parameters of the shape invariant model are treated as random. Formally, let \( y_i(t) \) be again the growth dimension of the ith child at age \( t \), then the SITAR model is specified as:

\[
y_i(t) = a_i + h\left(\frac{t - b_i}{e^{-\gamma_i}}\right) + \eta_i
\]  

where \( h(z) \) is the natural cubic spline curve of the growth variable regressed on \( z \) (the transformed age) and \( a_i = a_0 + a_{1i} \) is a subject-specific coefficient with \( a_0 \) representing the fixed effect and \( a_{1i} \) the random effect, with similar definitions for the other two parameters. The three random effects \( a_{1i}, \beta_{1i} \) and \( \gamma_{1i} \) are assumed to be drawn from a multivariate normal distribution with mean 0 and covariance matrix \( \Lambda \). As before the error terms \( \eta_i \) are assumed to be independent normally distributed random variables with mean zero, constant variance \( \tau^2 \), and to be independent of the random effects. Weight velocity curves can easily be derived by differentiating the spline curve, and, from these, the APWV can be derived.

The specific random effects \( a_{1i}, \beta_{1i} \) and \( \gamma_{1i} \) for subject \( i \) correspond to the shift parameter for the \( y \)-axis (measure), and the shift and the scale parameter for the \( x \)-axis (age), respectively. Cole (Cole et al. (2010)) refers to these three parameters as size, tempo and velocity, where the effect of the first two lead to a translation (in measure and age), while that of \( \gamma \) to a rotation. Size is expressed in the units of the \( y \) variable, tempo in the units of the \( t \) variable, while velocity is a multiplier, and therefore is scale-free. Therefore, from a biological perspective, when analysing weight in infancy \( a_{1i} \) captures differences in size (greater for heavier children), \( \beta_{1i} \) the timing of growth (negative for babies with an earlier APWV) and \( \gamma_{1i} \) the growth rate (positive for children with steeper growth). When these subject-specific random effects are set equal to 0, again the “population-level curve” is obtained.

3.4 Growth models for weight in early life

We fitted the random effects specifications of the JB and Reed models and of the SITAR model to the weight data from the three cohorts described above, initially separately by sex. We used all the available data (for ages 0-4 years in NINFEA
and GOCS, and for ages 0-2 years in GXXI) as well as the NINFEA and GOCS data restricted to ages 0-2 years for comparison with GXXI. In each set of analyses all subjects with at least one observation were included under the assumption that missing visits occurred at random, Rubin (1976).

The JB and Reed models were both originally conceived for an untransformed growth measure. Despite this, natural logarithmic transformations of the observed weight measures were considered when fitting all models and results compared with those obtained when weight was not transformed.

A transformation of the time scale was needed for the Reed model because our data include measures at birth, i.e. at time 0. One option, suggested by Berkey and Reed themselves, is to replace age since birth (in months) \( t \) with \( t' \) where \( t' = \frac{t + 3}{y} \), so that \( t' = 0 \) at around conception and \( t' = 1 \) at birth. With this transformation the size at birth for child \( i \) predicted by the Reed model is \( a' + b'_i + d'_i \). The same transformation was also considered when fitting the SITAR model when investigating its best specification for the data.

The SITAR model was fitted using a natural cubic spline with B-spline basis matrix, placing the internal knots of the spline \( h(t) \) at the quantiles of the age distribution, as in Cole et al. (Cole et al. (2010)), according to the number of degrees of freedom specified. Degrees of freedom were chosen according to the richness of available weight measurements over the age time scale. Because of identification issues, alternative constraints on the values of the fixed effects \( \beta_0 \) and \( \gamma_0 \) were considered. In particular we considered either fixing both \( \beta_0 \) and \( \gamma_0 \), or just \( \beta_0 \) or just \( \gamma_0 \) to be equal to zero. To aid interpretation, models were also refitted with the males and females combined.

Estimation of all models was carried out by maximum likelihood estimation implemented in the \texttt{nlme} function in R, Lindstrom and Bates (1990). The cubic spline function with B-spline basis matrix was fitted using the \texttt{ns} function also in R.

### 3.5 Comparison of alternative models

Specifications of the SITAR model with different weight and age scales first, and then with alternative constraints on the fixed and random effects, were fitted on the data from all three cohorts, and then compared in terms of Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC). Plots of predicted population-level curves, and of individual growth and growth velocity curves for a selection of children were also examined to assess their closeness with the observed data. Specifications of the random effect JB model obtained with/without log-transformation of the weight scale were compared using the same criteria; likewise for the random effects Reed model. When the weight scale was transformed, adjusted deviance was calculated, Box and Cox (1964), and corrected AIC and BIC derived.

For each dataset the goodness of fit of the best specifications of each model were then compared again using the same criteria. Moreover, child-specific APWVs were estimated, when possible, and their averages compared with published data, Tzoulaki et al. (2010); Johnson et al. (2011).
For every model and every dataset, the distribution of the estimated error terms was examined graphically using normal quantile plots.

Only a selection of the comparisons and of the plots described above are reported below.

4 Results

4.1 Data description

Table 1 summarizes the baseline characteristics of the children included in the analyses, by cohort. It also includes descriptors of weight and weight change at selected ages. GXXI is the richest cohort in terms of weight measurements gathered, with a median of 10 observations per child within the first 2 years of life, compared to medians of 8 in GOCs and of 5 in NINFEA where growth measures were reported at exactly 0, 3, 6, 12, 18 and 48 months. Mean/median birth weight, as well as weight at two and six months, are slightly higher in GOCs compared to the other two cohorts possibly because of its exclusion of preterm births (gestational age < 37 weeks). This is also reflected by the average weight change in the first months of life, which is again slightly higher in GOCs (1.0 kg/month) than in GXXI (0.9 kg/month) and NINFEA (0.8 kg/month, in the first three months). The lower rates in the European cohorts are probably due to pre-term children not having yet completed their catch-up period by 2/3 months, as opposed to the term children of GOCs. Indeed the rates in weight change are identical across the three cohorts when evaluated from birth to six months. Mean weight and corresponding SD at 18 months are similar across the three cohorts, while GOCs children at 4 years are on average slightly heavier than those in NINFEA (we have no GXXI measures at 4 years). All of these comparisons are however based on different subsets of children at each time point because not all children in each cohort have measures at all times considered.

Plots of weight trajectories for a random selection of children (dark lines for males and lighter lines for females), superimposed over the scatter of data for their full cohort, are shown in Figure 1 (where the cohort differences in terms of frequency and timing of the observations is also evidenced). Each child selected from each cohort represents one of six strata, defined by gender and birth weight category (low/middle/high, defined with cut-off points at 2.5 and 3.8 kg). These plots clearly show how weight growth is faster during the first 3-6 months of life, and then starts to decelerate, especially after the first year of birth. As expected males are generally slightly heavier than females in each birth weight category. This figure highlights specific growth profiles: (i) children with a low weight at birth who remain small (relatively to the other same-sex children); (ii) children with a low weight at birth who experience a high postnatal rate of growth (e.g the low birth weight male in GXXI); (iii) those with a high birth weight who remain constantly heavier compared to the others (e.g the high birth weight male in GOCs); (iv) those with an average weight at each observational time point (e.g the medium birth weight male in GXXI); and finally (v) children with a high birth weight who experience a greater deceleration after the first months of life and thus return to an average weight (e.g the high birth weight male in NINFEA).
<table>
<thead>
<tr>
<th></th>
<th>GXXI (n=783)</th>
<th>GOGS (n=1,149)</th>
<th>NINFEA (n=845)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age range</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of measures per child</td>
<td>0-2 years</td>
<td>783</td>
<td>1.10</td>
</tr>
<tr>
<td>Number of measures per child</td>
<td>0-4 years</td>
<td>748</td>
<td>28-43</td>
</tr>
<tr>
<td>Preterm births (&lt;37 weeks)</td>
<td>61</td>
<td>8.2%</td>
<td>-</td>
</tr>
<tr>
<td>Gestational age (weeks)</td>
<td>373</td>
<td>49.3%</td>
<td>-</td>
</tr>
<tr>
<td>Birth weight (kg)</td>
<td>796</td>
<td>0.6-4.7</td>
<td>3.2</td>
</tr>
<tr>
<td>Weight at 2/3 months* (kg)</td>
<td>573</td>
<td>2.5-8.1</td>
<td>5.0</td>
</tr>
<tr>
<td>Weight at 6 months (kg)</td>
<td>522</td>
<td>4.2-12.8</td>
<td>7.6</td>
</tr>
<tr>
<td>Growth rate 0-2/3 months* (kg/month)</td>
<td>553</td>
<td>0.3-1.8</td>
<td>0.9</td>
</tr>
<tr>
<td>Growth rate 0-6 months (kg/month)</td>
<td>506</td>
<td>0.4-1.4</td>
<td>0.7</td>
</tr>
<tr>
<td>Weight at 18 months* (kg)</td>
<td>291</td>
<td>7.9-15.7</td>
<td>11.3</td>
</tr>
<tr>
<td>Weight at 48 months** (kg)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

1 Weight data around 8 months are available for GOGS and GXXI, while weight data at 3 months are available for NINFEA.
2 For GOGS and GXXI studies, children with weight measures collected between 17.5 and 18.5 months are included.
3 For GOGS study, children with weight measures collected between 27 and 47 months are included.

Table 1: Baseline characteristics and weight and weight changes at selected ages, by cohort.
Figure 1: Observed weight growth curves of a stratified random selection of children by cohort, superimposed on the observed data (by gender and birth weight category)
4.2 Growth modelling

**Jense-Bayley and Reed models**

Log-transforming the weight scale did not generally improve the fit of the two anthropometric models according to the fit criteria. Therefore only results obtained on the original scale are reported in Table 2, separately by age, gender and cohort. The JB model failed when fitted on the NINFEA 0-2 years data; this is probably due to the small number of measurement times available (see Figure 1), the restricted age range analysed (since the JB model was suggested to describe growth between birth and six years) and the measurement error that may be affecting the NINFEA recalled measurements more than those from the other cohorts.

The estimates of the JB fixed effects were quite stable across cohorts, age and gender, with \(a_0\) and \(c_0\) slightly lower in females than males. These estimated parameters were also slightly lower in both GOCS males and females than in the other cohorts, as were the estimates of \(b_0\). The corresponding SDs of the random effects were similar across cohorts and gender, and lower for the 0-4 years data compared to the 0-2.

In agreement with the JB model, the Reed fixed effect estimates differed in GOCS, with all \(a_0\), \(b_0\), \(c_0\) and \(d_0\) considerably larger in absolute terms compared to NINFEA and GXXI. The random effects SDs for this model were extremely large because of their high correlations (see below). However they were lower when estimated on the 0-4 years data, as were the random effects correlations.

**SITAR models**

As described in the methods section, we compared alternative specifications of the SITAR model, by allowing different scales for the dependent variable, weight, and the age time scale, different numbers of knots for the spline function, and by including constraints on the values of the fixed effects.

Models with log-transformed weight always performed better in terms of AIC and BIC than those with untransformed weight; therefore only results from the former are reported. Instead models with log-transformed age performed better only in some settings and hence both sets of results (models with age and log-transformed age) are reported. Four internal knots were used when analysing the GXXI and GOCS studies and three when analysing the NINFEA cohort, because of its fewer time occasions. Results were not affected when the number of internal knots for GXXI and GOCS was increased to 5 or 6. Alternative constraints on the fixed effects were examined to address identification issues. Among the various combinations fixing either \(\beta_3\) and \(\gamma_0\) (Model 1), or just \(\beta_0\) (Model 2), to be equal to zero led to the best fitting models.

The results are shown in Table 3. According to AIC and BIC, Model 2 performed slightly better than Model 1 in most of the combinations; moreover the estimates of the APWV were more stable when obtained from Model 2. As regards the choice of the age scale, the models fitted best on the untransformed age scale in most cases.

The estimated SDs of the three random effects \(\sigma_{11}\), \(\beta_{11}\) and \(\gamma_{11}\), did not vary substantially across genders, nor across cohorts and age ranges with the exception of
Table 2: Estimated fixed effects and standard deviations of the random effects of the Jenss-Bayley and Reed models fitted on the original weight scale and stratified by cohort, gender and age range.
### Table 3: Results from alternative specifications of the SITAR model stratified by cohort, gender and age range

the estimated SD of $\beta_1$, that was generally lower in GOCS than in the other cohorts, probably because of its inclusion criteria (Table 3).

### 4.3 Models comparison

**Goodness of fit**

Results from the specification of the SITAR model which best fitted each dataset were compared with those obtained from the JB and Reed models in terms of AIC and BIG (Table 4). The two information criteria were always in agreement and show that the Reed model fit the data best, especially among females. The JB model gave the worse fit and failed when fitted on 0-2 years NINFEA.

Examinations of the normal quantile plots of the residual errors estimated for each model showed that the assumption of normality appeared to be better satisfied by the SITAR model than the two anthropometric models (data not shown). This was seen for each dataset, although even the SITAR estimated residuals showed some kurtosis (also reported by Beath et al. (Beath (2007))).

<table>
<thead>
<tr>
<th>Gender</th>
<th>Cohort</th>
<th>Age range</th>
<th>Model 1</th>
<th>Model 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MALES</strong></td>
<td></td>
<td></td>
<td><strong>Results</strong></td>
<td><strong>Results</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\log(\text{kg})$</td>
<td>$\log(\text{kg})$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$t$</td>
<td>$t$</td>
</tr>
<tr>
<td><strong>0-2 years</strong></td>
<td>GOCS</td>
<td>Model 1</td>
<td>0.18</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>Model 2</td>
<td>0.18</td>
<td>0.71</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>GOCS</td>
<td>Model 1</td>
<td>0.17</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>Model 2</td>
<td>0.17</td>
<td>0.60</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>NINFEA</td>
<td>Model 1</td>
<td>0.15</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>Model 2</td>
<td>0.15</td>
<td>0.73</td>
<td>0.20</td>
</tr>
<tr>
<td><strong>0-4 years</strong></td>
<td>GOCS</td>
<td>Model 1</td>
<td>0.18</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>Model 2</td>
<td>0.15</td>
<td>0.63</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>NINFEA</td>
<td>Model 1</td>
<td>0.15</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>Model 2</td>
<td>0.17</td>
<td>0.77</td>
<td>0.26</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gender</th>
<th>Cohort</th>
<th>Age range</th>
<th>Model 1</th>
<th>Model 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Results</strong></td>
<td><strong>Results</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\log(\text{kg})$</td>
<td>$\log(\text{kg})$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$t$</td>
<td>$t$</td>
</tr>
<tr>
<td><strong>FEMALES</strong></td>
<td></td>
<td></td>
<td><strong>Results</strong></td>
<td><strong>Results</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\log(\text{kg})$</td>
<td>$\log(\text{kg})$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$t$</td>
<td>$t$</td>
</tr>
<tr>
<td><strong>0-2 years</strong></td>
<td>GOCS</td>
<td>Model 1</td>
<td>0.18</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>Model 2</td>
<td>0.18</td>
<td>0.71</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>GOCS</td>
<td>Model 1</td>
<td>0.19</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>Model 2</td>
<td>0.17</td>
<td>0.73</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>NINFEA</td>
<td>Model 1</td>
<td>0.11</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>Model 2</td>
<td>0.15</td>
<td>0.77</td>
<td>0.29</td>
</tr>
<tr>
<td><strong>0-4 years</strong></td>
<td>GOCS</td>
<td>Model 1</td>
<td>0.18</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>Model 2</td>
<td>0.13</td>
<td>0.41</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>NINFEA</td>
<td>Model 1</td>
<td>0.17</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>Model 2</td>
<td>0.19</td>
<td>0.65</td>
<td>0.34</td>
</tr>
</tbody>
</table>

(1) Standard Deviation; (2) Average at peak weight velocity; (3) Further information criteria: Model 1: AIC and BIC; Model 2: AIC and BIC (Model 2: AIC and BIC).
Table 4: Goodness of fit of the best specification of the three models by cohort, gender and age range

<table>
<thead>
<tr>
<th></th>
<th>Jens-Hayley</th>
<th>Reed</th>
<th>SITAR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AIC</td>
<td>BIC</td>
<td>AIC</td>
</tr>
<tr>
<td><strong>MALES</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>0-2 years</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GXXI</td>
<td>5486</td>
<td>5489</td>
<td>5217</td>
</tr>
<tr>
<td>GOCs</td>
<td>6047</td>
<td>6130</td>
<td>5889</td>
</tr>
<tr>
<td>NINFEA</td>
<td>3969</td>
<td>3952</td>
<td>4041</td>
</tr>
<tr>
<td><strong>0-4 years</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GOCs</td>
<td>9049</td>
<td>9045</td>
<td>8813</td>
</tr>
<tr>
<td>NINFEA</td>
<td>5484</td>
<td>5570</td>
<td>5184</td>
</tr>
<tr>
<td><strong>FEMALES</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>0-2 years</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GXXI</td>
<td>4620</td>
<td>5022</td>
<td>4592</td>
</tr>
<tr>
<td>GOCs</td>
<td>5914</td>
<td>6087</td>
<td>5681</td>
</tr>
<tr>
<td>NINFEA</td>
<td>3254</td>
<td>3315</td>
<td>3322</td>
</tr>
<tr>
<td><strong>0-4 years</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GOCs</td>
<td>9124</td>
<td>9220</td>
<td>8846</td>
</tr>
<tr>
<td>NINFEA</td>
<td>4569</td>
<td>4654</td>
<td>4486</td>
</tr>
</tbody>
</table>

AIC = Akaike information criterion; BIC = Bayesian information criterion
1 SITAR: Model 1, log(Kg) and month scales
2 SITAR: Model 2, log(Kg) and log(t) scales
3 SITAR: Model 2, log(Kg) and month scales
4 SITAR: Model 1, log(Kg) and log(t) scales

**Population-level predicted curves**

The population-level predicted curves from the best specification of the three models fitted on the GXXI data (0-2 years) are shown in Figure 2, stratified by gender. Note that in all figures curves predicted by the SITAR models fitted on the log-weight scale have been back-transformed so that weights are shown on the same scale for all the three models. As expected the predicted curves for males lie above those for the females, regardless of the models used, with the difference increasing from birth till about 1 year and becoming approximately constant after that. The curve predicted by the JB model differs from those of the other two models, especially during the first months. In contrast the curves predicted by the Reed and the SITAR models overlap up to about 12-15 months before diverging slightly. These differences do not necessarily reflect differences in goodness of fit, but rather in the shape of their respective predicted curves when all random effects are set at zero. For this reason the curves predicted by the three models for the randomly selected GXXI females of Figure 1 are compared in Figure 3. They show how the Reed and SITAR model most closely interpolate the original data in line with the results from the information criteria.

Further comparisons were made across the three cohorts. Figure 4 shows the predicted population curves and predicted weight velocities obtained by the Reed and SITAR models on the 0-2 years males data of the three cohorts (with the SITAR model fitted using Model 2 specification on the log weight and age scales; we do not show the results for JB because it failed on the 0-2 years NINFEA data). Note that, even if the
Figure 2: Population predicted weight curves from the best specification of the three models fitted on the 0-2 years GXXI data by gender.

Figure 3: Predicted weight growth curves of a stratified random selection of GXXI females, superimposed on the observed data.
4-parameter Reed model in general allows for an inflection point, our transformation of the time scale, which we used to include measures taken at birth, did not lead to an estimation of a maximum for the growth velocities. According to both models, the typical trajectory of GOCS males (i.e. the trajectory of a child with zero random effects) is predicted to be slightly heavier than those from the other cohorts especially during the first year of life, possibly reflecting again the inclusion criteria used in this study. This is also seen in the velocity curves obtained from the SITAR model, with that for GOCS boys having their peak at a slightly earlier age compared to the rest (see also the predicted APWV reported in Table 3), and reaching a much higher size at that peak. The predicted APWV for NINFEA are larger compared to those of the other cohorts, but may be biased upwards because its growth data are collected only at birth, 3 and 6 months. To validate this we refitted the SITAR model on GXXI males after excluding all observations in the period 0.1-2.9 months to resemble the data in NINFEA; the new predictions of APWV were 2.17 months in males (instead of 1.65) and 2.13 months in females (instead of 1.90), becoming similar to those obtained in NINFEA (1.98 in males and 2.04 in females, see Table 3).

**Random effects**

Table 5 reports the SDs and correlations of the random effects from the three models when fitted on GOCS males (SITAR: Model 2 on log weight and age scales). The results obtained from the other cohorts and for females are similar and are not reported for simplicity. The table shows that the correlations of the JB and Reed random effects are extremely high (especially for the Reed model) while those of the SITAR model are substantially lower.
Table 5: Standard deviations (SD) and correlations of the random effects estimated by the three models fitted on GOCs males by age range

<table>
<thead>
<tr>
<th></th>
<th>Jeu-Bayley SD</th>
<th>Reed SD</th>
<th>SITAR SD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlations</td>
<td>Correlations</td>
<td>Correlations</td>
</tr>
<tr>
<td>0-2 years</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a (\alpha)</td>
<td>0.36</td>
<td>a</td>
<td>a'</td>
</tr>
<tr>
<td>b (\beta)</td>
<td>0.11</td>
<td>0.91</td>
<td>b'</td>
</tr>
<tr>
<td>c (\gamma)</td>
<td>1.81</td>
<td>0.99</td>
<td>c'</td>
</tr>
<tr>
<td>d (\delta)</td>
<td>0.07</td>
<td>-0.74</td>
<td>d''</td>
</tr>
<tr>
<td>0-4 years</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a (\alpha)</td>
<td>0.20</td>
<td>a</td>
<td>a'</td>
</tr>
<tr>
<td>b (\beta)</td>
<td>0.07</td>
<td>0.92</td>
<td>b'</td>
</tr>
<tr>
<td>c (\gamma)</td>
<td>1.35</td>
<td>0.96</td>
<td>c'</td>
</tr>
<tr>
<td>d (\delta)</td>
<td>0.05</td>
<td>-0.52</td>
<td>d''</td>
</tr>
</tbody>
</table>

4.4 Model interpretation

Random effects

To aid the interpretation of the parameters of the three models, we re-fitted them on the combined males and females data, separately by cohort, and then compared the gender-specific distributions of their predicted random effects (BLUPs, Pinheiro and Bates (2000)). In Table 6 we report only the descriptive results obtained on the 0-2 years data separately by cohort. In each cohort the mean of the JH predicted random effects \( \alpha_I \) and \( \alpha_{II} \), corresponding to the intercept of the asymptote and the intercept for the exponential term respectively, were higher in males than females. However \( \mu_\text{d} \) and \( \mu_\text{d'} \) were not different. The Reed model random effects that most differed in terms of gender were \( \alpha'_{II} \), which was on average higher among males, and \( \epsilon_{II} \) and \( \epsilon_{II}' \), the two deceleration terms, on average higher among females.

Results from the SITAR model varied across cohorts: while on average the predicted growth velocity (\( \gamma_{II} \)) were higher among males in each cohort, size (\( \sigma_{II} \)) was higher in males in NINFEA and GOCs but not in GXXI, and tempo (\( \beta_{II} \)) was higher in females only in GXXI (and to a lesser extent in NINFEA), in agreement with the corresponding differences in predicted APWV (see Table 2).

The SITAR model parameters

Both Beath (Beath (2007)) and Cole (Cole et al. (2010)) stress that a biological interpretation could be attached to the coefficients derived from the SITAR model. To clarify this we examined the model predicted trajectories and random effects for a selection of children and compared them to their respective population predicted curve. Here we report the findings for a GOCs male who had a very high birth weight (4.55 kg) and who was still considerably overweight at 21 months. His predicted random coefficients are \( \alpha_{II} = 0.44 \) (the maximum of the distribution of \( \alpha_{II} \)), \( \beta_{II} = 0.88 \) (\( \approx 95\text{th percentile of the distribution of } \beta_{II} \)) and \( \gamma_{II} = -0.51 \) (\( \approx 5\text{th percentile of the } \gamma_{II} \) distribution). While we expected the values of the first two predicted random
Table 6: Mean of the predicted random effects by gender, model and cohort (0-2 years data)

<table>
<thead>
<tr>
<th>Model</th>
<th>Gender</th>
<th>$a$ (d)</th>
<th>$b$ (f)</th>
<th>$c$ (c)</th>
<th>$d$ (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M Mean</td>
<td>M F Mean</td>
<td>F Mean</td>
<td>M Mean</td>
<td>F Mean</td>
</tr>
<tr>
<td>GXXI</td>
<td>Jenss-Bayley</td>
<td>-0.05</td>
<td>-0.06</td>
<td>-0.06</td>
<td>-0.27</td>
</tr>
<tr>
<td></td>
<td>Reed</td>
<td>-0.05</td>
<td>-1.19</td>
<td>-0.05</td>
<td>-0.03</td>
</tr>
<tr>
<td></td>
<td>SITAR</td>
<td>0.00</td>
<td>0.00</td>
<td>-0.05</td>
<td>0.06</td>
</tr>
<tr>
<td>GOCS</td>
<td>Jenss-Bayley</td>
<td>0.05</td>
<td>-0.05</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Reed</td>
<td>1.17</td>
<td>-1.15</td>
<td>0.08</td>
<td>-0.07</td>
</tr>
<tr>
<td></td>
<td>SITAR</td>
<td>0.01</td>
<td>-0.02</td>
<td>0.01</td>
<td>-0.01</td>
</tr>
<tr>
<td>NINFEA</td>
<td>Jenss-Bayley</td>
<td>1.24</td>
<td>-1.38</td>
<td>0.23</td>
<td>-0.25</td>
</tr>
<tr>
<td></td>
<td>Reed</td>
<td>0.02</td>
<td>-0.03</td>
<td>0.01</td>
<td>0.02</td>
</tr>
</tbody>
</table>

This example illustrates how to attribute biological meanings to random effects predicted from a SITAR model. They also highlight their close inter-relationships and the care needed for their interpretation: the value of each parameter is strongly influenced by the values of the other two. This was also evidenced by the correlations shown in Table 5. Estimated correlations between $\alpha_{ij}$ and $\beta_{ij}$ are positive, suggesting that children with lower weight are also those with an earlier tempo of growth (and earlier APWV). Estimated correlations between $\alpha_{ij}$ and $\gamma_{ij}$ and between $\beta_{ij}$ and $\gamma_{ij}$ are instead of similar strength but negative, suggesting that smaller children, or children with an earlier, i.e. negative, tempo, experience greater growth velocities.

These observations lead to the conclusion that examination of the SITAR random effects parameters, even if biologically interpretable, requires consideration of their conditional distributions. In this light we examined the marginal associations between the gender of the child and each of size, tempo and velocity and also the same associations but conditional on the other random effects (Table 7). In GXXI and in NINFEA the conditional effects differ from the marginal ones, with males having larger size when difference in the other two dimensions are accounted for. The latter means that comparing the growth curve of a female with that of a male with similar velocity and tempo, the male curve will lie above the female one or, in other
words, that the mean of the size coefficient, stratified by - for example - quartiles of the velocity and tempo distributions is expected to be greater in males than in females. In NINFEA the conditional effects of gender on tempo and velocity are also stronger than the corresponding marginal effects. In contrast in GOCS there is no evidence of a difference in tempo by gender, with the differences in size and velocity only marginally increased by adjustment. Given that GOCS children are selected to be more similar in terms of gestational age and birth weight than those from the other cohorts, this indicates that the degree of variation in gestational age and birth weight both contribute to the random effects correlations.

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>GXXI</th>
<th>GOCs</th>
<th>NINFEA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Marginal (Coefficient (SE))</td>
<td>Adjusted (Coefficient (SE))</td>
<td>Adjusted (Coefficient (SE))</td>
</tr>
<tr>
<td>Size (kg)</td>
<td>-0.061 (0.002)</td>
<td>-0.067 (0.002)</td>
<td>-0.061 (0.002)</td>
</tr>
<tr>
<td>Tempo (min)</td>
<td>-0.112 (0.004)</td>
<td>-0.097 (0.014)</td>
<td>-0.087 (0.011)</td>
</tr>
<tr>
<td>Velocity (m/s)</td>
<td>0.132 (0.021)</td>
<td>0.129 (0.015)</td>
<td>0.063 (0.015)</td>
</tr>
</tbody>
</table>

The influence of gestational age

Several results, as observed above, identified differences between estimates obtained when analysing children in the GOCS cohort as opposed to the other cohorts. The
most likely explanation is that participation in GOCS was restricted to the term babies. Indeed it is well known that gestational age has a very strong influence not just on size at birth but also on the growth trajectory after birth, Sullivan et al. (2008). To examine whether such heterogeneity had an impact on the estimated parameters and therefore on the individual growth curves predicted by the SITAR model, we compared the original results obtained when analysing the GXXI data with results obtained when either, (a) pre-term babies were excluded, or (b) the age scale was re-defined as time since conception (i.e. age + gestational age, both measured in weeks).

Excluding pre-term babies (61 children) did not lead to any changes in the predicted population curves, while some changes were found in the estimated measures of variation: the SD of $\beta_{1i}$ and its correlation with the other two random effects were smaller, becoming more similar to the values found in GOCS. In contrast the average APWVs were practically unchanged: 1.66 in males and 1.95 months in females (instead of 1.65 and 1.90, respectively). When we re-examined the conditional associations between the gender of the child and each of size, tempo and velocity, we observed that the effect on $\beta$ decreased from -0.095 (SE = 0.011) to -0.066 (SE = 0.033), while the effects on the others two parameters were substantially unchanged.

![Figure 6: Growth curve for a selected child (GXXI cohort) predicted when fitted on the age time scale (left) or on the weeks since conception time scale (right)](image)

When analyses were re-run on the new age scale of time since conception (in weeks), part of the information held in the tempo parameter, $\beta_{1i}$, appeared to have been removed by the new time scale. Figure 6 illustrates this. The left hand side panel shows the predicted growth curve for a male from the GXXI cohort whose gestational age was 32 weeks and whose weight at birth was 1.86Kg. On the right hand side panel the growth curve of the same child is shown when predicted by the model fitted on time since conception. The respective predicted population curves are also shown. The estimated child-specific parameters from the two models are $\hat{a}_{1i} = -0.07$, $\hat{\beta}_{1i} = 1.77$, $\hat{\gamma}_{1i} = 0.02$, when fitted on the original age scale and $\hat{a}_{1i} = -0.04$, $\hat{\beta}_{1i} = 1.29$ (in weeks, which corresponds to about 0.3 months), $\hat{\gamma}_{1i} = -0.05$, for the time since conception.
conception scale (centered at about 39 weeks). Hence tempo is reduced to about a sixth when gestational age is accounted for. Indeed when the effect of \( \dot{\beta}_{11} \) is removed from the predicted individual curve on the left panel, the shape of the derived curve (dotted line) resembles the predicted individual curve on the right panel (dashed line). Removing only the effect of \( \dot{\beta}_{11} \) from the latter curve (weeks from conception scale) was indeed sufficient to reach a near superimposition with the predicted population curve (solid line in the right panel of Figure 6).

5 Discussion

In this exploration of models for infant weight data we have used three recently established birth cohorts to compare three models where individual variations in growth are accounted for by specific random effects parameters. Our main finding is that the choice of which model to adopt varies with the aim of the study and, less crucially, on the richness of the available data. If interest focuses on describing individual early weight growth trajectories and/or typical profiles then all the three models considered in this paper are suitable. Among them the 4-parameter Reed model performed best in terms of standard fit criteria and, unlike the other two models, is linear in its parameters and is therefore easier to estimate. However, if the focus is on extracting salient features of the growth trajectories in order to include them in further analyses where growth is either the exposure or the outcome, then the SITAR model may be the preferred option because of the biological interpretability of its parameters. However several other factors should be considered before a choice is made.

The range and frequency of observations over time

We have shown that including measures taken at birth requires the transformation of the time scale when fitting the Reed model because it contains a logarithmic and an inverse function of age. We have adopted one particular transformation that gives a value of \( 1 \) to time of birth (and a value of \( 0 \) to nine months before birth, i.e. roughly at 'conception'). An alternative transformation had been suggested in the literature that adds a value of \( 1 \) to time only to the terms that involve the logarithmic and the inverse function of time. This hybrid solution was, in our view, unsatisfactory and indeed performed slightly worse in terms of goodness of fit than the one we have adopted. A drawback of the latter however is that, when applied to our data, the model's derivative (i.e. the weight velocity curve) did not present a maximum and therefore did not allow the identification of an APWV, if such peak was actually present. This was not an issue with the SITAR model even when a transformation was required to meet the distributional assumptions, because the peak in the weight velocity curve was still identifiable. Hence, if APWV is of interest, and if data include measurements at birth, the SITAR model, fitted on the appropriate growth and time scale to meet the assumptions, should be preferred.

Range, frequency and regularity of the observations over time are other important aspects to consider. Spline functions such as the one used by the SITAR model are
necessarily influenced by data points that are isolated and this was the case with the analyses of the NINFEA 0-4 years data.

**Interpretation of the child-specific parameters**

By comparing the distribution of random effects predicted for males and females by the three models, when fitted on the combined data, we aimed to examine the discriminatory values of these parameters. Those predicted from the JB and Reed models that correspond to their intercepts ($\tilde{\delta}_{11}$, and $\tilde{a}_{11}$), or correction to the intercept ($\tilde{a}_{11}$), did show differences between the genders. However on their own these parameters are unlikely to discriminate the growth trajectories of subgroups defined by weaker predictors of growth than gender (for more discussion of this see the Appendix). In contrast each of the three SITAR random effects appeared to have distinct means and distributions between the genders, especially when their inter-correlations were taken into account (note that accounting for correlations among the parametric models random effects was not possible because of extreme collinearity).

The interpretability of the SITAR model however requires additional care. In particular the interpretation of the *tempo* parameter, which represents the shift on the time axis necessary to synchronize the curves which are centred on the tempo milestone (the APWV in this setting), depends on the time scale used and the setting analysed. When changed by setting the time origin at conception, we found that gender differences with respect to *tempo* were slightly reduced. Thus this parameter represents an adjustment necessary to better proxy true biological age (hence measuring growth adjusted for maturation/developmental status). This is in line with results obtained for the cohort including only term babies with birth weight between 2500 and 4500 grams (GOCs), for which we observed that estimate of *tempo* did not vary across genders when using chronological age as time scale, and it is also in line with the fact that gender effect on *tempo* decreased when estimated using only term babies in GXXI compared to using the whole cohort. Note that in other settings, with different growth variables and especially, with different age ranges, the *tempo* parameter represents adjustments of the time scale by other factors, such as hormonal levels in puberty, Cole et al. (2010).

A final note of caution with regards to the interpretability of the SITAR parameters derives from its extreme flexibility. Unlike the JB and Reed models, SITAR is not restricted to an age range, however the wider the range of ages included in a SITAR model, the less clear will be the interpretation of its parameters. This would affect the *tempo* and *velocity* parameters in particular because individual trajectories over longer age ranges may include several inflection points, leading to multiple changes in velocity and therefore to the parameters representing a complex average of several, and possibly very different, departures from the population time scale. This would happen for example if SITAR were used to model body mass index (BMI) (weight/height$^2$) from age 0 to 10 years, say. During this time children would experience both a peak velocity at around 1 year and a minimum (negative) velocity at about 5 years, Rolland-Cachera et al. (1987). Moreover, a single parameter *tempo* would represent an average of the child’s departure from possibly two separate biological time scales.
the one linked to the infancy BMI peak and the one linked to the childhood BMI rebound.

**Issues related to life course epidemiology**

Much interest in modelling growth data comes from research in life course epidemiology, Kuh and Ben-Shlomo (2004), where summary growth parameters such as those described in this paper are used as explanatory variables for the onset of a later outcome. Thus analyses consist of two components, carried out in stages: a first stage focussed on modelling the growth data, and a second stage aimed at relating parameters from the growth model to the distal health outcome. For such analyses to succeed it is crucial that salient features of growth are estimated for all children in the study and that the statistical uncertainties of the parameters extracted in the first stage are properly accounted for, Molinari and Gasser (2004). The former may not be possible if parameters used to summarise the growth data are not available for all children (e.g. see Silverwood et al. (2009)), with the second stage analyses consequently being affected by selection bias. Adopting the SITAR modelling approach, and using the three random parameters of size, tempo and velocity as explanatory variables would not suffer from this. Moreover, using all the three SITAR parameters instead of a single growth indicator, such as APVVV, would lead to a more comprehensive summary of the individual growth patterns.

The additional statistical uncertainties arising from using estimated growth parameters in the second stage of the analyses is rarely addressed in applications. However it can be dealt with, at least approximately, by correcting the standard errors of the second stage estimates using the bootstrap, Efron and Tibshirani (1993), or weighting the second stage according to the amount of child-specific information available in the first stage (e.g. the number of observations, see Tzoulaki et al. (2010)). The former approach would be quite cumbersome given the complexities of estimating these models. A one-step estimation of the two model components, growth and distal outcome modelling, would not require such inferential adjustments. This is where specifying the growth model using random effects polynomial curves would be advantageous as they could be estimated jointly with the distal outcome model using structural equation models, De Stavola et al. (2006). This approach however would suffer from lack of biological interpretability of the random effects parameters. Moreover it is not easily implemented when fitting more complex growth models, at least using standard software.

Another aspect of growth modelling relevant to life course epidemiology is that focussed on identifying factors that influence childhood growth. Again such analyses could be carried out in two stages, where some growth parameters are first estimated and then modelled in terms of exposures of interest (as we did in section 4.4). Alternatively models could be specified so that estimation is carried out in a single step. This is easily achieved within the framework of random effects polynomial models (e.g. see dos Santos Silva et al. (2002)). Of the models reviewed here, however, only the SITAR model has been generalised to include explanatory factors, Beath (2007); Hui et al. (2010); Johnson et al. (2011), although such specification allows only the
inclusion of explanatory variables for size and for the shifted and re-scaled time scale (denoted by Beath as the "growth rate"). Thus the interpretation of estimated effects of explanatory variables for the SITAR growth parameters needs particular care. Moreover, given the non-linearity of the SITAR model, the explanatory variable parameters should not be used to infer population-average effects, Fitzmaurice et al. (2009).

Finally in this field, there is much interest in comparing and summarising evidence from different studies. However, not one but several study-specific parameters for each growth dimension would need to be compared, i.e. size, tempo and velocity. Simultaneous analysis of all parameters could be carried out by fitting multivariate meta-regression models that account for the covariance structure of the parameters estimated within each study, van Houwelingen et al. (2002).

Conclusions

In this paper we have examined alternative modelling approaches to the estimation of the salient features of growth in weight in infancy/early childhood and discussed the difficulties, advantages and disadvantages of choosing each model. Our conclusion is that there is a range of options available to researchers but that each necessitates careful understanding of assumptions and parameterizations. Of the three models discussed, the SITAR model is certainly the most flexible and the most useful for life course enquiries, as it allows the identification of important features of the children's growth trajectories. Its application however requires careful selection and substantive understanding of the model parametrization. This is true for the other models too but possibly to a lesser extent. However, the potential for extracting the most salient features of the growth patterns will depend on the richness and quality of the data, and this is where researchers should make the greatest investment.
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Another interesting comparison of the three growth models concerns how well they perform in predicting unusual trajectories. In the main text (Section 4.4) we have already discussed the estimated SITAR random effects for the child depicted in Figure 5. This child has a birth weight of 4.55 kg and weighed 17.4 kg at 2 years. The SITAR predicted random coefficients for this child were the maximum of the distribution of size (due to his large weight), the \approx 95th percentile of the distribution of tempo (due to his delayed pick weight velocity, occurring at about 3 months of age), and the \approx 5th percentile of the distribution of velocity (due to his relative slow growth rate). The predicted random effects for the same child derived from the JB model corresponded to the \approx 5th percentile of the distribution of \(a_{11}\), the \approx 25th percentile of the distribution of \(b_{11}\), the \approx 95th percentile of the distribution of \(c_{11}\), and the \approx 5th percentile of the distribution of \(d_{11}\) - the intercept and the slope of the asymptote respectively (see Section 3.1 of the main text) - capturing the large weight of the child and his slow growth rate. The corresponding figures for the Reed model were approximately the median of the distribution of \(a'_{11}\), the \approx 85th percentile of the distribution of \(b'_{11}\), the \approx 85th percentile of the distribution of \(c'_{11}\), and about the median of the distribution of \(d'_{11}\). Reed parameters were close to the centre of their distribution and therefore not very informative.

The same comparisons was also drawn for a boy weighting 5.3 kg at 2 years and 2.3 kg at birth who clearly experienced severe growth problems after birth (Appendix Figure 1). His predicted SITAR random effects were, for size and tempo, the minimum values of their predicted distributions (capturing his low weight and his delayed developmental status), while for velocity it was above the 75th percentile of its distribution. The predicted random effects for this child derived from the JB model were, for \(a_{11}\) and \(b_{11}\), about the 75th percentile of their distributions, while for \(c_{11}\) and \(d_{11}\) they corresponded to about the 85th and 95th of their distributions respectively, suggesting that none of the JB parameters captures the salient features of the weight trajectory of this child. Finally, the predicted Reed random coefficients were again not informative corresponding, for \(a'_{11}\), to the \approx 25th percentile of its distribution, while for \(b'_{11}\), \(c'_{11}\), and \(d'_{11}\) to approximately the median of their distributions.

These examples (plus other that we do not report here) show that the SITAR parameters consistently identify outlying growth patterns via extreme predicted random effects. In contrast those derived by the JB and Reed models for the same children were less informative.
Appendix Figure 1  Predicted individual growth curve of a selected GXXI male and new curves created after progressively removing the three random effects from the SFTMH model (fitted on the GXXI males aged 0-2 year on the log weight and age scale)
Example codes for fitting the three growth models

Pizzi C. et al. "On modelling early life weight trajectories".

RELEVANT PROGRAMS:

Three programs, produced with R version 2.11.1, are included as supplements to this paper. These include example codes for fitting the three growth models compared in the paper. Note that in each program, wt indicates weight in kg, month indicates age since birth (in months), while data is the name of the data frame that holds these variables.

1. jb.R
This includes the example code for fitting the Jenss-Bayley random effects model.

2. reed.R
This includes the example code for fitting the Reed random effects model.

3. sitar.R
This includes the example code for fitting the SITAR shape invariant random effects model. In this example the SITAR model is fitted on the log-kg and month scales, including fixed effects for the size and velocity parameters, and with a spline function with 4 knots.
NOTE: Please note that the following code, based on that published by Beath (Beath K. J. 2007, Stat Med 26(12), 2547-64), is a simplified version of the actual function used in the paper. The latter is available on request from Professor Tim Cole, who is currently developing a dedicated R library (tim.cole@ucl.ac.uk).

NOTE ABOUT THE DATA: None of the three datasets analyzed for this paper can be made directly accessible to the Journal’s readership because of confidentiality restrictions. Data from each cohort study are available on direct request to the study coordinators. Interested readers should use these auxiliary programs to understand how the analyses in the paper were conducted.

Costanza Pizzi
Cancer Epidemiology Unit,
Department of Medical Sciences
University of Turin

Italy
E-mail:
Jenss-Bayley model

# This is an example of the R program used to fit the Jenss-Bayley (JB) random effects model examined in the JRSS-A Paper "On modelling early life weight trajectories".
# Author: Costanza Pizzi (costanza.pizzi@lshtm.ac.uk)
# Date: February 14, 2013.

# Read the data
 data <- read.table("data", header=TRUE, sep="\t", na.strings="c("")

# Load the nlme library
 library(nlme)

# The starting values for the JB random effects model (a0, b0, c0, d0) are obtained by fitting models without random effects using the nls function
 jb.nls <- nls(wt ~ c+d*month-exp(a+b*month),
               data= data,
               start= c( a=1,b=-0.2,c=8,d=0.1),
               trace= T )

# JB random effects model
 jb <- nlme(wt ~ c+d*month-exp(a+b*month),
            data= data,
            fixed= a+b+c+d ~ 1,
            random= a+b+c+d ~ 1 | id,
            start= c(a=a0,b=b0,c=c0,d=d0),
            correlation= NULL,
            weights= NULL,
            na.action= na.fail,
            )
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Reed model

# This is an example of the R program used to fit the Reed random effects
# model examined in the JRSS-A Paper "On modelling early life weight
# trajectories".
# Author: Costanza Pizzi (costanza.pizzi@lshtm.ac.uk)
# Date: February 14, 2013.

#Read the data
data <- read.table("data", header=TRUE, sep="\t", na.strings=c(""))

#Load the nlme library
library(nlme)

#Age since birth (month) was rescaled so that the new age (month.r) is 0
#at conception (assumed occurring 9 months before delivery) and is 1 at
#birth.
data<- transform(data, month.r=(month+9)/9)

#The starting values for the Reed random effects model (a0, b0, c0, d0)
#are obtained by fitting models without random effects using the nls
#function
reed.nls <- nls(wt ~ a+b*month.r+(c*log(month.r))+(d/(month.r)),
data= data,
start= c(a=10,b=1,c=-4,d=-10),
trace= T)

#Reed random effects model
reed <- nlme(wt ~ a+b*month.r+(c*log(month.r))+(d/(month.r)),
data= data,
fixed= a+b+c+d ~ 1,
random= a+b+c+d ~ 1 | id,
start= c(a=a0,b=b0,c=c0,d=d0),
correlation= NULL,
weights= NULL,
na.action= na.fail,
)
SITAR model

# This is an example of the R program used to fit the SITAR model
# examined in the JRSS-A Paper "On modelling early life weight
# trajectories".

# Author: Costanza Pizzi (costanza.pizzi@lshtm.ac.uk)
# Date: February 14, 2013.

#Read the data
data <- read.table("data", header=TRUE, sep="\t", na.strings=c(""))

#Load the libraries
library(splines)
library(nlme)

#The starting values for the spline function (s01,s02,s03,s04) and for
#the size parameter (a0) are obtained by fitting a linear regression of
#the log-weight variable on the age variable, the latter transformed via
#a natural cubic spline. The starting value for the velocity parameter
#(c) is set at 0. The internal knots of the spline (kn) are placed at the
#quartiles of the age distributions (as in this example the spline
#function has 4 knots), while the boundary knots (bou) are placed at
#points defined as the minimum (and maximum)
#of the age distribution minus (plus) 4% of the total range.
knots <- quantile(data$month, (1:3)/4)
bou <- range(data$month) + 0.04 * c(-1,1) * diff(range(data$month))
lm(log(data$wt) ~ ns(data$month, knots=kn, Boundary.knots=bou))

#Create the function for a spline with 4 knots
model <- function(time, s1,s2,s3,s4, sa,sb,sc) {
  splcoef <- as.matrix(cbind(s1,s2,s3,s4))
  as.vector(sa+t(matrix(rep(1,4), ncol=4) %*%
    t(splcoef*as.matrix(ns((time-sb)/exp(-sc), knots=kn,
      Boundary.knots=bou))))
}

#Apply the function "model" to the data on log-kg and month scales,
#including fixed effects for the size and velocity parameters and random
#effects for all the 3 parameters
sit <- nlme(log(wt)~ model(month, s1,s2,s3,s4,a,b,c),
data=data,
  fixed=s1+s2+s3+s4+a+c ~ 1,
  random=a+b+c ~1 |id,
  start=c(s01,s02,s03,s04,a0,0),
  na.action=na.fail,
  correlation = NULL,
  weights = NULL,
  control=nlmeControl(returnObject=TRUE)
)
5.2.1 Addendum to Research Paper III

Another interesting comparison of the three growth models concerns how well they perform in predicting the weight values across different age intervals. In order to address this issue the observed and expected mean weight values (in kg), where the latter are the individual-level predictions, as well as the mean and SD of the difference between the observed and expected values were compared across a-priori defined age groups. Results are shown in Table 5.1 for the models fitted on the 0-2 years male data and in Table 5.2 for the models fitted on the 0-4 years male data (thus only for the GOCS and NINFEA studies). The results obtained for females are similar and are not reported for simplicity.

SITAR appears to perform better than the two biological models both at birth and within the first three months of life, when the non-linearity of the weight trajectories is expected to be larger. In contrast SITAR performs slightly worse than the JB and Reed models beyond 12 months of life, especially when fitted on the NINFEA data — probably due to the small and isolated number of measurement times available for this cohort — and on the 0-4 years data. In particular the SDs increase for the oldest age intervals, especially when modelling the data up to 4 years of age.

As already discussed in Research Paper III, the JB and Reed models perform much better when fitted on the 0-4 years data compared with the 0-2 years data. In particular the SD of of the difference between the observed and expected weight is considerably lower in Table 5.2 than in Table 5.1 across all age intervals. Both approaches perform clearly better when fitted on the GXXI study compared to those derived from the other two cohorts (Table 5.1), probably reflecting the fact that GXXI is the richest cohort in terms of weight measurements gathered.
## Table 5.1: Observed and expected mean weight values (kg) from the best specification of the three models fitted on the 0-2 years male data by cohort and age range

<table>
<thead>
<tr>
<th></th>
<th>Jenss-Bayley</th>
<th>Reed</th>
<th>SITAR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Observed</td>
<td>Expected</td>
<td>Observed-Expected</td>
</tr>
<tr>
<td><strong>GXXI</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Birth</td>
<td>3.23</td>
<td>3.1</td>
<td>0.13 (0.24)</td>
</tr>
<tr>
<td>0.1-3 months</td>
<td>4.64</td>
<td>4.71</td>
<td>-0.06 (0.29)</td>
</tr>
<tr>
<td>3.1-6 months</td>
<td>6.94</td>
<td>6.90</td>
<td>0.04 (0.28)</td>
</tr>
<tr>
<td>6.1-12 months</td>
<td>8.77</td>
<td>8.77</td>
<td>-0.004 (0.32)</td>
</tr>
<tr>
<td>12.1+ months</td>
<td>11.41</td>
<td>11.41</td>
<td>0.003 (0.29)</td>
</tr>
<tr>
<td><strong>GOCS</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Birth</td>
<td>3.44</td>
<td>3.28</td>
<td>0.16 (0.28)</td>
</tr>
<tr>
<td>0.1-3 months</td>
<td>4.99</td>
<td>5.02</td>
<td>-0.02 (0.67)</td>
</tr>
<tr>
<td>3.1-6 months</td>
<td>7.45</td>
<td>7.29</td>
<td>0.16 (0.80)</td>
</tr>
<tr>
<td>6.1-12 months</td>
<td>9.23</td>
<td>9.13</td>
<td>0.10 (1.36)</td>
</tr>
<tr>
<td>12.1+ months</td>
<td>11.84</td>
<td>11.81</td>
<td>0.03 (1.65)</td>
</tr>
<tr>
<td><strong>NINFEA</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Birth</td>
<td>3.34</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.1-3 months</td>
<td>5.98</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3.1-6 months</td>
<td>7.95</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6.1-12 months</td>
<td>10.15</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>12.1+ months</td>
<td>11.82</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

\* Average of the child-specific predictions
\* Mean (SD)
### Table 5.2: Observed and expected mean weight values (kg) from the best specification of the three models fitted on the 0-4 years male data by cohort and age range

<table>
<thead>
<tr>
<th></th>
<th>Jenss-Bayley</th>
<th>Reed</th>
<th>SITAR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Observed</td>
<td>Expected</td>
<td>Observed-Expected</td>
</tr>
<tr>
<td></td>
<td>Expected ¹</td>
<td>Observed-Expected ²</td>
<td>Expected ³</td>
</tr>
<tr>
<td><strong>GOC</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Birth</td>
<td>3.44</td>
<td>3.35</td>
<td>0.10 (0.33)</td>
</tr>
<tr>
<td>0.1-3 months</td>
<td>4.99</td>
<td>5.08</td>
<td>-0.09 (0.32)</td>
</tr>
<tr>
<td>3.1-6 months</td>
<td>7.45</td>
<td>7.38</td>
<td>0.06 (0.33)</td>
</tr>
<tr>
<td>6.1-12 months</td>
<td>9.23</td>
<td>9.22</td>
<td>0.001 (0.33)</td>
</tr>
<tr>
<td>12.1-24 months</td>
<td>11.61</td>
<td>11.63</td>
<td>-0.03 (0.38)</td>
</tr>
<tr>
<td>24.1+ months</td>
<td>16.37</td>
<td>16.37</td>
<td>0.004 (0.41)</td>
</tr>
<tr>
<td><strong>NINFEA</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Birth</td>
<td>3.34</td>
<td>3.27</td>
<td>0.07 (0.37)</td>
</tr>
<tr>
<td>0.1-3 months</td>
<td>5.98</td>
<td>6.01</td>
<td>-0.03 (0.41)</td>
</tr>
<tr>
<td>3.1-6 months</td>
<td>7.95</td>
<td>7.87</td>
<td>0.08 (0.40)</td>
</tr>
<tr>
<td>6.1-12 months</td>
<td>10.15</td>
<td>10.16</td>
<td>-0.02 (0.47)</td>
</tr>
<tr>
<td>12.1-24 months</td>
<td>11.82</td>
<td>11.68</td>
<td>0.13 (0.43)</td>
</tr>
<tr>
<td>24.1+ months</td>
<td>16.88</td>
<td>16.89</td>
<td>-0.01 (0.13)</td>
</tr>
</tbody>
</table>

¹ Average of the child-specific predictions
² Mean (SD)
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Abstract

Background: Studying prenatal influences of early life growth is relevant to life-course epidemiology as some of its features have been linked to the onset of later diseases. Methods: We studied the association between prenatal maternal characteristics (height, age, parity, education, pre-pregnancy body mass index (BMI), smoking, gestational diabetes and hypertension) and offspring weight trajectories in infancy using Superimposition by Translation And Rotation (SITAR) models, which parameterize growth in terms of three biologically interpretable parameters: size, velocity and tempo. We used data from three contemporary cohorts based in Portugal (GXXI, n=738), Italy (NINFEA, n=2,925), and Chile (GOCS, n=959).

Results: Estimates were generally consistent across the cohorts for maternal height, age, parity and pre-pregnancy overweight/obesity. Some exposures only affected one growth parameter (e.g. maternal height (per cm): 0.4% increase in size (95% confidence interval (CI):0.3; 0.5)), others were either found to affect size and velocity (e.g. pre-pregnancy underweight vs normal weight: smaller size (-4.9%, 95% CI:-6.5;-3.3), greater velocity (5.9%, 95% CI:1.9;10.0)), or to additionally influence tempo (e.g. pre-pregnancy overweight/obesity vs normal weight: increased size (7.9%, 95% CI:4.9;10.8), delayed tempo (0.26 months, 95% CI:0.11;0.41), decreased velocity (-4.9%, 95% CI:-10.8;0.9)). Conclusions: By disentangling the growth parameters of size, velocity and tempo, we found that prenatal maternal characteristics, especially maternal smoking, pre-pregnancy overweight and underweight, parity and gestational hypertension, are associated with different aspects of infant weight growth. These results may offer insights into the mechanisms governing infant growth.
Birth size and early life growth trajectories have been found to be important predictors for the onset and development of a wide range of later diseases,\textsuperscript{1-6} with early postnatal weight gains becoming the focus of research into the development of overweight and obesity later in childhood and adulthood.\textsuperscript{7-11} As a consequence there is also growing interest in prenatal predictors of rapid weight gain in infancy\textsuperscript{12,13} and overweight and obesity later life.\textsuperscript{14-17} A wide-ranging literature exists on the association of prenatal exposures - such as maternal, environmental and social factors, pregnancy conditions, parental age, health status and life-style - with birth outcomes, mainly birth size and gestational age.\textsuperscript{18-22} More recently, the association of these prenatal exposures with early life growth trajectories has also been investigated,\textsuperscript{13,23-25} particularly with reference to features of postnatal rapid weight gain.\textsuperscript{12,26,27} A limitation of most of these analyses is that they focus on relatively simple aspects of growth, such as differences in size at pre-specified age intervals. In addition such comparisons can only be performed when growth data are available at fixed time points and therefore may involve only a subset, often unrepresentative, of the original cohort.\textsuperscript{12}

In this paper we examine the association between several prenatal maternal exposures with weight trajectories of infants (0-2 years) from three recent cohorts based in countries with diverse socio-economic backgrounds (Portugal, Italy and Chile) using the shape-invariant random effects model called SuperImposition by Translation And Rotation (SITAR).\textsuperscript{23,28} This approach allows the capture of individual trajectories, from irregularly spaced observations, through three parameters that have a direct biological interpretation - \textit{size}, \textit{velocity} and \textit{tempo}. SITAR has been used before to model individual growth data,\textsuperscript{22-30} and is extended here to include multiple explanatory variables for each of its three parameters. The focus is on infant growth because of its relevance in life-course epidemiology research, while the inclusion of data
from different cohorts is aimed at evaluating the robustness of the results, given the expected
differences across the three source populations in distribution of the exposures (as well as their
correlations with potential confounders).

MATERIAL AND METHODS

The cohort studies

GXXI. GXXI was established in 2005 in the Porto region of Portugal. All children born of
women resident in the region and admitted to one of its five public hospitals for delivery, with a
gestational age at birth greater than 24 weeks, were eligible to participate. Recruitment lasted
from April 2005 to August 2006. Women were enrolled few days before their due date and, in
the majority, completed baseline questionnaires between 24 and 72 hours after delivery. In total
the baseline data consist of 8,311 singleton children. Children were actively followed-up through
interviewer-administered questionnaires planned at 3, 6, 12/15 and 24 months of age. Due to
logistic and financial constraints a restricted time window was allocated for each follow-up
occasion. The present analyses are based on the information collected at baseline and at the 2-
years follow-up, which is available for 738 singleton babies of likely Portuguese origin with
known gestational age at birth, and consists of growth data from the child's health records,
obtained prospectively by health professionals. These include anthropometric measures taken at
about 1, 2, 4, 6, 9, 12, 15, 18 and 24 months of age, together with the actual dates of
measurement. Up to 6 additional measurements and dates reported in the health records were
also entered into the database. The median number of measurements per child is 10.

NINFEA. NINFEA is an on-going Italian web-based cohort study which started in 2005 and
aims to recruit pregnant women via the Internet and follow up their children (more details in
Enrolment is carried out at the study website (www.progettoninfea.it) where women complete the first questionnaire (Q1) at any time during their pregnancy. Active follow up is via online questionnaires administered at around 6 (Q2), 18 (Q3), 48 (Q4) months and 7 years (Q5) of age of the child. For these analyses we used the database version 12.03 (downloaded in March 2012) which includes 2,925 singleton children with available data on gestational age at birth and whose mothers were born in Italy. At Q2 women were asked to report the child's anthropometric measurements at birth, 3 and 6 months, while at Q3 they were asked to report the measures at 12 and 18 months. Revisions of these questionnaires, undertaken after approximately the first 1,500 mothers enrolled, led to inclusion of additional questions on the child's measures at the time of their completion. The present analyses involve growth data up to around age 2 years, resulting in a median of 4 (range 1-7) measurements per child.

GOCS. GOCS is an on-going Chilean cohort aiming to study the association of early growth with children's maturation, adiposity and associated metabolic complications (more details in 31). The study was initiated in 2006 when all children aged 2.6-4 years attending public nursery schools in six counties of Santiago were invited to participate if they were singleton births with a gestational age at birth between 37 and 42 weeks, and birth weight between 2500 and 4500 grams. Among the 1,498 eligible children 1,195 (80%) accepted the invitation. The present analyses includes all 959 children of non-indigenous origin without missing growth and exact gestational age data. Weight and height measurements from birth up to 36 months of life were extracted from routinely-completed health records; from the time of recruitment onwards, children were measured yearly at their nursery by a dietician. For these analyses only growth data up to around age 2 years were used, yielding a median of 6 (range 1-8) measurements per child.
Prenatal exposures

The following background maternal exposures were studied in relation to weight trajectories over the first 2 years of life: height, age, educational level and parity at the time of birth of the child. Pre-pregnancy body mass index (BMI), smoking status during pregnancy and pregnancy complications, namely gestational diabetes and pregnancy hypertension/eclampsia, were instead considered intermediate exposures as their values are likely to be affected by the background variables above. Data on prenatal variables were derived from questionnaires administered during pregnancy in NINFEA, at birth in GXXI, and when the children were approximately 3-4 years old in GOCS. Coding and further details are given in Table 1. Because of missing values a core dataset for each cohort was defined as the subset of records with complete information on the following core exposure variables: maternal height, age, education, parity, pre-pregnancy BMI and smoking status during pregnancy.

Statistical methods

SITAR model. The observed weight trajectories were modelled using a recently developed shape invariant random effects model. It was introduced by Cole to study height trajectories in puberty, following the model proposed by Beath to analyse weight growth in infancy. Let \( y_{it} \) be the weight of child \( i \) at age \( t \), then SITAR is specified as:

\[
y_{it} = \alpha_i + \beta_i \left( \frac{t - \gamma_i}{e^{-\gamma_i}} \right) + \epsilon_{it}
\]

(1)
where \( h(z) \) is a natural cubic spline of transformed age \( z \), \( a, \beta, \) and \( \gamma \) are subject-specific growth parameters, and \( \varepsilon_n \) is the residual error term assumed to have mean zero and constant variance. The three parameters correspond respectively to the size, tempo and velocity of growth specific to each child: \( a \) represents the shift in the weight axis, while \( \beta \) and \( \gamma \) represent the change in location and scale to be applied to the age scale, respectively, in order for all children to share the same shape (mean spline curve \( h(z) \)). Size is expressed in units of weight, tempo in units of age, while velocity is a multiplier, and therefore is scale-free and reported as a percentage. Pizzi et al.\(^{14}\) discuss in detail how these parameters are to be interpreted given their close correlations. In brief they can be parameterized as follows: let \( a_i = a_0 + a_i \), where \( a_0 \) is a fixed parameter, representing the size of a reference child, and \( a_i \) a random, normally distributed variable with mean zero and constant variance, and let similar specifications for \( \beta \) and \( \gamma \), then estimation can be carried out by maximum likelihood as for any (non-linear) mixed effects model.\(^{35}\) Irregular observations can be handled under the assumption of missing at random.\(^{36}\) From a biological perspective \( a_i \) will be positive for heavier children, while \( \beta_i \) is related to the timing of maximum growth velocity and therefore will be negative for children whose growth is more advanced at earlier ages (earlier velocity peak), and \( \gamma_i \) will be positive for children with faster growth.\(^{28}\)

A covariate \( X \) with observed value \( x_i \) on subject \( i \) can be included in the model by specifying the three growth parameters as follow:

\[
\begin{align*}
\alpha_i &= \alpha_0 + \delta_a x_i + \alpha_{a_i} \\
\beta_i &= \beta_0 + \delta_{\beta} x_i + \beta_{a_i} \\
\gamma_i &= \gamma_0 + \delta_{\gamma} x_i + \gamma_{a_i}
\end{align*}
\]  

(2)
where $\delta_a$, $\delta_b$ and $\delta_r$ represent the contribution of the covariate to a child’s size, tempo and velocity, respectively. Generalization of equation (2) to multiple covariates is straightforward. This is a slightly different parameterization from the one adopted by Beath.23

Analyses. Weight was log-transformed to aid meeting the distributional assumptions of the model. As a consequence $\delta_a$ is to be interpreted as percentage changes in size relative to the reference child.37 Age was measured in months, hence $\delta_b$ is also expressed in months. The spline function $h(z)$ was defined by placing the internal knots at quantiles of the age distribution, appropriate for each cohort because of varying richness and spread of the available weight measurements (four knots were used for analyses of GXX1 and GOCS data and three for analyses of NINFEA). The complexity of the SITAR model relatively to the available data led to imposing constraints on its parameters, namely that the tempo of the standard child, $\beta_a$, was zero. Furthermore to be able to compare the three cohorts, $\delta_b$, the contribution of each covariate on a child’s tempo, was also constrained to be zero. These constraints were relaxed in analyses specific to GXXI as it had more weight growth measurements.

Models were initially fitted separately by study. We first included one explanatory variable at a time, with adjustment by gender and gestational age (we will refer to the latter results as “minimally-adjusted estimates”). We used all available data and also just the core datasets to allow comparisons between unadjusted and adjusted estimates for each of these variables. Fully-adjusted estimates were obtained by fitting two separate models to the core datasets: (i) the background explanatory variables were mutually adjusted, as well as adjusted for gestational age and gender; (ii) the intermediate explanatory variables were mutually adjusted, as well as adjusted for the background variables, gestational age and gender.
Models were also refitted on the pooled data from the three cohorts, assessing evidence of heterogeneity via significance tests of the interaction between each covariate and the study indicators (one covariate at a time, using the Wald test).

RESULTS

Descriptive results

There is considerable variation in the distribution of the prenatal exposures across the three birth cohorts (Table 1); in particular, Chilean and Portuguese mothers are on average 8 and 3 cm shorter, and 6 and 3 years younger at birth, respectively, than their Italian counterparts. Despite being on average younger, the proportion of multiparous mothers is higher among GOCS participants. Educational level strongly differs across cohorts, with only 5% of the NINFEA mothers being in the lowest educational category as opposed to 36% in GOCS and almost 50% in GXXI, and with almost 60% highly educated women in NINFEA compared to 27% and 20% in GXXI and GOCS, respectively. Because of the study design, education is a strong predictor of participation into NINFEA, and this explains many of the differences observed. The prevalence of overweight/obese women is much lower in NINFEA, while prevalence of underweight is slightly higher. Approximately 20% of GXXI women smoked during pregnancy with the corresponding figure in the other two populations lower than 10%. Gestational diabetes was less frequently diagnosed in GOCS, while gestational hypertension/eclampsia was less frequently diagnosed in GXXI.

Cohort-specific analyses
Table 2 presents the estimated minimally-adjusted and fully-adjusted covariate-specific parameters (i.e. the relevant $\delta_a$ and $\delta_y$), by cohort, obtained from models fitted to the core datasets. The minimally-adjusted estimates obtained when fitting the models to each whole cohort are reported in the eTable 1: they are generally close to the minimally-adjusted estimates reported in Table 2 indicating that the core datasets are likely to be representative of the corresponding whole cohorts. The minimally-adjusted and fully-adjusted estimates reported in Table 2 are very similar, indicating little reciprocal confounding among these variables. Despite some between-cohort differences, the findings overall are consistent with size being positively associated with maternal height (NINFEA, fully-adjusted: $\delta_a=0.4\%$; similarly in the other cohorts), pre-pregnancy overweight/obesity (NINFEA: $\delta_a=2.1\%$; similarly in the other cohorts) and parity (GXXI: $\delta_a=4.5\%$; similarly in NINFEA), but negatively associated with smoking during pregnancy ($\delta_a=-3\%$ in GXXI and NINFEA) and maternal pre-pregnancy underweight ($\delta_a=-4\%$ in each cohort). Post-natal growth velocity was positively associated with maternal smoking (GXXI: $\delta_y=13.2\%$; NINFEA: $\delta_y=6.5\%$), and possibly maternal underweight (NINFEA: $\delta_y=4.4\%$), but negatively associated with parity (GXXI: $\delta_y=-6.1\%$; similarly in NINFEA). The results for education were quite heterogeneous: while in GXXI medium/highly educated women have bigger children who tend to have slower growth velocity, and in GOCS the children from less educated mothers have slower growth rate compared to those in the reference group, in NINFEA no association was found.

The model that examined pregnancy complications showed that, when fully adjusted for the other characteristics, gestational diabetes was not associated with infant weight growth (Table 3). In contrast, children from mothers with gestational hypertension were smaller and with a steeper
growth curve (GXXI: $\delta_5=-6.4\%$, $\delta_7=12.8\%$; similarly in NINFEA), although this pattern was not present in GOCS.

**Pooled analyses**

Pooled analyses of the three cohorts show significant heterogeneity of effects for some covariates (smoking, gestational hypertension and gestational diabetes), with the differences arising from GOCS, unsurprisingly given the results of Tables 2-3, the retrospective collection of its prenatal data and its inclusion criteria. As there was no evidence of heterogeneity between GXXI and NINFEA, their data were pooled with results reported in Table 4. The estimated coefficients for pre-pregnancy BMI confirm that babies from underweight mothers are smaller but with a greater postnatal growth rate (i.e. *velocity*), while children from overweight/obese women have a bigger *size* without evidence of decreased postnatal growth rate. Results for maternal education show that less educated mothers have smaller children that however have the same growth velocity as children of more educated mothers (Table 4).

In order to examine whether the observed heterogeneities across the cohorts were due to differences in entry criteria, we replicated cohort-specific analyses on the subset of GXXI and NINFEA children who were born at term and with a birth weight of 2500-4500 grams, using the same entry criteria as GOCS. The results pointed to much more similar effects across the cohorts.

**Explanatory variables for tempo**

Finally we rerun the analyses allowing for covariate effects on *tempo*, restricting them to the GXXI cohort because of its rich number of repeated weight observations (similar analyses for the
other cohorts did not lead to estimation convergence). The results are reported in Table 5. There is no evidence of an effect of maternal height, age, pre-pregnancy underweight or smoking on tempo, and therefore no change in the estimated effects on size or velocity. However parity, pre-pregnancy overweight/obesity, and hypertension do influence tempo of growth. Infants of parous mothers have relatively earlier growth spurts by about 5 days (δₜ = -0.17 months, 95% CI -0.34; -0.01). Allowing for this association 'explains away' some of the earlier associations found between parity and size and velocity (both are substantially reduced; see Table 2 and Table 5). In contrast infants have delayed tempo by about 8 days (δₜ =0.26, 95% CI 0.11; 0.41) if their mother is overweight/obese. As for parity, given the correlations among the three growth parameters, including maternal overweight/obesity in the specification of tempo changes its association with size and velocity. In particular that for velocity becomes negative (δᵥ =-4.9, 95% CI -10.8; 0.9) implying that infants of overweight/obese mothers not only have a later peak, but also have slower velocity than that of a reference child. For hypertension too the association with size and velocity is reduced when an association with tempo is allowed. The latter is found to be positive (δᵥ =0.31, 95% CI 0.08; 0.53) indicating a delay in peak velocity of almost 10 days (Table 5).

DISCUSSION
In this paper we have investigated prenatal influences on weight growth in infancy in order to contribute to the understanding of its role in the development of a wide range of later diseases. We have used data on children belonging to three contemporary cohorts based in Portugal, Italy and Chile in order to compare effects across socio-economically and geographically diverse populations and gain a more robust understanding of these associations, while accounting for potentially different confounding patterns. The individual weight trajectories were modelled
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using SITAR, a model that provides biologically interpretable growth parameters, extended here to include multiple explanatory variables.

Our analyses indicate that prenatal exposures affect different dimensions of the weight trajectories. In all cohorts, size was positively associated with maternal height, parity and pre-pregnancy overweight/obesity, and negatively with pre-pregnancy underweight. Additionally in all cohorts parity negatively affected velocity. In contrast, only for infants from the two European studies, maternal smoking and gestational hypertension were associated with reduced size and increased velocity, while pre-pregnancy underweight was positively associated with velocity. Maternal education was only a moderate predictor of size in the European cohorts and of velocity in the Chilean cohort. When tempo was modeled in terms of covariates in analyses restricted to GXXI, we found that part of the impact on size and velocity observed for parity, maternal overweight/obesity and hypertension was captured by their influence on the tempo dimension. In particular, infants of parous mothers were found to have an earlier timing of growth, while those of overweight/obese or gestational hypertensive mothers to have it delayed. We found instead no evidence of an effect of maternal height, age, or smoking on tempo.

While some of these results are not new - e.g. the relation between parity and smoking with infant size and weight velocity, the positive association between maternal overweight/obesity with increased size (which corroborates the existing evidence on an intergenerational transmission of obesity) - other findings are of interest, in particular the association between gestational hypertension and reduced size, delayed tempo and increased velocity, and the effect of maternal underweight on size and velocity. The former is consistent with current evidence of an association of hypertension with fetal growth retardation. For the latter, while the consequences of maternal obesity have been extensively investigated, less
evidence is currently available on the effect of maternal pre-pregnancy underweight, especially on postnatal growth rate in economically developed countries. What we found in the European cohorts is that maternal underweight was associated with reduced size and increased velocity, while in the Chilean cohort only an effect on size was observed. We also found only a weak association between gestational diabetes and size in GXXI and NINFEA, despite previous findings linking it with increased birth weight and adiposity later in life.17,39 This is possibly due to the self-reported and coarse (i.e. no distinction in severity) nature of the information available in all three cohorts.

A strength of these combined results is that they are derived from modelling the joint association of multiple exposures on multiple growth parameters simultaneously. Another strength of the approach adopted in this paper is that we used all the available growth data (assuming that the frequency and timing of the observations do not depend on the values that are not observed, i.e. that data are missing at random, MAR36). This is in contrast to the most common approach used in the epidemiological literature to analyse growth data which consists of comparing anthropometric measures taken at two fixed time points across subgroups of children (e.g. those defined by maternal characteristics). Such comparisons can only be performed for participants with observations at both occasions, therefore involving only a subset of the original cohort which leads to unbiased results only if missingness is completely at random.12 Specifications of mixed effects models other than SITAR have been used to study growth data that are irregularly spaced, such as linear splines models.40 Similarly to SITAR they require MAR.16 However, they are not as flexible in modelling non-linear growth (linear mixed models) or not as interpretable (linear splines models) as SITAR. More specifically, the advantage of SITAR is the ability to naturally deal with the non-linear shape of the weight trajectories - via the use of a cubic spline -
and to summarize the growth process via three biologically meaningful parameters, two of which - velocity and tempo - separate the growth rate into specific components when trajectories are non-linear. This has given us insights into what governs the timing of peak growth velocity in infancy when we were able to fit the expanded model with explanatory variables for tempo, as well as size and velocity. Moreover our study showed that SITAR can be successfully fitted to dataset with relatively sparse data, such as NINFEA, providing results consistent with those obtained with richer dataset. However, when examining the association between prenatal factors and growth, we had to impose some constraints allowing for an effect on size and velocity only, as the model also including a tempo effect failed when fitted to the NINFEA and GOCS data. This is likely to be due to lack of heterogeneity in GOCS, which only include term children, and to lack of sufficient growth observations in NINFEA. The fully specified model was instead successfully fitted to the GXXI cohort, which has the greater number of weight growth measurements.

As expected given the different source populations, we found some heterogeneities across the three cohorts, mainly in relation to the effect of maternal smoking and hypertension. Some of these variations were shown to be partly due to differences in inclusion criteria and could also derive from differences in quality and coarseness of the available data in particular in relation to pregnancy complications. An additional limitation could be that we have not investigated to what extent the associations found for the prenatal exposures could be explained by relevant early postnatal factors, such as feeding. However this is beyond the scope of this paper.

In summary, our findings are that growth trajectories in contemporary infants from economically and geographically diverse countries such as Portugal, Italy and Chile share some common features, in particular with respect to the effect of maternal height, maternal overweight/obesity.
and parity. In the two European cohorts we also found interestingly separate effects of maternal underweight, smoking and hypertension on the child's size and velocity, and when growth data were rich and the effect on tempo could also be examined, we found that parity, maternal overweight/obesity and gestational hypertension had important effects on the timing of growth. Our analytical approach therefore succeeded in separating the relationships between prenatal maternal characteristics and infant growth into different components, and may inform new biological insights into the mechanisms governing infant growth.
### TABLE 1. Descriptive Statistics of the Main Variables by Cohorts

<table>
<thead>
<tr>
<th>Child characteristics</th>
<th>GXXI (N=738)</th>
<th>NINFEA (N=2,925)</th>
<th>GOCSS (N=959)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean gestational age (weeks ± SD)</td>
<td>N</td>
<td>%</td>
<td>N</td>
</tr>
<tr>
<td>Gender</td>
<td>738</td>
<td>39.1 ± 1.6</td>
<td>2,925</td>
</tr>
<tr>
<td>Female</td>
<td>365</td>
<td>49.5</td>
<td>1,441</td>
</tr>
<tr>
<td>Male</td>
<td>373</td>
<td>50.5</td>
<td>1,484</td>
</tr>
<tr>
<td>Gender</td>
<td>737</td>
<td>30.3 ± 5.1</td>
<td>2,925</td>
</tr>
<tr>
<td>Mean height (cm ± SD)</td>
<td>629</td>
<td>161.5 ± 5.9</td>
<td>2,836</td>
</tr>
<tr>
<td>Mean age (years ± SD)</td>
<td>737</td>
<td>30.3 ± 5.1</td>
<td>2,925</td>
</tr>
<tr>
<td>Parity b</td>
<td>462</td>
<td>62.9</td>
<td>2,105</td>
</tr>
<tr>
<td>Nulliparous</td>
<td>272</td>
<td>37.1</td>
<td>737</td>
</tr>
<tr>
<td>Educational level c</td>
<td>362</td>
<td>49.7</td>
<td>147</td>
</tr>
<tr>
<td>Low</td>
<td>172</td>
<td>23.6</td>
<td>1,053</td>
</tr>
<tr>
<td>Medium</td>
<td>194</td>
<td>26.7</td>
<td>1,690</td>
</tr>
<tr>
<td>Pre-pregnancy BMI</td>
<td>376</td>
<td>60.7</td>
<td>2,060</td>
</tr>
<tr>
<td>&lt;18.5</td>
<td>213</td>
<td>34.4</td>
<td>533</td>
</tr>
<tr>
<td>18.5-24.99</td>
<td>30</td>
<td>4.9</td>
<td>235</td>
</tr>
<tr>
<td>25+</td>
<td>376</td>
<td>60.7</td>
<td>2,060</td>
</tr>
<tr>
<td>Smoke during pregnancy d</td>
<td>213</td>
<td>34.4</td>
<td>533</td>
</tr>
<tr>
<td>No</td>
<td>574</td>
<td>79.5</td>
<td>2,632</td>
</tr>
<tr>
<td>Up to 1st trimester</td>
<td>53</td>
<td>7.3</td>
<td>51</td>
</tr>
<tr>
<td>After 1st trimester</td>
<td>95</td>
<td>13.2</td>
<td>190</td>
</tr>
<tr>
<td>Pregnancy complications *</td>
<td>560</td>
<td>92.3</td>
<td>2,506</td>
</tr>
<tr>
<td>Gestational diabetes</td>
<td>47</td>
<td>7.7</td>
<td>218</td>
</tr>
<tr>
<td>No</td>
<td>576</td>
<td>95.2</td>
<td>2,498</td>
</tr>
<tr>
<td>Yes</td>
<td>29</td>
<td>4.8</td>
<td>222</td>
</tr>
</tbody>
</table>

*Total N might vary across variables due to missing values

b In GOCSS child order is used as a proxy for parity

c GXXI: Low=≤9 years, Medium=9-12 years, High=Degree or more; NINFEA: Low=None/Primary/Secondary school, Medium=High school, High=Degree or more; GOCSS: Low=None/Primary/Secondary school, Medium=High school + technical education or more

d In GOCSS smoking during pregnancy is categorized as No/Rarely vs Frequently

* Mothers suffering from these diseases before pregnancy (information available only in GXXI and NINFEA) classified as "No"
<table>
<thead>
<tr>
<th>TABLE 2. Estimated Coefficients and 95% Confidence Interval for the Association Between Covariates and Size and Velocity Parameters by Cohorts</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GXM (N = 605)</strong></td>
</tr>
<tr>
<td>Minimally-adjusted $^a$</td>
</tr>
<tr>
<td><strong>Background</strong></td>
</tr>
<tr>
<td>Maternal height</td>
</tr>
<tr>
<td>Maternal age</td>
</tr>
<tr>
<td>Maternal parity</td>
</tr>
<tr>
<td>Maternal education</td>
</tr>
<tr>
<td>Low</td>
</tr>
<tr>
<td>Medium</td>
</tr>
<tr>
<td>High</td>
</tr>
<tr>
<td>Pre-pregnancy BMI</td>
</tr>
<tr>
<td>&lt;18.5</td>
</tr>
<tr>
<td>≥18.5</td>
</tr>
<tr>
<td>Maternal smoking</td>
</tr>
<tr>
<td>No</td>
</tr>
<tr>
<td>Yes</td>
</tr>
</tbody>
</table>

$^a$ Estimates derived from model adjusted for gender and gestational age fitted on the sample of data with no missing values for the following maternal variables: height, age, parity, educational level, pre-pregnancy BMI and smoking during pregnancy.

$^b$ Background variables are mutually adjusted and further adjusted for gender and gestational age. Intermediate variables are mutually adjusted and further adjusted for background variables, gender and gestational age.

$^c$ In GOC, child order was used as a proxy for parity.

$^d$ GXXI: Low = <9 years, Medium = 9-12 years, High = Degree or higher; NINEA: Low = <Secondary school, Medium = High school, High = Degree or higher; GOC: Low = None, Primary >Secondary school, Medium = High school, High = High School + technical education or higher.

$^e$ In GOC, smoking during pregnancy was categorized as No Rarely vs Frequently.
<table>
<thead>
<tr>
<th></th>
<th>GXXI (N = 492)</th>
<th></th>
<th>SINFIA (N = 2,523)</th>
<th></th>
<th>GOCS (N = 659)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Minimally-adjusted</td>
<td>Fully-adjusted</td>
<td>Minimally-adjusted</td>
<td>Fully-adjusted</td>
<td>Minimally-adjusted</td>
<td>Fully-adjusted</td>
</tr>
<tr>
<td></td>
<td>Size</td>
<td>Velocity</td>
<td>Size</td>
<td>Velocity</td>
<td>Size</td>
<td>Velocity</td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>Diabetes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>-3.8</td>
<td>4.6</td>
<td>-5.9</td>
<td>0.6</td>
<td>-3.4</td>
</tr>
<tr>
<td></td>
<td>1.1</td>
<td>0.1</td>
<td>0.6</td>
<td>0.1</td>
<td>2.0</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>-3.3</td>
<td>-0.3</td>
<td>-3.3</td>
<td>-0.3</td>
<td>-3.3</td>
<td>-0.3</td>
</tr>
<tr>
<td></td>
<td>4.9</td>
<td>-10.6</td>
<td>12.3</td>
<td>-6.6</td>
<td>4.6</td>
<td>-11.7</td>
</tr>
<tr>
<td></td>
<td>-2.0</td>
<td>-5.5</td>
<td>4.7</td>
<td>-4.4</td>
<td>-4.5</td>
<td>-2.0</td>
</tr>
<tr>
<td></td>
<td>0.0</td>
<td>-5.1</td>
<td>4.1</td>
<td>-4.7</td>
<td>-6.4</td>
<td>-11.7</td>
</tr>
<tr>
<td></td>
<td>-3.8</td>
<td>-7.6</td>
<td>1.3</td>
<td>-4.7</td>
<td>9.0</td>
<td>4.4</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>-4.2</td>
<td>3.1</td>
<td>-10.9</td>
<td>-0.6</td>
<td>-4.2</td>
</tr>
<tr>
<td></td>
<td>-1.5</td>
<td>-10.8</td>
<td>2.2</td>
<td>-10.9</td>
<td>-1.5</td>
<td>-10.8</td>
</tr>
</tbody>
</table>

*Estimates derived from model adjusted for gender and gestational age fitted on the sample of data with no missing values for the following maternal variables: height, age, parity, educational level, pre-pregnancy BMI, smoking during pregnancy, gestational diabetes and gestational hypertension.

*Adjusted by sex, gestational age and maternal height, age, parity, educational level, pre-pregnancy BMI and smoking during pregnancy.
### TABLE 4. Fully-Adjusted Estimated Coefficients and 95% Confidence Interval for the Association Between Covariates and Size and Velocity Parameters on the Pooled GXXI & NINFEA Datasets

<table>
<thead>
<tr>
<th>Background</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GXXI+NINFEA (N = 3,339) ^</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Size</td>
<td>95%CI</td>
<td>Velocity</td>
<td>95%CI</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maternal height</td>
<td>0.4</td>
<td>0.3:0.5</td>
<td>0.1</td>
<td>-0.1:0.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maternal age</td>
<td>0.02</td>
<td>-0.1:0.1</td>
<td>0.02</td>
<td>-0.2:0.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maternal parity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nulliparous</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parous</td>
<td>3</td>
<td>2.1:4.1</td>
<td>-5.5</td>
<td>-8.0:-3.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maternal education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>-2.2</td>
<td>-3.7:-0.6</td>
<td>2.4</td>
<td>-1.4:6.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>-0.9</td>
<td>-1.8:0.1</td>
<td>-0.7</td>
<td>-3.0:1.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intermediate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-pregnancy BMI</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;18.5</td>
<td>-4.9</td>
<td>-6.5:-3.3</td>
<td>5.9</td>
<td>1.9:10.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18.5-24.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25+</td>
<td>2.4</td>
<td>1.4:3.5</td>
<td>-0.5</td>
<td>-3.1:2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maternal smoking</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤1 trimester</td>
<td>-0.9</td>
<td>-3.4:1.7</td>
<td>5.9</td>
<td>-0.5:12.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;1 trimester</td>
<td>-3.3</td>
<td>-4.8:-1.7</td>
<td>10.2</td>
<td>6.3:14.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gestational diabetes</td>
<td>1.1</td>
<td>-0.6:2.7</td>
<td>-0.8</td>
<td>-5.0:3.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gestational hypertension</td>
<td>-5.2</td>
<td>-6.9:-3.5</td>
<td>10.6</td>
<td>6.4:14.8</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

^ Model fitted on the sample of data with no missing values for the following maternal variables: height, age, parity, educational level, pre-pregnancy BMI, smoking during pregnancy, gestational diabetes and gestational hypertension.

^ Background variables are mutually adjusted and further adjusted for gender and gestational age.

^ GXXI: Low = <9 years, Medium = <12 years, High = Degree or higher; NINFEA: Low = Secondary school, Medium = High school, High = Degree or higher.

^ Intermediate variables are mutually adjusted and further adjusted for background variables, gender and gestational age.

^ Model fitted on the sample of data with no missing values for the maternal variables: height, age, parity, educational level, pre-pregnancy BMI, smoking during pregnancy, gestational diabetes and gestational hypertension.
**TABLE 5. Fully-Adjusted Estimated Coefficients and 95% Confidence Interval for the Association Between Covariates and Size, Tempo and Velocity Parameters on the GXXI Data**

<table>
<thead>
<tr>
<th>Background</th>
<th>GXXI (N = 605)</th>
<th>Size</th>
<th>Tempo</th>
<th>Velocity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%</td>
<td>95%CI</td>
<td>%</td>
<td>95%CI</td>
</tr>
<tr>
<td>Maternal height</td>
<td>0.5</td>
<td>0.2; 0.7</td>
<td>-0.01</td>
<td>-0.01; 0.02</td>
</tr>
<tr>
<td>Maternal age</td>
<td>-0.1</td>
<td>-0.4; 0.2</td>
<td>-0.01</td>
<td>-0.02; 0.01</td>
</tr>
<tr>
<td>Maternal parity</td>
<td>Nulliparous</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Parous</td>
<td>1.0</td>
<td>-2.2; 4.3</td>
<td>-0.34</td>
<td>-0.01</td>
</tr>
<tr>
<td>Maternal education</td>
<td>Low</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Medium</td>
<td>3.6</td>
<td>0.1; 7.2</td>
<td>-0.18; 0.19</td>
<td>-2.2</td>
</tr>
<tr>
<td>High</td>
<td>3.6</td>
<td>0.1; 7.1</td>
<td>-0.11; 0.26</td>
<td>-7.0</td>
</tr>
<tr>
<td>Intermediate</td>
<td>Pre-pregnancy BMI</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>&lt;18.5</td>
<td>-12.3</td>
<td>0.5</td>
<td>-0.41</td>
<td>-0.2</td>
</tr>
<tr>
<td>18.5-24.99</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>25+</td>
<td>4.9</td>
<td>10.0</td>
<td>0.26</td>
<td>0.11</td>
</tr>
<tr>
<td>Maternal smoking</td>
<td>No</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>≤1st trimester</td>
<td>-6.9</td>
<td>-4.5</td>
<td>-0.02</td>
<td>-0.29</td>
</tr>
<tr>
<td>&gt;1st trimester</td>
<td>-2.8</td>
<td>-6.9</td>
<td>13</td>
<td>-0.08</td>
</tr>
<tr>
<td>Gestational diabetes</td>
<td>3.1</td>
<td>3.9</td>
<td>0.10</td>
<td>0.06</td>
</tr>
<tr>
<td>Gestational hypertension</td>
<td>-3.5</td>
<td>-12.2</td>
<td>5.3</td>
<td>0.31</td>
</tr>
</tbody>
</table>

* Model fitted on the sample of data with no missing values for the following maternal variables: height, age, parity, educational level, pre-pregnancy BMI and smoking during pregnancy
* Model is on the log-weight and age scales, thus the effect on tempo is on the age unit (months).
* Background variables are mutually adjusted and further adjusted for gender and gestational age
* GXXI: Low=<9 years, Medium=10-12 years, High=Degree or higher
* Intermediate variables are mutually adjusted and further adjusted for the background variables, gender and gestational age
* Model fitted on the sample of data with no missing values for the following maternal variables: height, age, parity, educational level, pre-pregnancy BMI, smoking during pregnancy, gestational diabetes and gestational hypertension
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**eTABLE 1. "Minimally-Adjusted" Estimated Coefficients and 95% Confidence Interval for the Association Between Covariates and Size and Velocity Parameters by Cohorts**

<table>
<thead>
<tr>
<th>Background</th>
<th>GXXI (n = 738)</th>
<th>NINFEA (n = 2,925)</th>
<th>GOCs (n = 959)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Adjusted for gender</td>
<td>Adjusted for gender &amp; gestational age</td>
<td>Adjusted by gender</td>
</tr>
<tr>
<td></td>
<td>% 95%CI</td>
<td>% 95%CI</td>
<td>% 95%CI</td>
</tr>
<tr>
<td>Maternal height</td>
<td>0.04</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>Maternal age</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Maternal parity</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Maternal smoking</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>Maternal education</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>Pre-pregnancy BMI</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>Gestational diabetes</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>Gestational hypertension</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
</tbody>
</table>

* In GOCs child order was used as a proxy for parity
* GXXI: Low=<9 years. Medium=<12 years. High= Degree or higher. NINFEA: Low= <Secondary school. Medium= High school. High= Degree or higher; GOCs: Low= None Primary Secondary school. Medium= High school. High= High School + technical education or higher
* In GOCs smoking during pregnancy was categorized as No Rarely vs. Frequently
5.3.1 Addendum to Research Paper IV

In order to display more clearly the effect sizes associated with the exposure variables in Tables 2 and 5 of Research Paper IV, graphs showing the predicted trajectories for children with different combinations of the covariates are presented below. In particular one graph is drawn for each exposure of interest, showing the predicted weight curves for different values of that exposure, keeping all other covariates at their reference values, and using the estimates derived from the models of Table 5 (therefore only results obtained for the GXXI study are shown). These are the models which allow for the association between the exposures and the three parameters, size, tempo and velocity. In order to assess whether the inclusion of an effect on the tempo dimension (Table 5 of Research Paper IV) results in different predicted curves compared with those derived when an effect on the size and velocity parameters only is allowed for (Table 2 of Research Paper IV), the same graphs are drawn using the estimates derived from the models of Table 2 for those exposures for which a significant association with tempo was found. These covariates are: parity, pre-pregnancy BMI and gestational hypertension.

The following reference values/categories were used to draw the graphs: mean maternal height (161 cm), mean maternal age (30 years), low maternal education, no maternal smoking during pregnancy, no gestational diabetes, nulliparity, pre-pregnancy BMI between 18.5 and 24.99 and no gestational hypertension.

Figures 5.1 to 5.7 show the predicted weight trajectories associated with the effect sizes displayed in Table 5 of Research Paper IV for those variables for which no association with the tempo parameter was observed. Namely Figure 5.1 shows the predicted curves for different levels of maternal height (161 cm vs 166 cm), with the predicted curve for a maternal height of 166 cm lying slightly above the other one. This is in line with the result reported in Research Paper IV, where maternal height was found to affect only the size dimension ($\delta_n=0.5\%$ in Table 5). No evidence of an effect of maternal age on the weight growth dimensions was found and this is confirmed by the predicted trajectories of Figure 5.2, which overlap.

Figures 5.3 and 5.4 display the effects associated with maternal education. In Research Paper IV it was observed that both medium and highly educated women have bigger children ($\delta_n=3.6\%$ for both categories in Table 5) who tend to have slower growth velocity, with the latter result being
Figure 5.1: Predicted weight curves for different values of maternal height from the model allowing for the association between the covariates and size, tempo and velocity parameters fitted on the GXXI data.

Figure 5.2: Predicted weight curves for different values of maternal age from the model allowing for the association between the covariates and size, tempo and velocity parameters fitted on the GXXI data.
Figure 5.3: Predicted weight curves for different categories of maternal education from the model allowing for the association between the covariates and size, tempo and velocity parameters fitted on the GXXI data.

Figure 5.4: Predicted weight curves for different categories of maternal education from the model allowing for the association between the covariates and size, tempo and velocity parameters fitted on the GXXI data.
Figure 5.5: Predicted weight curves for different categories of maternal smoking from the model allowing for the association between the covariates and size, tempo and velocity parameters fitted on the GXXI data.

![Graph showing weight curves for different categories of maternal smoking.]

Figure 5.6: Predicted weight curves for different categories of maternal smoking from the model allowing for the association between the covariates and size, tempo and velocity parameters fitted on the GXXI data.

![Graph showing weight curves for different categories of maternal smoking.]
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greater among the highly educated women ($\delta_s=-7.0\%$ for highly educated vs $\delta_s=-2.2\%$ for medium educated, see Table 5). The result concerning the slower growth rate of the children with an highly educated mother becomes evident when comparing Figure 5.4 and Figure 5.3: the difference between the predicted curves for the highly educated women vs the low educated women is clearly reduced after 6 months of life compared with the difference between the trajectories for the medium educated women vs the low educated women.

Maternal smoking was associated with reduced size and increased velocity, with these effects being much stronger for those women who kept on smoking after the first trimester of the pregnancy. Again, these findings are in line with the trajectories reported in Figures 5.5 and 5.6, which show how the predicted curve for children exposed to maternal smoking during pregnancy lies below that of those not exposed for the first months of life, but then lies above after 4/5 months of life due to their increased velocity.

Finally Figure 5.7 displays the effects associated with gestational diabetes. The predicted weight curve for children exposed to gestational diabetes lies above the other one, likely reflecting the association that was observed, albeit being not significant, between gestational diabetes and size ($\delta_s=3.1\%$ in Table 5).
Figures 5.8 to 5.15 concern those exposures for which an association with tempo was observed: parity, pre-pregnancy BMI and gestational hypertension. For each of these exposures two graphs are drawn: one showing the predicted weight curves derived from the models of Table 2 of Research Paper IV - which are those allowing for a covariates effect on the size and velocity parameters only - and one showing the predicted trajectories corresponding to the estimates of Table 5, where a covariates effect on all the three SITAR parameters was allowed for.

In Research Paper IV parity was associated with increased size and reduced velocity (Table 2), but when tempo was modeled in terms of covariates it was found that most part of the impact on size and velocity was captured by its influence on the tempo dimension. In particular, infants of parous mothers were found to have an earlier timing of growth (Table 5 of Research Paper IV). This is reflected in Figure 5.8 (corresponding to estimates reported in Table 2) and in Figure 5.9 (corresponding to estimates reported in Table 5): while in the first graph the curve related to the children with a parous mother lies slightly above the other one (nulliparous mother) soon after birth, with the two curves overlapping and diverging after about 5 months of life due to their decreased velocity (Figure 5.8), in the second graph the predicted curve for the children with a parous mother is slightly shifted to the left of the curve for the nulliparous mother over the full age range analyzed (Figure 5.9), reflecting the negative tempo effect.

Mother with a pre-pregnancy BMI below 18.5 were found to have children with a reduced size and no effect on the velocity dimension ($\delta_\alpha=-4.2\%$ in Table 2), and similar results when tempo was included in the model ($\delta_\alpha=-5.9\%$ in Table 5). As a consequence, the predicted curves of Figures 5.10 and 5.11 are almost identical. In contrast, Figures 5.12 and 5.13 slightly diverge. This is because infants of overweight/obese mothers were found to have a significantly delayed tempo compared with infants of mothers with a pre-pregnancy BMI between 18.5 and 25. In particular while in Table 2 of Research Paper IV maternal overweight/obesity was observed to affect only the size dimension ($\delta_\alpha=4.0\%$), estimates of Table 5 showed an association with all the three dimensions ($\delta_\alpha=7.9\%, \delta_\beta=0.26$ months and $\delta_\gamma=-4.9\%$). The two models lead to a slightly different prediction especially after the first year of life.

Finally Figures 5.14 and 5.15 displays the effects associated with gestational hypertension. As observed
Figure 5.8: Predicted weight curves for different categories of maternal parity from the model allowing for the association between the covariates and size and velocity parameters fitted on the GXXI data.

Figure 5.9: Predicted weight curves for different categories of maternal parity from the model allowing for the association between the covariates and size, tempo and velocity parameters fitted on the GXXI data.
Figure 5.10: Predicted weight curves for different categories of maternal pre-pregnancy BMI from the model allowing for the association between the covariates and size and velocity parameters fitted on the GXXI data.

Figure 5.11: Predicted weight curves for different categories of maternal pre-pregnancy BMI from the model allowing for the association between the covariates and size, tempo and velocity parameters fitted on the GXXI data.
Figure 5.12: Predicted weight curves for different categories of maternal pre-pregnancy BMI from the model allowing for the association between the covariates and size and velocity parameters fitted on the GXXI data.

Figure 5.13: Predicted weight curves for different categories of maternal pre-pregnancy BMI from the model allowing for the association between the covariates and size, tempo and velocity parameters fitted on the GXXI data.
Figure 5.14: Predicted weight curves for different categories of gestational hypertension from the model allowing for the association between the covariates and size and velocity parameters fitted on the GXXI data.

Figure 5.15: Predicted weight curves for different categories of gestational hypertension derived from the model allowing for an association between the covariates and size, tempo and velocity parameters fitted on the GXXI data.
for parity, most part of the impact of gestational hypertension on the size and velocity parameters observed in Table 2 of Research Paper IV ($\delta_\alpha=-6.4\%$ and $\delta_\gamma=12.8\%$) was captured by its influence on the tempo dimension when tempo was modeled in terms of covariates ($\delta_\alpha=-3.5\%$, $\delta_\beta=0.31$ months and $\delta_\gamma=8.7\%$, see Table 5). Again this is translated into slightly different predicted trajectories, especially after the first 6 months of life.

Overall these graphs show that the effect sizes reported in Tables 2 and 5 of Research Paper IV correspond to relatively small differences in population predicted trajectories. They also show that the inclusion of an effect on the tempo dimension might result in slightly different predicted curves compared with those derived when an effect on the size and velocity parameters only is allowed for. As some covariates were found to significantly affect the tempo dimension, the graphs corresponding to the more complex models are the more informative. Hence when feasible it is always advisable to include the covariates effect on all the three parameters so that the growth process can be separated into three biologically meaningful dimensions, which lead to a more comprehensive summary of the mechanisms governing the growth patterns.
Part III

Discussion
Chapter 6

Final Comments

In section 6.1 of this chapter some concluding comments on the overall findings from the two main components of this work will be presented, followed by an evaluation of the main contribution (section 6.2) and limitations of this thesis (section 6.3). In section 6.4 a discussion of possible areas of future work is then provided.

The specific results of each component of this thesis as well as their comparison with the existing literature have been reviewed both in the publications included in Chapters 4 and 5 and in the introductions to these chapters. Therefore these will not be included here.

6.1 Overall Findings of the Thesis

This Ph.D. addressed two main methodological challenges that may arise in the design and analysis of life course studies of infant growth: the potential bias that may arise due to selection at recruitment of cohort study participants and the modelling of individual growth trajectories. A brief summary of the overall findings from these two separated strands of research is presented below.
6.1.1 Selection bias

The first objective of this thesis was to examine inclusion mechanisms into cohort studies and assess their influence on the structure of the available data and consequently on the estimate of the exposure-outcome effect of interest. The main results relating to this objective were presented in Research Paper I and were based on a selection of simulated settings. The results showed that the selection process must depend upon the exposure of interest and one or more unmeasured or unknown risk factors for the outcome in order to introduce bias. Under the scenario in which the exposure of interest and an unmeasured or unknown risk factor for the outcome were independent in the general population but became associated because of the restriction of the source population, the bias in the estimated crude exposure-outcome association (expressed in terms of hazard ratio (HR)) resulted to be generally weak, with a maximum bias for the true log(HR) of ±0.15. This corresponds to an estimated HR, when the true HR is equal to 1, of 0.86 or 1.16. This maximum bias derived from scenarios involving reasonably large associations in the selection and outcome mechanisms (e.g. exposure-selection odds ratio (OR), risk factor-selection OR and risk factor-outcome HR of 4.0 or 0.25) and a prevalence of the risk factor of about 50%. The maximum bias dropped to just ±0.02 when these associations were decreased to values more commonly seen in epidemiological studies (e.g. ORs and HRs of 2 or 0.5).

The second objective of this Ph.D. was to investigate how selection into the web-based NINFEA birth cohort affects the confounding patterns present in the source population. This was addressed by comparing results from the NINFEA birth cohort (1,105 singleton births occurred within December 2008 in the municipality of Turin) with those from its source population, the Piedmont Birth Registry (PBR). The main findings were presented in Research Paper II and were also discussed, with reference to web-based studies, in the Book Chapter (Chapter 4), and in the Commentary (Chapter 4) where criticisms against the use of non-representative studies are rebuffed. The NINFEA participants differed substantially from the source population because low parity, high educational level, and non-smoking during pregnancy were the strongest predictors of participation. Participating mothers were also more likely to take folic acid, drink alcohol during pregnancy, and to be older at delivery. However the estimates of the association between some prenatal exposures and low birth weight and occurrence of caesarean section obtained in the sub-group of NINFEA participants did not differ considerably from
those from PBR, with relative ORs (that is, the ratios of the NINFEA-based OR over the PBR-based OR) ranging between 0.74 and 1.03. These results were analyzed in the light of the potential effect of changes in the confounding patterns due to the sample selection. The main potential confounders to be controlled for identified for the whole PBR were not the most important for analyses involving the NINFEA participants, suggesting that each population – including a selected study population – has its specific confounding pattern. Similar reasoning would apply to the role of unknown confounders. It was therefore concluded that it is not possible to predict whether the selected cohort would be more or less affected by unmeasured confounding than the equivalent population-based cohort, unless it is known whether the exposure and the potential unmeasured confounder are already associated in the source population or become associated in the selected sample. In the latter situation the selected cohort would be more affected by confounding, while in the former situation – exposure of interest and risk factor already associated in the source population – the analysis of the selected sample may be affected from increased but also from reduced unmeasured confounding, depending on the magnitude and direction of the exposure-risk factor association present in the source population and of their associations with the selection process.

Further comparisons of the data on birth weight and gestational age collected in NINFEA by self-reported questionnaires with those held in the registry showed that they were not affected by systematic measurement errors (see Chapter 3).

6.1.2 Growth modelling

The other objectives of this thesis were related to the modelling of individual growth trajectories. In particular the third and fourth objectives of this Ph.D. were to compare the ability of alternative growth modelling approaches to fit weight trajectories in infancy identifying biologically meaningful features and to assess whether the results of fitting these models are affected by the type of available data (age range, number and timing of follow-up). These objectives were addressed comparing the random effects specifications of two models purposely developed to describe anthropometric data – the Jenss-Bayley (JB) and the four-parameters version of the Berkey-Reed model (Reed) – and a shape invariant random effects model (SITAR) recently proposed in the statistical literature, using data from
the three cohorts available for this thesis: 845 singleton NINFEA children (only growth data at fixed time points were included in this paper), 783 singleton GXXI children and 1,149 singleton GOCS children. In order to address the fourth objective, data up to 4 years of age were included for the NINFEA and GOCS studies as well as the NINFEA and GOCS data restricted to ages 0-2 years for comparison with GXXI. The main findings were presented in Research Paper III. It was concluded that the choice of which model to adopt varies with the aim of the study and, less crucially, on the richness of the available data. The Reed model performed best in terms of standard fit criteria and, being linear in its parameters, was easier to estimate. However, if the focus is on extracting salient features of the growth trajectories to be used for life course enquiries SITAR should be preferred because it allowed, unlike the other two models, the identification of important aspects of the individual growth patterns, such as the age at peak weight velocity (APWV), and because of the biological interpretability of its three parameters (size, tempo and velocity). In the data analyzed the SITAR predicted random effects were also observed to consistently identify outlying growth patterns unlike those derived by the JB and Reed models. Moreover correlations of the JB and Reed predicted child-specific random effects were extremely high while those among the SITAR predicted random effects were substantially lower. The interpretability of the SITAR parameters however required additional consideration. In particular the interpretation of the tempo parameter resulted to depend on the time scale used and the setting analysed. When the time scale was changed by setting the time origin to be at conception (instead of birth), part of the information held in the tempo parameter appeared to have been removed by this new time scale, suggesting that tempo represents an adjustment necessary to better proxy true biological age (hence measuring growth adjusted for maturation/developmental status).

The standard deviations of both the JB and Reed random effects were lower when derived from the model fitted to the 0-4 years data compared to those derived when fitted to the 0-2 years age range, and the JB model indeed failed when fitted on the NINFEA 0-2 years data, probably due to the small number of measurement times available in this cohort. Due to its complex parametrization the SITAR models included in the analyses of this thesis required imposing some constraints on the values of the fixed effects, with fixing the tempo effect to zero leading to the best fitting models. SITAR was successfully fitted on each subsets (by cohort, gender and age
range) considered, however results were influenced by data points that were isolated, as in the case of the analyses of the NINFEA 0-4 years data.

The last objective of this thesis was to study the prenatal influences of weight trajectories in infancy and to compare them across the different cohorts. This was achieved by fitting a SITAR model, that was extended to include multiple explanatory variables for each of its three parameters, to the 0-2 years data from the three cohorts available for this thesis: 2,925 singleton NINFEA children (growth data at both fixed and varying time points were included in this paper), 738 singleton GXXI babies, and 959 singleton GOCS children. The main results related to this objective were presented in Research Paper IV. It was found that growth trajectories in contemporary infants from economically and geographically diverse countries such as Portugal, Italy and Chile share some common features, in particular with respect to the effect of maternal height, pre-pregnancy overweight/obesity and parity. In the two European cohorts opposite effects of maternal underweight, smoking and hypertension on the child’s size and velocity were observed, and when growth data were rich and the effect on tempo could also be examined, parity, pre-pregnancy overweight/obesity and gestational hypertension were found to also affect the timing of growth.

An advantage of adopting the SITAR modelling approach was to separate the individual growth process into three specific components – size, velocity and tempo –, thus providing insights into the mechanisms governing infant growth. In particular the tempo dimension allowed to examine what governs the timing of peak growth velocity in infancy. However, due to its complex parametrization, it was not always possible to successfully model the association of multiple exposures with the three SITAR parameters simultaneously. In particular, the model including an effect on each of the three dimensions failed when fitted to the NINFEA dataset, due to its limited number of time points available. Convergence failures were also observed when allowing for effects on tempo in the GOCS data, probably because of lack of heterogeneity, as this study only includes term children. The fully specified model was instead successfully fitted to the GXXI cohort, which has the greater number of growth measurements. Nevertheless these results showed that the version of SITAR including fewer parameters (i.e. not allowing for the tempo effect) could be successfully fitted to dataset with relatively sparse data, such as NINFEA, providing results consistent with those obtained with richer datasets.
6.2 Main Contributions of the Thesis

6.2.1 Selection bias

This thesis contributes to the recently revived debate on potential biases that may arise from selection of study participants in cohort studies, with particular focus on web-based designs. Specifically it provides the first simulation study which quantifies the likely extent of the bias in the exposure-outcome association (expressed in terms of crude hazard ratios) due to restrictions of the source population. A simulation study (Whitcomb et al., 2009) published at the time of the submission of Research Paper I also focused on the quantification of bias due to collider-stratification, that is the bias induced by the same causal structure investigated in this thesis (see section 4.1.1). The authors analyzed the phenomenon known in the literature as "birthweight paradox". In this setting birth weight, which was treated as a continuous variable, acts as a collider and also as an intermediate variable in the relationship between a risk factor and neonatal mortality. Therefore the scenario investigated by Whitcomb et al. (Whitcomb et al., 2009) differs substantially from the one analyzed in this thesis. The results obtained in Research Paper I are in agreement with those of Greenland, who studied the same setting analyzed in Research Paper I and used an analytical approach to quantify the maximum extent of the bias in the crude OR for the exposure-outcome association of interest (Greenland, 2003). Greenland investigated however only settings where the outcome prevalence was rare so that the analysis of cohort data could be performed using logistic regression. The simulation study used for Research Paper I added further insights as a wide range of outcome and selection parameters were examined, including prevalence and effects of exposure and risk factor on both the selection and outcome process, baseline incidence rate of the outcome and sample size, which allowed to underline their roles in influencing the extent of the bias.

Previous studies aiming at examining the representativeness of the study sample either compared the characteristics of participants with those of non-participants (Clarisse et al., 2007; Goldberg et al., 2001; Heilbrun et al., 1991) or compared the estimates of exposure-outcome associations of interest obtained in the selected cohort with that obtained in the source population (Nilsen et al., 2009; Nohr et al., 2006). In contrast the research included in this thesis focused on the role of the confounding
patterns for the association of interest. As a consequence, it has been possible to specifically investigate the potential mechanisms through which this bias may be induced by the sample selection process. In the Commentary the mechanisms investigated have been also extended to consider the scenario, which has been less debated, in which a mediator (that is a variable that is on the pathway from the exposure to the outcome) or a cause of the mediator is associated with the probability of selection. Moreover this Ph.D. provides insights into the use of the internet in epidemiological research, with particular attention given to web-based cohort studies. It has been shown that the main concerns raised against the use of non-representative samples, namely lack of exposure heterogeneity among the study participants and the potential for introducing bias in the estimate of interest due to the selection criteria (self-selection and restriction of the source population to internet users), are often not valid (see Commentary included in Chapter 4) and are sometime outweighed by the benefits of this approach.

Indeed the use of the internet offers several advantages, including decreased costs, the possibility to reach "hidden" populations and to tailor the questionnaires to the participants' characteristics, the possibility to study rare exposures through "ad hoc" selection of the study members, and instantaneous checks to identify data inconsistencies as well as to reduce data entry errors (if transcribed). Moreover any propensity of bias arising from using non-representative samples needs to be balanced against that arising from targeting representative samples but resulting in low response rates at follow-up, as selection of the study participants is likely to create a group of more motivated persons. In this perspective in this thesis it is argued that restriction of the source population – including to internet users – does not usually hamper scientific inference, and may often enhance it.

The idea of using the internet in epidemiological research often receives skeptical reactions. Although there is the need to further investigate the impact of baseline selection in internet-based cohort studies, combining a methodological study with an application to real data (i.e. the NINFEA cohort) this thesis has generated findings that can help to overcome a-priori formed opinions on whether internet-based cohort studies are valid or not.
6.2.2 Growth modelling

This thesis also contributes to the literature on biological and statistical methods for modelling growth in early life, with particular focus on weight trajectories.

Specifically this study provides researchers with insights into the parametrization of three models, two of which belong to the family of "Biological models" described in Chapter 5. These were applied to three datasets, which differ in term of age range and number and timing of follow-up observations (regular/irregular), and therefore illustrates a variety of settings likely to be encountered in practice. In particular Research Papers III provides details on the parametrization of a novel statistical methods (SITAR), which use is rapidly increasing (Cole et al., 2010; Gault et al., 2011; Johnson et al., 2011; Jones-Smith et al., 2013; Prentice et al., 2012; Warrington et al., 2013). Special attention has been given to the interpretation of its predicted random effects, and among them, to the meaning of the tempo dimension, which represents the most innovative aspect of this model. Moreover the sensitivity of the three models to the varying quality of the growth data and to outlying growth patterns was compared. These findings thus contribute to guiding researchers in their application of models that properly exploit the growth data available, taking into account both the pattern and the quality of the measurements.

Research Paper IV extended this work by including multiple explanatory variables for each of the three SITAR parameters to study the influence of several maternal prenatal characteristics on the weight trajectories during infancy. Adopting the SITAR modelling approach, it has been possible to study the effect of these exposures on three different components of the growth pattern (size, tempo and velocity) instead of studying their effect on single growth indicator, such as APWV or standard growth rate. The thesis therefore provides a more comprehensive summary of the factors and mechanisms governing the infant growth process. In particular it provides the first study in which the effect of several maternal characteristics is allowed to affect the tempo dimension, as well as the size and velocity parameters. Moreover with this work it has been shown that SITAR can be used to carry out pooled analyses of studies with different number and timing of growth measurements. The latter result is particularly relevant as the increasing number of projects aimed at developing an integrated strategy for mother-child cohort research, such as the CHICOS (CHICOS, 2010) and the ENRIECO (ENRIECO, 2009)
projects, poses the question on how to combine and properly analyze these data, including those concerning growth. Finally this thesis provides new epidemiological evidence on the effect of several prenatal characteristics on infant weight trajectories, based on data from three contemporary cohorts from Portugal, Italy and Chile. Comparing their results allowed to evaluate their robustness, given the differences across the three source populations in distribution of the exposures as well as the expected differences in their confounding patterns. In particular the results on the effects of maternal parity, pre-pregnancy underweight and overweight/obesity, and of smoking and hypertension during pregnancy on the child's size, tempo and velocity are of interest.

6.3 Limitations

Some of the limitations of this thesis have been reported in the relevant Research Papers. Additional points are discussed below.

6.3.1 Selection bias

The scenario investigated in Research Paper I is limited to the DAG depicted in Figure 4.5 (Chapters 4). In this situation a binary exposure of interest and one unmeasured binary outcome risk factor, which are independent in the source population, affect the selection process and become associated in the selected sample. Examples of settings that this thesis did not examine include considering multiple risk factors; considering continuous exposure, risk factor and outcome; or considering more complex settings, such as the one in which the exposure and the risk factor are already associated in the source population (as described in Research Paper II and in the Book Chapter) or the scenario in which a mediator of the association of interest also affects the selection (as described in the Commentary).

Some of the limitations just described also apply to the analyses of Research Paper II. In particular the dichotomization of exposures (more detailed categories could have been used for parity and maternal education) and potential confounding variables (e.g. maternal age, weight gain during pregnancy) might have led to disadvantages. These include loss of statistical efficiency, residual confounding, and differential misclassification (Royston et al., 2006). Moreover the dichotomization of the outcome
variable birth weight, which was thus modelled using logistic regression, could have induced some additional loss of statistical efficiency. Another limitation of this study is that some of the predictors of participations into NINFEA could be mediators of the exposure-outcome associations estimated in Research Paper II. For example maternal education could influence low birth weight (one of the outcome considered) partially via maternal smoking behaviour during pregnancy, with both maternal education and smoking during pregnancy being strong predictors of participation into the NINFEA study (Pizzi et al., 2012). Under this scenario, the education-outcome association estimated adjusting for smoking (and for the other potential confounders) would be biased in both the registry and NINFEA populations. Moreover, due to the altered association between education and smoking induced by the restriction, the crude association estimated in the NINFEA sample would be biased.

6.3.2 Growth modelling

The comparison of alternative growth models to describe weight trajectories in early life involved fitting the random effects specification of two biological models, the JB and Reed models, and the SITAR model. As discussed above, the JB random effects model failed when fitted to the NINFEA 0-2 years data (Research Paper III). One of the advantages of adopting a random effects approach, as described in the introduction of Chapter 5, is that all subjects with at least one growth measure can be included in the analyses (under the assumption that observations are missing at random (Rubin, 1976)). However the decision to include in the analyses all subjects with at least one growth measure might be – at least in part – the reason for this failure. NINFEA children included in the analyses of Research Paper III had a median of 5 observations per child within the first 4 years of life, with a maximum of 6 observations per child. Additional sensitivity analyses could have thus been conducted to inform on the performance of the random effects specifications of the JB and Reed models when imposing a constraint on the minimum number of observations required to be included in the growth analyses. Also this thesis did not examine algorithms for the estimation of parameters from non-linear mixed models alternative to the one used by the n1me function in R, which is based on likelihood linearization (Lindstrom and Bates, 1990). Asymptotic convergence has not been proved for methods based on likelihood linearization (Samson et al., 2007), and this might in part explain the convergence
failure experienced when fitting the JB model for the analyses of Research Paper III. An alternative would have been to use the Stochastic Approximation Expectation-Maximization (SAEM) algorithm, for which theoretical convergence properties have been illustrated (Samson et al., 2007). Another limitation of this thesis is that, because of extreme correlations existing between the random effects parameters derived from the biological models, it was not possible to compare the marginal and the conditional associations between the gender of the child and the JB and Reed random effects parameters, as it was done for the SITAR model. These extreme correlations suggest the models were possibly overparameterised.

While the availability of three datasets with different number and timing of follow-up observations (regular/irregular) as well as different inclusion criteria (as GOCS includes only children with a gestational age at birth between 37 and 42 weeks and birth weight between 2500 and 4500 grams) was a strength in Research Paper III, part of the difference existing between these three cohorts generated some limitations in the analyses of Research Paper IV. Specifically, some of the effects estimated in GOCS differed from those obtained among the other two cohorts (particularly for gestational hypertension and smoking during pregnancy). Although sensitivity analyses were carried out replicating cohort-specific analyses on the subset of GXXI and NINFEA children who were born at term and with a birth weight of 2500-4500 grams (thus using the same entry criteria as GOCS), it was not possible to completely distinguish whether the observed heterogeneities across the cohorts were solely due to differences in entry criteria or not. Moreover the lack of heterogeneity in GOCS induced by the inclusion of term births only did not allow to estimate the effects of the covariates on the tempo dimension in this cohort. The lack of sufficient growth observations in NINFEA also led to convergence failure when attempting to estimate the effects of the exposures on the tempo parameter. Therefore it was not possible to compare this specific result (i.e. the tempo effect) across the cohorts as estimates were obtained only for the GXXI cohort. Finally differences in quality and coarseness of the available data in relation to pregnancy complications (e.g. gestational hypertension and diabetes) did not allow to examine the effect of the severity of these complications on the growth pattern. In particular it would have been interesting to distinguish between “simple” gestational hypertension, preeclampsia and eclampsia.
6.4 Areas of Future Research

This thesis identified a number of areas for further investigation. These are discussed below.

Mediators affecting the baseline selection mechanisms in cohort studies

The Commentary included in Chapter 4 has drawn attention on the role of mediators of an association of interest in the selection process of cohort studies. In that publication some relatively simple scenarios were considered, where - in the case baseline selection takes place before the mediator is manifest (see Figure 1 of the Commentary) - either a cause of the mediator or a confounder of the exposure-mediator relationship affects the selection mechanisms. Based on these DAGs, it was concluded that there is no reason to expect that non-representative cohorts have a larger exposure-mediator confounding than representative cohorts as in some of these settings the exposure-mediator association would be biased while in other the selection would decrease the exposure-mediator confounding. The scenario in which the mediator itself affects the probability of selection - when baseline selection occurs after the mediator becomes manifest (see Figure 2 of the Commentary) - was also evaluated. Although in the Commentary it was suggested that to minimize the probability of bias researchers should plan to carry out the enrolment of the participants before the mediator or its early signs could become manifest, future work on this issue is needed. In particular more complex settings, such as the one in which the selection could be affected both by the mediator and by the participant's reaction to the mediator, need to be investigated. Monte Carlo simulations could be carried out to mimic scenarios involving mediators in the selection mechanisms and assess whether the extent of the maximum bias in the association of interest is larger compared to the settings examined in Research Paper I.

Lost to follow-up in the web-based NINFEA birth cohort

In most of the publications included in Chapter 4 (Research Paper I, Book Chapter and Commentary) it has been stated that one of the main advantages of conducting cohort studies using restricted source populations is to increase the completeness of follow-up. This is because restriction to particular subgroups and baseline self-selection are likely to create a group of more motivated participants for longitudinal studies. In particular it has been argued that follow-up participation rates could be higher
in web-based cohort studies compared to “traditional” designs also because researchers have access to participants’ email addresses as well as to standard contact information (e.g. mail addresses) and can keep constant contact with the study participants using social networks (see Book Chapter). Further research is therefore required on this topic. In particular determinants of completeness of follow-up in web-based cohorts could be evaluated using the data of the NINFEA birth cohort and compared with evidence gathered from traditional cohort studies (Barchielli and Balzi, 2002; Goldberg et al., 2001; Howe et al., 2013).

Growth modelling

Individual growth models evaluated in this Ph.D. have focused only on weight measurements in infancy. As stated in the introduction (section 1.2.2), this choice has been driven both by issues of data availability (as NINFEA length measures were affected by missingness and measurement errors, see Chapter 3) and by the fact that during infancy weight has been suggested to be more useful than length to assess poor growth, as well as to identify children experiencing a catch-up growth (Cole, 2002). However in order to understand the role of early life growth in life course epidemiology several other aspects could be examined. In particular, SITAR could be used to model linear growth and growth in BMI and to study how their potential predictors influence the size, tempo and velocity components of these growth processes.

Moreover evaluation of the performance of SITAR to model growth for longer age ranges (e.g. growth during the first 7/10 years of life) is of interest. The latter would be particularly relevant when investigating growth in BMI. As argued in the discussion of Research Paper III, interpretation of the SITAR parameters might become less straightforward when a wider range of ages is analyzed, as individual trajectories may include several inflection points, leading to multiple changes in velocity. This in turn would lead the parameters representing a complex average of several departures from the reference time scale. This is expected to affect both the SITAR velocity and, most of all, tempo parameters. When studying growth in BMI from age 0 to 10 years, both a peak velocity at around 1 year and a minimum velocity (known as adiposity rebound) at about 5 years occur (Rolland-Cachera et al., 1987). Age at BMI peak has been positively associated with higher level of BMI later in life.
Silverwood et al., 2009b), while age at adiposity rebound has been negatively associated with increased risk of later obesity (e.g. the earlier the adiposity rebound the higher the risk of obesity) (Ohlsson et al., 2012; Rolland-Cachera, 1998; Williams and Goulding, 2012). This suggests that possibly two separate biological time scales exist: one linked to infancy BMI peak and one linked to childhood BMI rebound. Further research is therefore required to evaluate how the SITAR parameters would capture these patterns and to assess whether the tempo effect would represent an average of the child's departure from possibly two separate biological time scales. This analysis will be carried out using the GOCS data, for which growth measurements up to age 10-11 are now available. BMI growth of NINFEA children will be also modelled, as their growth measurements, up to age 5, will be retrospectively gathered from child health records and additional measurements, up to age 7, will be gathered via the 7-year follow-up questionnaire.

Pre and postnatal factors influencing childhood obesity

Early life growth, and in particular rapid postnatal weight gain, has become the focus of research into the development of overweight and obesity later in childhood and adulthood (Baird et al., 2005; Monteiro and Victora, 2005; Ong and Loos, 2006; Tzoulaki et al., 2010). The motivation for this research arises from the extensive evidence that the prevalence of childhood obesity is very high worldwide (GRUPPO-OKkio, 2010; Ogden and Carroll, 2010). It has been suggested that the roots of this epidemic can be tracked back to fetal life (Fall, 2011), supporting a relevant role for maternal lifestyle and nutrition prior to and during pregnancy. In particular childhood obesity has been associated with maternal pre-pregnancy obesity, gestational diabetes and smoking during pregnancy (Monasta et al., 2010). It is also recognized that early postnatal factors such as feeding type and rapid postnatal weight gain, as discussed above, play an important role in the development of this disease (Monasta et al., 2010). However it would be relevant to better understand how these prenatal exposures interplay with postnatal factors in inducing obesity.

This thesis has drawn attention to a model, SITAR, particularly useful to provide a comprehensive summary of the individual early life weight trajectories, as it allows to specify the growth process in terms of three different biologically interpretable components: size, tempo and velocity of growth.
Future work will therefore include application of this model to the infancy weight data of different birth cohorts, including NINFEA, to identify children who experienced an extremely rapid postnatal weight gain, where the latter could be defined from the predicted child-specific velocity coefficients, conditional on size and tempo. In particular children with a velocity parameter above a pre-specified cutoff (e.g. the 90th percentile of the internally standardized distribution) could be defined as exposed to a rapid postnatal weight gain. The resulting variable (experience of a rapid postnatal weight gain) could then be treated as a mediator of the effect of selected prenatal exposures on childhood obesity, where the latter can be defined from BMI data at a given age (e.g. 4 or 7 years). The indirect effects of prenatal exposures on the prevalence of obesity at a certain age mediated via such a variable could then be defined – and estimated – within the framework of causal mediation analysis (Vansteelandt, 2012). These analyses will thus provide a better understanding of which prenatal factors act mainly via postnatal growth pattern and which factors act through other pathways.

6.5 Conclusion

This Ph.D. aimed at modelling individual infant weight trajectories using data from three contemporary cohort studies, with special consideration given to issues of selection bias because members of one of the studies are volunteers who participate only via a web-based system. The interest in infant weight trajectories arose from the broad and consistent evidence in the literature that fetal and early life growth are important predictors for the onset and development of a wide range of later diseases. This thesis found that using a restricted source population to design cohort study will, under a range of sensible scenarios, produce only relatively weak bias in estimates of the exposure-outcome associations. It also showed that restriction may either increase or decrease the amount of confounding in the data and thus the resulting bias in the estimates of interest. With regards to the modelling of individual growth trajectories this study found that the choice of which model to adopt varies with the aim of the study and, less crucially, with the richness of the available data. Of the models examined SITAR was found to be the most flexible and the most useful for life course enquiries because of the biological interpretability of its parameters.

The thesis thus provides a set of results that contributes to the interpretation of findings from se-
lected cohort studies, including internet-based cohorts, and to the implementation of advanced growth modelling approaches for life course research.
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