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Chapter 1

Introduction

Many observational epidemiological studies are concerned with estimating the causal effect of a treatment or exposure, hereafter referred to as the treatment. In addition to substantial philosophical controversy surrounding the subject of causality [11], there are also considerable methodological difficulties in estimating causal treatment effects from observational data. In a randomised study, the randomisation leads us to expect, on average, that the treatment groups are comparable in all characteristics affecting the outcome other than treatment status. This comparability allows unbiased estimation of the causal treatment effect [37]. Conversely, in observational studies there are usually systematic differences in the characteristics of subjects between treatment groups. If these characteristics are related to the outcome then estimates of the causal treatment effect will be biased — a problem which epidemiologists refer to as confounding [110].

Despite the difficulties associated with estimating causal treatment effects in the presence of confounding, observational studies continue to be used to investigate causal epidemiological questions. This is because randomised trials are often unfeasible, due to, for example, ethical, financial or practical reasons [10]. In these situations, we must rely on observational studies to estimate the causal effect of a treatment. It is therefore important to be able to tackle causal questions in the presence of confounding.

Methods of dealing with confounding in observational studies can be split, rather crudely, into two categories — design-based and model-based. The design-based methods attempt to define classes of subjects within which subjects in different treatment groups are comparable in all characteristics affecting the outcome other than treatment status. Each class of subjects then mimics a randomised study, allowing unbiased estimation of the causal treatment effect within that class. These methods
crucially rely on our ability to define such classes. The model-based methods, on the other hand, posit some causal relationship between treatment status, subject characteristics and the outcome, and use this structure to estimate the causal treatment effect. These methods produce unbiased estimates of causal treatment effects only when the model is sufficiently true to life.

We now consider some types of design-based methods for dealing with confounding. A method popular with epidemiologists is stratification on the observed confounding variables, which includes standardization [25] and the Mantel-Haenszel methods [62]. Matching on the observed confounding variables is also a popular method [68]. The matched pairs or strata, however, will only mimic a randomised study, in terms of comparability of treatment groups within each matched pair or strata, when it is possible to stratify exactly by each confounding variable. When the number of confounding variables is large this becomes unfeasible. As a solution to this problem, propensity scores methods were proposed [84]. Provided that all confounding variables are observed, stratifying or matching on the propensity score can produce unbiased estimates of causal treatment effects. This, since the propensity score is a scalar variable, is much easier than stratifying or matching simultaneously on many variables.

All these methods, however, share one important disadvantage: they cannot adjust for confounding by unobserved variables. In order to overcome this problem, instrumental variables methods can be applied [64]. If a suitable ‘instrument’ can be found — a variable that is correlated with treatment status but independent of all confounding variables — then both observed and unobserved confounding variables are dealt with. However, it has been noted that it is often difficult to find an instrument in epidemiological studies when the confounding is severe [64].

We briefly mention some model-based methods for dealing with confounding. In epidemiology, the most popular methods of this type are maximum likelihood regression models [52]. It has been shown, however, that if the mathematical assumptions implicit in these models are violated, regression can produce biased estimates of causal treatment effects [88]. Structural equation models attempt to move beyond modelling merely the association between treatment status, subject characteristics and the outcome, by proposing a model for the within-subject causal relationship between treatment and outcome, specifying the way in which confounding variables interrelate [31]. Again, the results are crucially dependent on the structural assumptions made. Directed acyclic graph (DAG) methods can alleviate this problem by
making the causal assumptions explicit, and can be used to check whether the observed variables are sufficient and appropriate to control for [73]. However, DAGs do not provide a means of testing the causal assumptions made.

Of all these methods for dealing with confounding in observational studies, this thesis focuses on propensity score methods. The reason for this choice is that since a landmark paper introducing propensity scores in 1983 [84], their use in epidemiological applications has increased greatly each year [102]. As we will see, however, it is not clear how well propensity score methods perform in comparison with maximum likelihood regression models, nor is there much guidance about which of the various propensity score methods should be used. In this thesis, we focus on the method of stratification on the propensity score. In particular, we consider the issue of making inferences from the resulting estimator, which we call the stratified treatment effect estimator. The first aim of this thesis, therefore, is to ascertain the large-sample properties of the stratified treatment effect estimator from a frequentist perspective — consistency, the asymptotic sampling distribution, and the asymptotic variance. The second aim is to investigate methods of constructing confidence intervals for the stratified treatment effect estimator. These aims have a two-fold purpose: to facilitate the practical application of stratification on the propensity score, and to add to the growing methodological literature about propensity score methods in order that fair comparisons can be made between different propensity score methods and the standard regression models.

The use of propensity score methods is motivated through a randomisation argument in Chapter 2, where we show that unbiased estimates of causal treatment effects can be obtained when confounding is present by adjusting for the propensity score. We then describe four main propensity score methods in detail and apply them to an artificial dataset. We review published comparisons of the various propensity score methods, and attempt to draw links between them in order to more clearly understand the relative merits of each.

In Chapter 3 we derive the large-sample properties of the stratified treatment effect estimator. In particular, we ascertain conditions under which it is consistent and asymptotically normally distributed. We calculate its asymptotic variance, assuming that the propensity score is: (i) a known function of the observed covariates, and (ii) estimated using a correctly specified logistic regression model. These variances
are denoted by $V_k[\hat{\beta}^*]$ and $V_e[\hat{\beta}^*]$, respectively, and are expressed in terms of four variance components of which only the first has previously been derived. We then discuss the source of error measured by each of these components.

We begin Chapter 4 by calculating the variance of the stratified treatment effect estimator conditional on treatment status and the observed covariates. Assuming that the propensity score is a known function of the observed covariates, we then marginalise this conditional variance over the distribution of the treatment and observed covariates, using first-order approximations, obtaining the variance calculated previously, $V_k[\hat{\beta}^*]$. In this way, we see that $V_k[\hat{\beta}^*]$ and $V_e[\hat{\beta}^*]$ are asymptotic marginal variances of the stratified treatment effect estimator.

In Chapter 5 we calculate the four variance components contained in $V_k[\hat{\beta}^*]$ and $V_e[\hat{\beta}^*]$ for a simple hypothetical dataset. We vary the example parameters one at a time in order to see if the change in the four variance components accords with our intuition gained through a discussion of the mathematical meaning of these four variance components. We then proceed to investigate the convergence rate of the two variance formulae, by comparing the calculated values of $V_k[\hat{\beta}^*]$ and $V_e[\hat{\beta}^*]$ with empirical estimates of the same variances, obtained using various sample sizes.

In Chapter 6 we consider the estimation of the variances $V_k[\hat{\beta}^*]$ and $V_e[\hat{\beta}^*]$ from a sample dataset. We use kernel density estimation methods to estimate these variances. We then use these variance estimators to construct confidence intervals for a simulated dataset.

In Chapter 7, we apply the methods developed in this thesis to an observational subset of data obtained from a randomised controlled trial of an exercise program aimed at alleviating knee pain in the elderly. We use this dataset to investigate the effect of a non-randomised exposure that was observed during the trial.

We end, in Chapter 8, by summarizing and discussing our results. Practical guidance for epidemiologists arising from the work in this thesis and suggestions about when the methods developed here should be used are given. Potential extensions of this work and other promising avenues of research in this area are also discussed.
Chapter 2

Review of propensity score methods

In order to place the current research in context, we begin by reviewing the propensity score literature. We first explain the theoretical justification for the use of propensity score methods to estimate causal effects in the presence of confounding. We then describe four propensity score methods: stratification on the propensity score, matching on the propensity score, covariate adjustment including the propensity score, and weighting by the inverse of the propensity score. The advantages and disadvantages of each method are briefly discussed and the extent of their use is reviewed, with particular emphasis on epidemiological applications.

2.1 The use of propensity score methods to estimate causal effects

We begin by setting the scene. As usual in a frequentist setting, we assume repeated-sampling from a near-infinite \(^1\) population indexed by fixed but unknown parameters. We first consider a simple scenario, where the outcome, \(Y\), is continuous and depends on a binary treatment \(^2\), \(Z\), and a set of covariates, \(X = (X_1, \ldots, X_m)\). We wish to estimate the causal effect of the treatment, \(Z\), on the outcome, \(Y\), from a sample of data, \(\{Y_i, Z_i, X_i\}\) for \(i = 1, \ldots, n\), drawn independently from the population.

In order to clearly define the 'causal effect of the treatment', we introduce the potential outcomes framework, whose formalization is often attributed to Rubin \([41]\), where, for a particular subject, \(Y_1\) denotes the outcome we would have seen had that subject been treated \((Z = 1)\) and \(Y_0\) denotes the outcome we would have seen had that subject not been treated \((Z = 0)\). The observed outcome, \(Y\), can be written as \(Y = Y_1 \cdot Z + Y_0 \cdot (1 - Z)\).

\(^1\)We will usually be dealing with finite populations but we assume that these are so large that the correction is negligible.

\(^2\)In observational epidemiological studies this will often be an exposure rather than a treatment. However, we refer to a 'treatment' throughout for consistency and brevity.
We now define the causal treatment effect using the potential outcomes notation. For a particular subject, any causal quantity can be described as a contrast between the two potential outcomes, \( Y_1 \) and \( Y_0 \). In particular, we define the causal treatment effect for an individual as \( Y_1 - Y_0 \), the difference between the two outcomes they could potentially have experienced. We are interested in the average causal treatment effect across the whole population. We call this the population average causal treatment effect, denoted by \( \beta_o \) where,

\[
\beta_o = \mathbb{E}[Y_1] - \mathbb{E}[Y_0]. \tag{2.1}
\]

Although we focus on the estimation of \( \beta_o \), we sometimes discuss another causal treatment effect — the population average causal treatment effect on the treated. We denote this by \( \beta'_o \) where,

\[
\beta'_o = \mathbb{E}[Y_1 | Z = 1] - \mathbb{E}[Y_0 | Z = 1]. \tag{2.2}
\]

The two estimands \( \beta'_o \) and \( \beta_o \) will be different when the causal treatment effect for individual subjects, \( Y_1 - Y_0 \), depends on covariates related to treatment status. Which of these estimands we wish to estimate will depend on the question we wish to answer. For example, if we wanted to evaluate the efficacy of a flu vaccine, we would probably be interested in the effect it had on the weak and elderly — those who usually receive it. We would be less interested in estimates of the effect of vaccinating the whole population of Britain. In this case, \( \beta'_o \) would be a more appropriate estimand than \( \beta_o \). Conversely, suppose we were interested in estimating the effect of compulsory school meals on the obesity levels of British schoolchildren. In this case, we would want to know the effect of these healthier meals on the whole school population of Britain, rather than on the sub-population of children who are already likely to eat a healthy diet. The appropriate estimand here would be \( \beta_o \). Although both \( \beta_o \) and \( \beta'_o \) are discussed later in this chapter, we focus primarily on the estimation of \( \beta_o \).

Before considering particular methods of using the propensity score to estimate \( \beta_o \), two standard assumptions are made.

**Assumption 2.1** The potential outcomes, covariates and treatment, \((Y_0, Y_1, X, Z)\), are independently and identically distributed for each subject. Specifically, the distribution of the potential outcomes for one subject is independent of the treatment status of another subject, given the observed covariates.
2.1 The use of propensity score methods to estimate causal effects

The second half of Assumption 2.1 has been called the Stable Unit Treatment Value Assumption (SUTVA) [90]. A nice example of a violation of SUTVA is given by Little and Rubin [57], which is as follows. Suppose you and I are in the same room, both with headaches. Your taking aspirin will affect the state of my headache whether or not I take aspirin since if you don't take aspirin, your whinging will counteract any alleviating effect of my aspirin!

**Assumption 2.2** Treatment assignment and the potential outcomes are conditionally independent, given the observed covariates, X. Mathematically, \( \{ Z \perp (Y_0, Y_1) \} | X \), where \( \perp \) is used to denote conditional independence [21].

This assumption is frequently termed strongly ignorable treatment assignment (given the observed covariates) [84]. It has also been called selection on observables [36], and merely states that there are no unobserved confounders. In a randomised study, we can expect this to be true even when no covariates are observed. In observational studies, since there is no statistical test of this assumption we must use our knowledge of the problem and the data collected in order to judge how plausible it is that all confounders have been observed.

We now consider how, under Assumption 2.1, propensity score methods use Assumption 2.2 to estimate causal treatment effects from a sample of data when confounding is present.

**2.1.1 Adjusting for confounding using the observed covariates**

We seek to estimate the population average causal treatment effect, \( \beta_0 \), from a sample of data. A naive way to estimate this would be to take the difference in mean outcomes of treated and untreated sampled subjects. This estimates

\[
E[Y_1 | Z = 1] - E[Y_0 | Z = 0].
\] (2.3)

In the absence of confounding, on average the treated and untreated groups are comparable in terms of all characteristics that affect the outcome, other than treatment status. Then \( E[Y_1 | Z = 1] = E[Y_1] \) and \( E[Y_0 | Z = 0] = E[Y_0] \). Therefore, if there is no confounding, as in a randomised study, the difference in mean outcomes of treated and untreated sampled subjects is an unbiased estimate of \( \beta_0 \).
2.1 The use of propensity score methods to estimate causal effects

In observational epidemiological data, confounding is invariably present. In this case, (2.3) is not equal to \( \beta_0 \), so the difference in mean outcomes of treated and untreated sampled subjects is a biased estimate of \( \beta_0 \). If, however, as in Assumption 2.2, treatment is strongly ignorable given the observed covariates, then of those sampled subjects whose covariate values are \( X = x \), on average the treated and untreated groups are comparable in terms of all characteristics that affect the outcome, other than treatment status. Therefore, the difference in mean outcomes of treated and untreated sampled subjects whose observed covariate values are \( X = x \) estimates

\[
E[Y_1 | Z = 1, X = x] - E[Y_0 | Z = 0, X = x] = E[Y_1 - Y_0 | X = x].
\]

In this way, an unbiased estimate of treatment effect can be obtained at each observed value of the covariates. It follows that an unbiased estimate of \( \beta_0 \) can be obtained by averaging these estimates over the distribution of the observed covariates, since

\[
\beta_0 = E[Y_1] - E[Y_0] = E_X [E[Y_1 - Y_0 | X = x]].
\]

An analogous argument is now used to justify the use of propensity score methods to estimate causal treatment effects when confounding is present.

2.1.2 Adjusting for confounding using the propensity score

The propensity score was popularized by Rosenbaum and Rubin [84] and is defined as the conditional probability of receiving treatment given the observed covariates, which we write as \( p(X) = \mathbb{P}(Z = 1 | X) \). This score is assumed to be bounded away from zero and one, so each subject has a non-zero probability of being in either treatment group. Rosenbaum and Rubin showed that the propensity score is a 'balancing score' — in other words, that at any value of the propensity score, the population covariate distributions of treated and untreated subjects are the same, so that \( \{ X \perp Z \} | p(X) \). The key idea, for causal inference, is that if treatment assignment is strongly ignorable given the observed covariates, then this balancing property of the propensity score implies that treatment assignment is strongly ignorable given the propensity score [84]. Mathematically,

\[
\{ Z \perp (Y_0, Y_1) \} | X \quad \Rightarrow \quad \{ Z \perp (Y_0, Y_1) \} | p(X).
\]

If treatment is strongly ignorable given the propensity score, then of those sampled subjects whose propensity score value is \( p(X) = p \), on average the treated and un-
treated groups are comparable in terms of all characteristics that affect outcome, other than treatment status. So if Assumption 2.2 is satisfied, we have a pseudo-randomised study at each value of the propensity score. Then the difference in mean outcomes of treated and untreated sampled subjects who have a propensity score of \( p(X) = p \) estimates

\[
E[Y_1 | Z = 1, p(X) = p] - E[Y_0 | Z = 0, p(X) = p] = E[Y_1 - Y_0 | p(X) = p].
\]

In this way, an unbiased estimate of the treatment effect at each value of the propensity score can be obtained by taking the difference in mean outcomes of treated and untreated sampled subjects who have that value of the propensity score. It follows that an unbiased estimate of \( \beta_o \) can be obtained by averaging these estimates over the distribution of the propensity score, since

\[
\beta_o = E[Y_1] - E[Y_0] = E_{p(X)}[E[Y_1 - Y_0 | p(X) = p]].
\]

This randomisation-based argument justifies the use of propensity scores to estimate causal treatment effects.

It is important to note that although we have described propensity score methods as an attempt to recreate a randomised situation, there are two important differences between randomised trials and propensity score methods. The first concerns Assumption 2.2. Randomised trials will give an unbiased estimate of treatment effect even when no confounders are observed. Propensity score methods can only give unbiased estimates of treatment effect when all confounders are observed. The second difference is the 'large-sample' aspect of propensity score methods \[114\]. In a randomised study, although randomisation leads us to expect the treated and untreated groups to be comparable in terms of all characteristics that affect the outcome, other than treatment status, there may be imbalance due to 'bad luck'. A large sample size decreases the chance of extreme imbalance. In the same way, under Assumption 2.2, we expect the treated and untreated groups to be comparable in terms of all characteristics that affect outcome, other than treatment status, at each value of the propensity score. A large sample size at each value of the propensity score decreases the chance of large imbalance. Zhao likens this to having a mini randomised study at each value of the propensity score, with the quality of the overall estimate of causal treatment effect depending on the quality of each of these mini randomised studies \[114\].
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Estimating the propensity score

The argument above shows that unbiased estimates of causal treatment effects can be obtained by adjusting for the propensity score. Of course, in practice the propensity score is invariably unknown and must be estimated from the data. Rosenbaum and Rubin suggest estimating the propensity score from a discriminant analysis or logistic regression model [84]. The former assumes that the observed covariates follow a multivariate normal distribution whereas the latter assumes they follow one of a large number of exponential family distributions. Non-parametric estimators of the propensity score have also been proposed [40]. In epidemiological applications, the propensity score is typically estimated using a logistic regression model [111].

Since the implications of the estimation of the propensity score, in terms of the bias and variance of the treatment effect estimator, depend to some extent on which propensity score method is used, a discussion of these implications is left until the various propensity score methods have been described (Section 2.3.2).

2.1.3 Comparison of randomisation and propensity score methods

From the preceding discussion we know that in theory, if all confounders are observed, propensity score methods can produce unbiased estimates of causal treatment effects. The relevant question now, therefore, is whether or not they do so in real-life applications. We attempt to address this question by comparing treatment effect estimates from propensity score analyses with those from randomised trials since, as we have seen, randomisation of treatment leads us to expect an unbiased estimate of treatment effect.

In practice, randomised trials may not completely eliminate bias due to problems such as non-compliance, exclusion after randomisation and unblinding. Furthermore, due to the inclusion criteria used in a trial, the treatment effect being estimated by a randomised trial may not be the same as the treatment effect being estimated by an observational study. Thus, a difference in treatment effect estimates between randomised data and propensity score methods may not indicate that one is 'wrong'. Despite these issues, well conducted randomised studies are often considered the 'gold standard' method of obtaining unbiased estimates of causal treatment effects. Therefore, bearing in mind the above discussion, we now review studies that compare estimates of treatment effect from randomised and observational data, where the latter is analysed using propensity score methods.
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In labour economics, estimates of the causal effect of a particular manpower training program obtained from both randomised and observational data, where the latter was analysed using a structural equations approach, were found to differ greatly [56] [26], sparking a debate on the worth of observational evidence, and leading some to conclude that randomised studies are the only reliable method of evaluation for such programs [5]. Propensity score methods appeared to solve the problem when an analysis of a subset of one of these observational datasets, using carefully applied propensity score methods, produced similar results to the randomised study [23], although doubt was cast on this finding when a re-analysis of the whole dataset using propensity score methods gave dissimilar estimates to the randomised study [98]. The authors of the first propensity score analysis argue that since subjects were excluded on the basis of lack of information with which to properly estimate the propensity score this disparity in causal estimates is to be expected [22]. Further work comparing randomised and observational estimates of causal effects suggests that propensity score methods tend to eliminate biases that are larger than average although they cannot be relied on to consistently produce unbiased estimates of causal effects [2, 67].

Returning to the epidemiological literature, we find a similar debate about the relative merits of observational and randomised studies [9, 15, 48, 54, 66, 75]. Two studies have addressed this issue by comparing results from a propensity score analysis of observational data with randomised evidence concerning the same clinical question. The first of these studies estimated the effects of statins in reducing all-cause mortality after acute myocardial infarction, using a clinical dataset, producing effect estimates that were comparable with randomised evidence [4]. The second investigated the causal relationship between tissue plasminogen activator on the all-cause mortality of ischemic stroke patients, using observational data from a German stroke registry [55]. Several propensity score methods were applied to the dataset, producing a wide range of estimates of causal treatment effects, contrasting markedly with the randomised evidence of no effect. After restricting the sample to subjects with a non-negligible chance of receiving the treatment — an estimated propensity score of more than 0.05 — the estimates of effect from all propensity score methods became comparable with the randomised evidence. In this sub-sample of the dataset, subjects were younger and healthier and therefore more similar to subjects who were included in the randomised study. This suggests that the disparity in causal effect estimates obtained from randomised and observational data may be, to some extent, due to
the lack of comparability in baseline characteristics of subjects included in the two types of study. In order to test this hypothesis, Tannen 'simulated' a particular randomised trial by selecting subjects from an observational dataset who satisfied the trial's inclusion criteria, were observed during the same time-frame, and who followed a similar treatment regimen [106]. He found that this observational sub-sample, when analysed by propensity score methods, gave estimates of causal treatment effect comparable with those obtained from the randomised trial.

Taking all the evidence into account, we conclude that a carefully conducted propensity score analysis, performed on a rich and accurate observational dataset, can produce estimates of causal treatment effects with small enough bias to be practically useful in real-life applications. With this conclusion, we proceed to look at four specific methods of using the propensity score to estimate causal treatment effects in the presence of confounding.

2.2 Methods of analysis using the propensity score

We now describe four particular propensity score methods in detail: stratification on the propensity score, matching on the propensity score, covariate adjustment including the propensity score, and weighting by the inverse of the propensity score. The treatment effect estimator obtained from each method is given for the simple scenario set up in Section 2.1, and applied to an artificial example dataset, which will be introduced shortly. We consider the bias and variance of each estimator and discuss proposed methods of reducing both.

As before, the population average causal treatment effect and the population average causal treatment effect on the treated are denoted by $\beta_o$ and $\beta_o^t$, respectively. The treatment effect estimators obtained from the four propensity score methods are denoted by $\hat{\beta}^s$, $\hat{\beta}^m$, $\hat{\beta}^c$ and $\hat{\beta}^w$, where the hat denotes an estimator and the superscripts refer to 'stratification', 'matching', 'covariate adjustment' and 'weighting' respectively. The asymptotic expectation of these estimators — the 'true', or population values, of the estimators — are denoted by $\beta_o^s$, $\beta_o^m$, $\beta_o^c$ and $\beta_o^w$, where the subscript of 'o' denotes a fixed population parameter and, as before, the superscripts refer to the analysis method used.
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2.2.1 A hypothetical dataset

In order to see more clearly the different approaches taken by the four propensity score methods we apply each of them to an artificial example dataset, which we now describe. Suppose the minister for education wished to know whether compulsory after-school homework clubs would increase the educational achievement of British schoolchildren. In order to investigate this question the minister might collect a sample of data from a school that already runs an after-school homework club, observing a measure of educational achievement and any characteristics of the children that might impact on both their educational achievement and their attendance at the homework club. For simplicity, we assume that the only such characteristic is gender. Figure 2.1 shows an artificial dataset containing information on a sample of 20 children, independently selected from a particular school. The treatment — attendance at the homework club — is binary. The outcome is a measure of educational achievement and takes values of 1, 2 or 3. The only observed covariate, gender, is represented by figures wearing skirts and trousers, denoting girls and boys, respectively. We assume that there is no sampling variability and so this sample exactly represents the whole population. We also assume that the outcome contains no error and so gender and treatment status exactly determine the outcome value. The effect of relaxing these assumptions will be discussed in the following section.

In order to apply any of the four propensity score methods, we must make Assumptions 2.1 and 2.2. The first of these assumptions implies that the attendance of one child at the homework club will not change the effect that attendance has for another child. It is easy to think of possible violations of this assumption. For example, if a particularly badly-behaved child went to the club, he or she might disrupt everyone else and thus the educational benefit of attending the homework club would be reduced for all the other children there. The second assumption is that there are no unobserved confounders. A potential violation of this assumption is the unobserved socio-economic status of the children, since children with lower socio-economic status may be less likely to participate in after-school activities, and may also be likely to have lower educational achievement. However, at present we assume that this is not the case and that Assumptions 2.1 and 2.2 are satisfied.

---

3Note that these assumptions must also be made when a standard regression analysis is performed.
The causal treatment effects

Attendance at the homework club increases a boy’s outcome by two points, and increases a girl’s outcome by one point. We have assumed that there is no sampling variability and therefore the fraction of girls in the whole population is the same as the fraction of girls in the sample, which is 60%. Then the true population average causal treatment effect is

\[ \beta_o = 0.4 \times 2 + 0.6 \times 1 = 1.4. \]

We also assume that the fraction of treated subjects in the whole population who are girls is the same as the fraction of treated subjects in the sample who are girls. Thus we assume that 75% of British schoolchildren who attend an after-school homework club are female. Then the population average causal treatment effect on the treated is

\[ \beta_o^t = 0.25 \times 2 + 0.75 \times 1 = 1.25. \]

Since girls are more likely than boys to attend the homework club, and attendance at the homework club has less effect on girls, the population average causal treatment effect on the treated, \( \beta_o^t \), is smaller than the population average causal effect for the whole population, \( \beta_o \).

The estimated propensity score

Since there are both treated and untreated subjects at each combination of covariate values it is unnecessary to fit a model to estimate the propensity score. For each
combination of covariate values we estimate the propensity score by the fraction of subjects who are treated, giving

\[ P(\text{Treated} \mid \text{girl}) = 1/2 \]
\[ P(\text{Treated} \mid \text{boy}) = 1/4. \]

Note that under the assumption of no sampling variability this estimated propensity score is equal to the true propensity score.

2.2.2 Stratification on the propensity score

The use of stratification (or subclassification) on the observed covariates has a long history in epidemiology [14]. Since stratification involves direct comparison of treated and untreated groups that are thought to be comparable within each stratum, it is both understandable and convincing for non-technical audiences [84]. Assumptions about the mathematical form of the outcome, and how it depends on the covariates, are not needed. When there are many covariates, however, a large number of strata must be formed in order to create strata within which all observed covariates are the same, often producing strata where all subjects have the same treatment status and so preventing the necessary within-stratum comparisons. When stratifying on the propensity score, since it is a scalar quantity, this problem is less likely to occur.

The arguments given in Section 2.1 show that exact adjustment for the propensity score can produce unbiased estimates of causal treatment effects. The propensity score, however, is often a continuous variable, in which case it is unfeasible to create strata that are exactly homogenous in the propensity score. Zhao suggests making the following assumption [114],

Assumption 2.3 Subjects with similar propensity scores have similar covariate distributions. Mathematically, if we let \( P(A \mid B) \) refer to the conditional probability of event \( A \) given event \( B \), for two metrics \( d \) and \( d' \), and two propensity scores, \( p_i \) and \( p_j \), this assumption can be stated as follows. Given \( \delta > 0 \), there is an \( \epsilon > 0 \) such that

\[ d(p_i, p_j) < \epsilon \implies d'(P(X = x \mid p(X) = p_i), P(X = x \mid p(X) = p_j)) < \delta. \quad (2.1) \]

This assumption leads us towards creating strata that are only approximately homogenous in the propensity score.
The stratified treatment effect estimator
A natural way to estimate the treatment effect would be to: (i) estimate the propensity score, (ii) split the sample into \( K \) groups using quantiles of the estimated propensity score, (iii) estimate the within-stratum treatment effects by taking the difference in mean outcome between the treated and untreated subjects in each stratum, (iv) calculate the weighted average of the within-stratum treatment effect estimates, where the weight for a particular stratum is equal to the fraction of the sample within that stratum.

Suppose we split the sample into \( K \) strata using quantiles of the estimated propensity score, where the \( s^{th} \) stratum contains a fraction \( r_s \) of the sample, and we let \( S = (S_1, ..., S_K) \) be a set of stratum indicators, where \( S_{si} \) is equal to one if subject \( i \) is in strata \( s \) and zero otherwise, for subjects \( i = 1, ..., n \), and strata \( s = 1, ..., K \). The stratified treatment effect estimator, \( \hat{\beta}^s \), can be written as

\[
\hat{\beta}^s = \sum_{s=1}^{K} r_s \sum_{i=1}^{n} \left\{ \frac{Y_i Z_i S_{si}}{\sum_{i=1}^{n} Z_i S_{si}} - \frac{Y_i (1 - Z_i) S_{si}}{\sum_{i=1}^{n} (1 - Z_i) S_{si}} \right\}.
\]

Application to the example dataset
We have already estimated the propensity score, finding that girls have an estimated propensity score of \( 1/2 \) and boys have an estimated propensity score of \( 1/4 \). Following the procedure outlined above, we would create two strata — one for each value of the propensity score. The two strata are shown in Figure 2.2. Given these strata, the next step is to estimate the two within-stratum treatment effects. The difference in mean outcomes of treated and untreated boys is 2, and the difference in mean outcomes of treated and untreated girls is 1. We then calculate the weighted average of these within-stratum treatment effects. There are 12 girls in a sample of 20 children so we weight the girls' treatment effect by \( 12/20 \) and the boys' treatment effect by \( 8/20 \). The stratified estimate of the effect of attendance at the homework club on educational achievement is then,

\[
\hat{\beta} = \frac{8}{20} \times 2 + \frac{12}{20} \times 1 = 1.4.
\]

Comparing this estimate with the 'true' value of \( \beta_o \) we see that we have correctly estimated the population average causal treatment effect.
Figure 2.2: The stratified analysis of the dataset shown in Figure 2.1. In this example, stratifying on the estimated propensity score is equivalent to stratifying on gender.

The bias and variance of the stratified estimator

The asymptotic expectation of $\hat{\beta}_S$, taken over our near-infinite population with all parameters fixed at their true values, is

$$\hat{\beta}_o^S = \sum_{s=1}^{K} r_s \left[ \mathbb{E} [Y | Z = 1, S = 1] - \mathbb{E} [Y | Z = 0, S = 1] \right],$$

where now the stratum indicators, $S$, rather than referring to membership of the sample strata, refer to membership of the 'true' strata, i.e. the strata that are formed by splitting the population distribution of the propensity score into $K$ groups, with the $s^{th}$ stratum containing a fraction $r_s$ of the whole population, for strata $s = 1, \ldots, K$. Comparing $\hat{\beta}_o^S$ with $\beta_o$ — the parameter we wish to estimate — we see that stratification on the propensity score will only produce a consistent estimator of the population average causal treatment effect if, for strata $s = 1, \ldots, K$,

$$\mathbb{E} [Y | Z = 1, S = 1] = \mathbb{E} [Y | Z = 0, S = 1],$$

$$\mathbb{E} [Y | Z = 0, S = 1] = \mathbb{E} [Y | S = 1].$$

(2.5)

We will have (2.5) if the covariate distributions within each population stratum are the same in the treated and untreated groups. In other words, the treatment must be strongly ignorable given the strata, so we must have $\{ Z \perp \{Y_0, Y_1\} | S \}$, in which case $\beta_o^S$ is equal to the population average causal treatment effect, $\beta_o$. When the propensity score is discrete we can create strata within which the propensity score is exactly homogenous, as in the artificial example, and so (2.5) is true. It is also true
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when, for example, all the covariates associated with both treatment and outcome are constant within each stratum but other variables associated only with treatment are not constant within the stratum. In this situation, the strata would not be homogenous in the propensity score but stratification on the propensity score would still produce a consistent estimator of the population average causal treatment effect. Of course, this is not a common scenario, so we need to consider the case where treatment is not strongly ignorable given the strata. Then appealing to Assumption 2.3 we have, for strata \( s = 1, \ldots, K \),

\[
E[Y_1|Z=1, S_{so}] - E[Y_0|Z=0, S_{so}] \approx E[Y_1 - Y_0|S_{so}],
\]

and so

\[
\beta^*_o \approx E_S[E[Y_1 - Y_0|S]] \equiv \beta_o.
\]

Therefore, by stratifying inexactly on the propensity score, we obtain a consistent estimator of the population parameter \( \beta^*_o \), which is not exactly equal to the population average causal treatment effect, \( \beta_o \). However, the similarity of the propensity score within strata leads us to expect the two population estimands to be similar to one another.

Cochran shows that stratification at the quintiles of a single covariate will typically remove 90% of the bias due to that covariate when the covariate follows a number of common distributions [14], a result that has been extended to the case of stratification at the quintiles of the propensity score [85]. Cox discusses the problem of grouping data into \( k \) groups on a continuous variable, and shows that equal-sized groups are rarely optimal [16]. Equal sized strata are recommended for examples where the distribution of the stratification variable is rectangular. We will see later that the distribution of the propensity score is not usually rectangular. However, in practical applications of stratification on the propensity score, 5 equal-sized strata are typically used. We therefore adopt this choice of strata and ignore the problem of choosing the strata boundaries in the remainder of this work, although the results derived can be applied to any choice of strata boundaries.

In order to reduce the bias due to residual confounding within strata, Hullsiek and Louis compared two different methods of choosing the boundaries of the strata using simulation: choosing strata that balance the number of subjects and choosing strata that balance the inverse variance of the stratum-specific estimates of treatment effect.
The latter method was found to be superior in terms of bias. An alternative approach to reducing the bias of the stratified estimator is to fit a regression model within each strata, including important predictors of outcome [59].

Although it has been suggested that bootstrapping should be used to estimate the standard error of the stratified treatment effect estimator [107], standard practice is to ignore the estimation of the propensity score and use an average within-stratum variance [59].

### 2.2.3 Matching on the propensity score

Matching on the observed covariates is an intuitive and transparent method of adjusting for confounding [115], which, like stratification, needs no assumptions about the mathematical form of the outcome, or its relationship with the covariates. When the observed covariate information is high-dimensional, however, finding matches for treated subjects is often impossible. Since the propensity score is a scalar variable, the problem of finding appropriate matches is greatly reduced.

The arguments given in Section 2.1 show that exact adjustment for the propensity score can produce unbiased estimates of causal treatment effects. When continuous covariates are included in the estimation of the propensity score, however, exact matching on the propensity score may be impossible. Assumption 2.3 provides justification for inexact matching, although this will introduce some bias into the estimator.

### The matched treatment effect estimator

In order to estimate a causal treatment effect using matching on the propensity score we might: (i) estimate the propensity score, (ii) for each treated subject, select a single control subject who has the same, or almost the same, value of the estimated propensity score, (iii) estimate the within-pair treatment effect by taking the difference in the two outcomes, (iv) calculate the average within-pair treatment effect estimate.

Suppose we manage to find appropriate matches for $N$ of the treated subjects, and we let $M = (M_1, ..., M_N)$ be a set of matched-pair indicators where $M_{mi}$ is equal to one if subject $i$ belongs to matched pair $m$ and zero otherwise, for subjects $i = 1, ..., n$.
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Figure 2.3: The matched analysis of the dataset shown in Figure 2.1. In this example, matching on the estimated propensity score is equivalent to matching on gender.

![Matched pairs diagram](image)

and \( m = 1, \ldots, N \). Then the matched treatment effect estimator is \( \hat{\beta}^m \), where

\[
\hat{\beta}^m = \frac{1}{N} \sum_{m=1}^{N} \sum_{i=1}^{n} \{ Y_i Z_i M_{mi} - Y_i (1 - Z_i) M_{mi} \}.
\]

**Application to the example dataset**

We have already estimated the propensity score for the artificial example given in Figure 2.1, finding that the girls have an estimated propensity score of \( 1/2 \) and the boys have an estimated propensity score of \( 1/4 \). Given this estimated propensity score we match each of the two treated boys to an untreated boy, and match each of the six treated girls to an untreated girl, giving the matched pairs shown in Figure 2.3. The two matched pairs of boys have a within-pair treatment effect of 2, and the six matched pairs of girls have a within-pair treatment effect of 1. Averaging these within-pair treatment effects across the eight pairs gives the matched estimate of the effect of attendance at the homework club on educational achievement,

\[
\hat{\beta}^m = \frac{1}{8} (2 \times 2 + 6 \times 1) = 1.25.
\]

Comparing this with the 'true' population average causal treatment effects, \( \beta_o \) and \( \beta_b \), we see that we have correctly estimated the population average causal treatment effect on the treated. In this example, since the individual-level treatment effect depends on the propensity score, \( \beta_o \) and \( \beta_b \) are different.
In this analysis, from a sample of 20 children, only 16 (80%) were used. Since this is an artificial situation with no error in the outcome, discarding some of the data does not change the estimate. In more realistic applications there is error in the outcome, in which case discarding data leads to an increase in the variance of the matched estimator.

The bias and variance of the matched estimator
As we might guess from the example above, the asymptotic expectation of $\hat{\beta}_o^m$, taken over the near-infinite population with all parameters fixed at their true values, is equal to

$$\beta_o^m = E(Y_1 | Z = 1) - E(Y_0 | Z = 1) = \beta_o^*.$$ 

Matching on the propensity score produces a consistent estimator of the population average causal treatment effect on the treated, $\beta_o^*$, which will be the same as the population average causal treatment effect, $\beta_o$, only when the individual-level treatment effect is independent of the propensity score. As discussed previously, whether we are more interested in estimating $\beta_o$ or $\beta_o^*$ will depend on the question we wish to answer.

If we were interested in estimating $\beta_o$ but wished to use matching methods, we could apply more complex matching methods that match with replacement for both treated and control subjects and produce consistent estimators of $\beta_o$ [1].

Inexact matching on the propensity score can introduce bias into the estimator $\hat{\beta}_o^m$. Different metrics on which to match [86, 114] or better matching algorithms [83] have been proposed to reduce this bias. Rubin and Thomas [93] found that regression adjustment on a sample matched on the propensity score was superior to either regression adjustment or propensity score matching alone, in terms of bias.

Estimators obtained from matched analyses also tend to have large variances, since the information contained in all unmatched subjects is discarded. This becomes a problem when a substantial proportion of the sample cannot be matched, which occurs frequently in epidemiological applications [102]. Solutions to this problem include matching with a variable number of controls [70, 97] and more complex forms of matching that use all the subjects [27, 36].
A couple of studies have considered the issue of making inferences from a propensity score matched treatment effect estimator. Theoretical properties of an estimator matched on the propensity score, modified to estimate the population average causal treatment effect, were studied by Abadie and Imbens [1]. They showed that their estimator is consistent and asymptotically normal, and derived an estimator for the variance conditional on the observed covariates and treatment status. Hill and Reiter [38] investigated methods of constructing confidence intervals for the matched estimator $\hat{\beta}^m$ using simulation studies, and found that bootstrap procedures were generally the most reliable.

### 2.2.4 Covariate adjustment including the propensity score

Covariate adjustment including the propensity score refers to the method of fitting a regression model for the outcome, which is allowed to depend on treatment status and propensity score, where usually the relationship between the outcome and the propensity score is assumed to be linear. Maximum likelihood regression models are a common method of adjustment for confounding in epidemiological studies, and have certain attractive properties. In particular, if the fitted regression model is correctly specified, the treatment effect estimator will be asymptotically unbiased [17, p.304]. Furthermore, as the sample size gets large, the variance of the treatment effect estimator will approach the Cramer-Rao lower bound. These properties will hold when using the covariate adjustment method. So, although this method does not appeal to the randomisation argument given in Section 2.1, if the fitted regression model is correct then the resulting treatment effect estimator will be asymptotically unbiased and will have the smallest possible variance. Rosenbaum and Rubin showed that when the propensity score is a monotone function of the linear discriminant, regression on the observed covariates is equivalent to regressing on the linear discriminant only — a function of the propensity score [84].

**The covariate-adjusted treatment effect estimator**

If the true relationship between the outcome and the propensity score is linear, then the treatment effect can be estimated by fitting a model where outcome depends linearly on the propensity score and treatment status. Denoting the unknown regression coefficients by $\zeta_0$, $\zeta_1$, and $\beta_0$, for the constant, the effect of the propensity score, and
the treatment effect, the model is

\[ E[Y] = \zeta_0 + \zeta_1 p(X) + \beta_0^c Z. \]  

(2.6)

Fitting the regression model estimates \( \beta_0^c \) by \( \hat{\beta}^c \) which is the covariate-adjusted treatment effect estimator.

**Application to the example dataset**

We have already estimated the propensity score for the artificial example given in Figure 2.1, finding that the girls have an estimated propensity score of 1/2 and the boys have an estimated propensity score of 1/4. We fit model (2.6) replacing the propensity score by the centred propensity score. This results in the same treatment effect estimate as model (2.6) but we later fit a more complex-model which is more easily interpretable using a centred propensity score. To calculate the centred propensity score we subtract the sample mean of the estimated propensity score from each child’s propensity score, giving boys a centred propensity score of \(-0.15\) and girls a centred propensity score of \(0.1\). Using least-squares to fit model (2.6) produces the two dotted regression lines shown in Figure 2.4. This model assumes that the treatment effect is constant for all values of the propensity score — in other words, the same for both boys and girls — which is not true in this example. The model estimates that the effect of attending the homework club on educational achievement is \( \hat{\beta}^c = 1.33 \). This is equal to neither the population average causal treatment effect nor the population average causal treatment effect on the treated. Modifying model (2.6) to allow the treatment effect to vary with the propensity score results in the fitted regression lines shown in bold in Figure 2.4. This more complex model estimates that the effect of attending the homework club on educational achievement is \( \hat{\beta}^c = 1.4 \), the true population average causal treatment effect.

Since model (2.6) will only produce an unbiased estimator of \( \beta_0 \) when the assumptions of a linear relationship between propensity score and outcome and a constant treatment effect are valid, we must consider carefully what these assumptions imply. In this artificial example, a higher propensity score is linked with a lower treatment effect. It would not be surprising to find, in an observational epidemiological study, that the physician tends to recommend a particular treatment only to those patients he feels will benefit from the treatment. If this were the case, the treatment effect would increase with the propensity score, a violation of the model assumptions in
Figure 2.4: The covariate-adjusted analysis of the dataset shown in Figure 2.1, where the fitted regression line from model (2.6) is shown in dotted lines, and the fitted regression line from model (2.6) with an added interaction of propensity score and treatment is shown in bold.

(2.6). Furthermore, in situations where the treatment effect varies with the propensity score, there is no clinical reason why it should do so linearly across the distribution of the propensity score, which is implied by the second, more complex model which was fitted in the example above.

When there is an interaction between the treatment effect and the propensity score the population average causal treatment effect, $\beta_o$ and the population average causal treatment effect on the treated, $\beta_o^t$, will be different. When this occurs the methods of stratification on the propensity score and weighting by the inverse of the propensity score will both, without further modification, produce consistent estimators of $\beta_o$. Matching on the propensity score, again without further modification, will produce a consistent estimator of $\beta_o^t$. Only the covariate-adjusted method needs to be adapted to produce a consistent estimator of treatment effect.

**The bias and variance of the covariate-adjusted estimator**

If the linear model specified by (2.6) is correct, the error is independent of both treatment status and the propensity score, and the treatment effect is constant across the propensity score, then the asymptotic expectation of this estimator, taken over
our near-infinite population with all parameters fixed at their true values, is

\[ \beta_0^* = \mathbb{E}[Y_1] - \mathbb{E}[Y_0] = \beta_0. \]

The use of propensity scores was motivated in Section 2.1 by a randomisation argument showing that if all confounders were observed adjustment for the propensity score would produce an unbiased treatment effect estimator. This pseudo-randomisation property of propensity score methods is often seen as their primary advantage [93]. The covariate adjustment method, however, in making the added assumptions implicit in fitting model (2.6), loses this advantage [4].

If, rather than the linear propensity score term in model (2.6), we included a categorical variable indicating the quintiles of the propensity score, then the resulting estimator would approximate the stratified estimator of treatment effect obtained by stratifying at the quintiles of the propensity score, with added assumptions about independence of the error term and the constancy of the treatment effect. Therefore, it could be argued that a procedure which compared a regression model with outcome depending linearly on treatment status and a categorical propensity score, to model (2.6) and found that the latter fitted better, may result in a gain in precision from using a continuous covariate as opposed to a categorical variable, with little loss in bias in comparison with the stratified treatment effect estimator.

When the outcome surfaces are parallel — the treatment effect is constant across the propensity score — covariate adjustment including the propensity score has been found to reduce the bias of the treatment effect estimator [18]. Rosenbaum and Rubin [84] suggest allowing the treatment effect to vary with the propensity score in model (2.6) as we did in the artificial example. Important predictive covariates can also be added to model (2.6) in order to decrease the variance of the treatment effect estimator and to attempt to reduce bias [18].

### 2.2.5 Weighting by the inverse of the propensity score

The final propensity score method that we consider takes a different approach and does not directly use the randomisation argument outlined in Section 2.1. The outcomes of treated subjects are weighted by the inverse of the propensity score, \( p(X) \), and the outcomes of untreated subjects are weighted by the inverse of \( (1 - p(X)) \).
The resulting estimator is one of a larger class of estimators called inverse-probability-weighted estimators. The theoretical properties of these estimators are discussed extensively by Robins, Rotnitzky and Zhao [80] in the context of missing data. These methods can be directly applied to propensity scores by viewing whichever of the pair \((Y_0, Y_1)\) is not observed as a missing observation. The general idea in inverse weighting is to create two 'potential' samples, that are intended to represent: (i) the sample we would have observed if everyone was treated, and (ii) the sample we would have observed if no-one was treated.

We reconstruct the 'potential' treated sample as follows. A subject with an estimated propensity score of 20% has a one-in-five chance of receiving the treatment. Therefore, for each treated sampled subject with an estimated propensity score of 20%, we assume that four others exist who were not treated, so we create four replica subjects, assigning these replicas the outcome of the initial treated sampled subject. Repeating this process for each value of the estimated propensity score, we reconstruct a potential treated sample that has the same size — or, if the estimated propensity score is continuous, approximately the same size — as the initial sample. Mathematically, this procedure is equivalent to weighting the outcome of each treated person by \(1/p(X)\).

The same process is then followed to create a potential untreated sample. For each four untreated sampled subjects with an estimated propensity score of 20%, we assume that one subject exists who was treated. Hence we create a single replica for each four such untreated subjects, assigning the replica the mean outcome of the four subjects he replicated. Repeating this process for each value of the estimated propensity score, we reconstruct a potential untreated sample, using only the untreated subjects in the sample and the estimated propensity score. Mathematically, this procedure is equivalent to weighting the outcome of each untreated person by \(1/(1 - p(X))\).

The mean outcomes of the potential treated and untreated samples are unbiased estimators of the mean outcome of the whole population if everyone were treated or everyone were untreated, respectively. Therefore, the difference in the mean outcomes in these two potential samples is an unbiased estimator of the population average causal treatment effect.
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The inversely-weighted treatment effect estimator

The inversely-weighted treatment effect estimator produced by the process described above is

\[ \hat{\beta}^w = \frac{\sum_{i=1}^{n} \frac{Y_i Z_i}{p(X_i)}}{\sum_{i=1}^{n} Z_i \frac{1}{p(X_i)}} - \frac{\sum_{i=1}^{n} \frac{Y_i (1-Z_i)}{(1-p(X_i))}}{\sum_{i=1}^{n} \frac{1-Z_i}{(1-p(X_i))}}. \]

The two sums in the denominator merely ensure that the weights for treated and untreated subjects both sum to one.

Application to the example dataset

We previously estimated the propensity score for the example dataset, finding that girls had an estimated propensity score of 1/2 and boys had an estimated propensity score of 1/4. We first construct a potential treated sample that is intended to represent the sample we would see if everyone were treated. Since each treated girl has an estimated probability of 1/2 of receiving treatment, we assume that for each of these treated girls in the sample, there is one untreated girl in the sample with the same propensity score. Therefore, in our potential treated sample, a single replica of each of these treated girls is created, and allocated the same outcome as the treated girl, which in this case is 3. Similarly, the two treated boys have a one-in-four chance of receiving treatment. Therefore, we create three replicas of each treated boy. The potential treated sample is shown in the top half of Figure 2.5. This potential treated sample contains both the eight sampled children who were treated, depicted by unshaded figures, and the twelve replicas of these treated subjects, depicted by shaded figures. Similarly, the potential untreated sample was created from the untreated sampled subjects, using the estimated propensity score.

The mean outcome in the potential treated sample is 3. The mean outcome in the potential untreated sample is \((12 \times 2 + 8 \times 1)/20 = 1.6\). Therefore, the inverse-weighting method gives an treatment effect estimator of \( \hat{\beta}^w = 1.4 \), which is equal to the population average causal treatment effect \( \beta_o \).

The bias and variance of the inversely-weighted estimator

The asymptotic expectation of the estimator \( \hat{\beta}^w \), taken over the near-infinite population with all parameters fixed at their true values, is

\[ \beta_o^w = E[Y_1] - E[Y_0] = \beta_o. \]
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Figure 2.5: The weighted analysis. Two ‘potential’ samples are created from the initial sample. Each ‘potential’ sample contains the initial treated or untreated subjects (unshaded) and replicated subjects (shaded) whose addition is intended to create two samples which both have the same covariate structure as the whole sample.

The variance of the estimator $\hat{\beta}^w$, when the propensity score is known or consistently estimated, has been calculated using M-estimation methods\(^4\) by Lunceford and Davidian [59]. For treated subjects who have a propensity score close to zero, or untreated subjects who have a propensity score close to one, the weight can be extremely large, producing an estimator with extremely large variance.

More complex inversely-weighted estimators have been proposed. Both Hirano and Lunceford and Davidian give estimators that have the smallest possible variance of all such semi-parametric inversely-weighted-probability estimators. Hirano's estimator has the advantage of only requiring modelling of the propensity score [40]. Lunceford and Davidian’s version requires both the outcome and the propensity score to be modelled [59]. However, their estimator is doubly robust: if either the model for the propensity score or the model for the conditional mean of the outcome, given treatment status and covariates, is wrong then the estimator will still be consistent, although it may then have a larger variance.

\(^4\)M-estimation methods, also called estimating equation methods, can be used to make asymptotic inferences from an estimator without specifying the full probability distribution of the data. For more details see Section 3.1.2 and references therein.
Doubly robust methods are particularly attractive in that it is only necessary to specify one of two models correctly, giving the analyst an extra layer of protection against bias. Although doubly robust propensity score methods are a promising method of analysis we do not pursue them any further here. This is because much is already known about the theoretical properties of general doubly robust estimators and others are researching their application within a propensity score context \[59\]. Furthermore, as we will see (Section 2.3.3) epidemiologists appear to be reluctant to use the simpler inverse-weighting propensity score methods, perhaps due to unfamiliarity or a lack of understanding. It seems likely, therefore, that it will take time for doubly robust methods to become widely used in epidemiological studies. Since one of the aims here is to provide practical guidance for epidemiologists, we have chosen to investigate improved methods of inference for a currently used method rather than studying a possibly superior but more complex and infrequently used method.

If we were interested in the population average causal treatment effect on the treated, we could use weighting to estimate this by assigning treated subjects a weight of one and untreated subjects a weight of \(p(X)/(1 - p(X))\) \[55\].

2.3 Comparison of propensity score methods

We have so far discussed the theoretical justification for propensity score methodology and described the four main propensity score methods. An important question now is: which of these methods should be used in applications? Are there situations in which one method will be 'better' than the others? Whilst a comprehensive answer to these questions is beyond the scope of this thesis, we attempt to show how the four methods are inter-related and to use this knowledge to explain various well-known features of the four estimators. We then consider the implications of estimating the propensity score for each method. We review analyses that have compared the various methods, and end with a few remarks about the comparative uptake of the four propensity score methods in epidemiology.

2.3.1 Links between the propensity score methods

In the previous section, we applied each of the four propensity score methods to an artificial example dataset. Inspection of the way in which these estimators was
constructed should convince us that when the individual-level treatment effect is the same for all values of the propensity score, there is no error in the outcome. And the propensity score is discrete, then stratification and matching on the propensity score, and weighting by the inverse of the propensity score all produce exactly the same estimator. Covariate adjustment including the propensity score, when the fitted regression model is correctly specified, will also give the same estimator. So in a very basic situation, the four methods are essentially identical. We now consider what happens when each of the three simplifying conditions above is relaxed.

**Non-uniform treatment effect**

If the treatment effect is not the same for all values of the propensity score, then the two estimands $\beta_0$ and $\beta'_0$ will be different. Stratification on the propensity score, weighting by the inverse of the propensity score and covariate adjustment including the propensity score all estimate $\beta_0$, whilst matching on the propensity score estimates $\beta'_0$. In fact, each of these methods can be adapted to estimate either $\beta_0$ or $\beta'_0$, but these more complex versions are not frequently used in applications.

**Error in the outcome**

In practice, treatment status and covariates do not uniquely determine the outcome. This variation in outcome is due to, for example, random error, measurement error and unobserved non-confounding variables. We still assume that there are no unobserved confounders but now allow the outcome to contain random error. For all propensity score methods this leads to error in the estimator. However, the implications of this error are more important for the matching and inverse-weighting approaches. Typically, when matching on the propensity score a large number of subjects are unmatched and therefore discarded. When there is error in the outcome, any information lost in discarding unmatched subjects will increase the variance of the treatment effect estimator. It is possible that this increase may sometimes be substantial.

When weighting by the inverse of the propensity score, error in the outcome means that when some treated subjects have small propensity scores, or some untreated subjects have large propensity scores, then the treatment effect estimator can have extremely large variance. In order to understand why, let us return to the artificial dataset shown in Figure 2.1. Suppose that the outcome of one of the two treated boys was wrongly measured as 5, rather than 3. If we were to use this new measurement
when reconstructing the potential treated sample, the three replicas of this boy would also be assigned an outcome of 5. The potential untreated sample would remain the same, resulting in a treatment effect estimate of $\hat{\beta}_w = 1.8$, larger than the true value, $\beta_o = 1.4$. In this case, a small measurement error created a small bias in the estimator. In more extreme cases the effect of a small error is much more striking. Suppose that the treated boy in question had a propensity score of 1/1000 rather than 1/4. We would then create 999 replicas of him, rather than 3. The error in his outcome would be replicated 999 times, possibly resulting in a substantial bias in the treatment effect estimate. Thus error in the outcome will have the largest effect for subjects who are replicated many times. This will happen when either the subject is treated and has a very low propensity score, or the subject is untreated and has a very high propensity score.

**Continuous propensity score**

When some covariates are continuous it is unfeasible to estimate the propensity score at each different set of covariate values by the fraction of subjects with those covariate values who are treated, as in the artificial example. Typically, in epidemiological applications, a logistic regression model is used to estimate the propensity score [111].

A small amount of bias may be introduced into the matching estimator due to inexact matching. In the same way, bias can introduced into the stratified estimator due to the strata being non-homogenous in the propensity score. This is often referred to as residual confounding [59].

The effect of a continuous propensity score on the weighting method is more complicated. In the discrete case the propensity score is estimated by the fraction of treated subjects at each combination of covariate values. Then, for example, for each treated subject in the sample with an estimated propensity score of 1/3, there will be two untreated subjects in the sample with an estimated propensity score of 1/3. Therefore, when we reconstruct the two potential samples, each treated subject with this propensity score is replicated twice, and each two untreated subjects with this propensity score are replicated once. This ensures that each of the two potential samples being compared have exactly the same number of subjects with that estimated propensity score. Therefore, we are comparing two ‘identical’ populations, in terms of the distribution of the propensity score. Now suppose that the propensity score is continuous. In this case, a treated subject with a propensity score of 1/3 is likely to be
the only subject in the sample with exactly that propensity score. We would replicate this subject twice, resulting in the potential treated sample containing three subjects with an estimated propensity score of 1/3. Conversely, since there are no untreated subjects with that propensity score, the potential untreated sample would contain no subjects with an estimated propensity score of 1/3. Because of this, the two potential samples are no longer identical, in terms of their propensity score distributions, although in large samples they should be similar. This problem is particularly relevant when the tail end of the propensity score distribution is dominated by one treatment group. For example, if no treated subjects have low propensity score values and many untreated subjects do, then the two reconstructed potential samples may end up being very dissimilar, producing a biased treatment effect estimator. In order to avoid such problems, a common support condition can be imposed which ensures that the range of propensity score values in the two treatment groups is the same [36]. This is a sensible criterion to impose when using any propensity score method, but the implications of not doing so will be most damaging when weighting by the inverse of the propensity score.

Links with stratification
We have seen that in very simple, unrealistic applications, all four propensity score methods will produce the same estimator. In more realistic settings, the different approaches taken by the four methods produce different estimators. In order to further understand the comparative benefits of each method, we now draw links between each method and the method of stratification on the propensity score. Stratification is taken as the 'baseline' method since, in our opinion, it is the method which most closely reflects the randomisation argument that we used to motivate the propensity score approach.

- Matching on the propensity score can be viewed as an extremely fine stratification on the propensity score. Discarding all unmatched subjects loses information, and hence increases the variance of the treatment effect estimator, and also changes the composition of the study population, often leading to a change in the estimand.

- Stratification on the propensity score can be seen as a weighted estimator. Suppose we were unsure how to model the propensity score. We could use a logistic regression model to get an 'initial guess' at the propensity score. Although
we expect this model to be wrong, we might hope that it is good enough to
be able to group subjects into rough classes containing subjects with similar
propensity scores. The propensity score could then be estimated separately for
subjects in each of these classes by the fraction of subjects in that class who
are treated. We would then calculate the weighted treatment effect estimator
\( \hat{\beta}^w \) using this new propensity score. This is exactly equivalent to estimating
the treatment effect using stratification on the propensity score. Viewing the
stratified estimator in this way, we would expect that if the propensity score is
modelled correctly, the weighted estimator would be less biased than the strat-
ified estimator, but we might expect the stratified estimator to be more robust
to mis-specifications of the propensity score model, and to be less sensitive to
observations with particularly high or low propensity scores.

- Covariate adjustment including the propensity score applies extra mathematical
constraints to the data, in exchange for added power. As has been mentioned,
if the treatment effect is the same for all values of the propensity score, fitting
a model where the outcome depends on treatment and a categorical variable
indicating the quintiles of the propensity score is an approximation to strat-
ification on the propensity score. Including the propensity score as a linear
covariate adds yet more assumptions, and unless the model is correct, this risks
introducing bias.

2.3.2 Implications of estimating the propensity score

Having investigated the links between the four propensity score treatment effect es-
timators, we now consider the implications of estimating the propensity score. We
begin by revisiting the artificial example introduced earlier in this chapter (see Section
2.2.1). Suppose the minister for education subsequently found out that the children
in her dataset had not been given the choice of attending the homework club. The
headmaster had decided to make the new club compulsory for a random selection of
40% of his pupils, in order to give it a trial-run before making the policy school-wide.
In other words, the 'true' propensity score — the probability of attending the home-
work club — is 0.4 for both boys and girls and the fact that more girls than boys were
selected is merely due to chance. Armed with this new information, we re-analyse
the dataset with the four propensity score methods using the 'true' propensity score.
With only one propensity-score value, stratification on the propensity score estimates the treatment effect by the difference in mean outcomes between the treated and untreated subjects in the whole sample. This gives $\hat{\beta}^s = 1.5$, higher than the true population average causal treatment effect, $\beta_o = 1.4$, due to the lower baseline outcome of boys, and the over-representation of girls in the treatment group. Since two subjects with the same propensity score can now have different covariate values, the estimate produced by matching depends on the selection of the matched pairs. If we were really unlucky, we might match each of the treated girls to an untreated boy and each of the treated boys to an untreated girl. This would estimate the treatment effect by $\hat{\beta}^m = 1.75$, much higher than either $\beta_o$ or $\beta^s_o$. Covariate adjustment including the propensity score, since there is only one value of the propensity score, is now equivalent to estimating the treatment effect by the difference in mean outcomes between the treated and untreated subjects, and so $\hat{\beta}^c = 1.5$. Weighting by the inverse of the propensity score would produce a 'potential' treated sample consisting of 15 girls and 5 boys, all with an outcome of 3, and a 'potential' untreated sample consisting of 10 girls, with an outcome of 2, and 10 boys, with an outcome of 1. This also estimates the treatment effect by $\hat{\beta}^w = 1.5$.

This example illustrates a phenomenon that has often been observed [84, 85] — that adjusting for the estimated propensity score often performs better than adjusting for the true propensity score. In an infinite sample, for any propensity score $p$, a fraction of exactly $p$ of the subjects with that propensity score would be treated. Therefore, adjusting for the 'true' propensity score would give an unbiased treatment effect estimator. In finite samples, however, imbalances may arise due to chance. In this case adjusting for the 'true' propensity score adjusts only for systematic imbalances whereas using the estimated propensity score also adjusts for imbalances due to 'bad luck' [49]. There are two ways in which we can adjust for bad luck as well as systematic differences. The first is when we use the correct model for the propensity score, but estimate the coefficients. The second is called overfitting the propensity score model — including covariates related to outcome that are not truly related to treatment but happen to be unbalanced in our sample. Rosenbaum shows that a simple stratified estimator obtained by stratifying on the 'true' propensity score is unbiased but not conditionally unbiased given the observed data, whereas stratifying on an over-fitted propensity score produces a conditionally unbiased estimator [82], which is exactly what we have seen from the two analyses of the artificial dataset. We expect that removing a conditional bias will reduce the variance of the estimator. In line with this
intuition, both simulation studies [32] and practical applications [84, 85] suggest that estimation of the propensity score can decrease the variance of the treatment effect estimator. Theoretical results show that the large-sample variance of a treatment effect estimator obtained using weighting by the inverse of the propensity score is reduced by both estimating and overfitting the propensity score [59]. Although no analogous theoretical results have yet been proved for the methods of stratification or matching on the propensity score, there is some empirical evidence that estimation and overfitting of the propensity score have similar effects in these situations [59]. The effects on the covariate-adjusted estimator have not been investigated.

If overfitting the propensity score model leads to a reduction in bias, then missing out a covariate related to outcome that is unbalanced in our sample — a confounder — will lead to an increase in bias. Simulation results have demonstrated that large biases can occur when a confounder is omitted from the propensity score model when stratifying or matching on the propensity score [24, 115]. In fact, the above discussion shows that this will be true of all propensity score methods. This result and the results contained in the previous paragraph may encourage us to add every observed covariate into the logistic regression model for the propensity score. It has, however, been pointed out that the propensity score must be consistently estimated in order for the treatment effect estimator to be consistent, and therefore, there is a limit to the number of variables that can be entered into the propensity score model [50, 79].

We now move on to consider the effect of wrongly specifying the form of the propensity score model. Simulation studies suggest that incorrectly specifying the form of the model fitted for the propensity score, for example applying a logistic model when the true propensity score is linear, introduces little bias when stratifying or matching on the propensity score [24, 115]. Since weighting by the inverse of the propensity score attaches more importance to observations at the tail-end of the propensity score distributions, and fitting a linear rather than a logistic regression model would probably only differ substantially at the tail-ends of the distribution, we may expect the effect of fitting the wrong type of model to affect the weighted estimator more than either the stratified or matched estimators. There is little evidence concerning wrongly specifying non-linearities or omitting important interactions.

Propensity score diagnostics
Weitzen et. al. [111] review epidemiological applications of propensity score methods and find no consensus about which model diagnostics are appropriate. Both
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stratification and matching on the propensity score aim to create groups of subjects within which the observed covariate distributions are balanced. As long as this balance is achieved, it does not matter how badly the propensity score was estimated. In particular, if our estimated propensity score is wrong, but is a monotone function of the true propensity score, then the stratified and matched estimators will still be consistent. In view of this, the only diagnostics needed when stratifying or matching on the propensity score are ones which assess the balance achieved within the strata or matched pairs [92]. Weighting by the inverse of the propensity score attempts to use the estimated propensity score to construct two potential samples, both of which have covariate distributions representing the whole sample. Since the estimated values of the propensity score are used to create these potential samples, we might expect that it is more important that the model should be correct than with the stratified or matched estimators, and so it may be necessary to use model diagnostics that assess the accuracy of the estimated coefficients in the propensity score model. Similarly, standard model diagnostics may be necessary when using covariate adjustment including the propensity score, since in this case, the precision of the estimated propensity score is likely to impact on the treatment effect estimator.

2.3.3 Review of empirical comparisons of propensity score methods

We now review studies that have compared the various propensity score methods either with each other or with standard regression models. Most of these studies have applied propensity score methods to the estimation of odds ratios or hazard ratios, rather than differences in means, as described previously in this chapter. We will return later to the issue of discrete outcome data.

Two papers have reviewed the epidemiological literature, looking for studies that have applied both standard regression models and at least one propensity score method in order to estimate a causal effect. The first found 43 studies containing 54 estimated odds ratios or hazard ratios [95]. They found that 8/54 of these had more than a 25% difference in the estimated effect (on the log scale) produced by standard regression and at least one of the propensity score methods. However, in none of these were the two point estimates both significant and on either side of unity, and in most cases the regression estimate was significant but the propensity score estimate was not. It appears that estimates from a regression model, as expected, are more likely to
produce significant results. However, these results are not sufficient to say whether this is because the regression model is appropriate, or whether regression models are giving us an unjustified sense of security. The second review paper found 69 estimated effects, 9/69 of which had more than a 20% difference in the estimated effect when compared with any of the propensity score estimates given [102]. In a further 4/69 of the studies, the covariate-adjusted estimate was the only propensity score method which differed substantially from the regression estimate, and in 1/69 the matched estimate was the only propensity score estimate that differed from the regression estimate. The difference between the matched estimate and the regression estimate in this final study may be attributable to the difference in the two estimands that are analogous to $\beta_0$ and $\beta_0^*$ on the odds ratio scale. This cannot be said for the covariate-adjusted estimates.

Several analyses have been conducted using various propensity score methods and regression models specifically for the purposes of comparison. Sturmer [103] investigated the effect of nonsteroidal anti-inflammatory drug use on one-year all-cause mortality, using several propensity score methods applied to Cox survival models. Stratification and matching on the propensity score, covariate adjustment including the propensity score, weighting by the inverse of the propensity score and a standard Cox regression model all produced effect estimates comparable with the randomised evidence of no effect. A second analysis studied the effect of statin therapy on all-cause mortality following acute myocardial infarction [4]. Various propensity score methods and standard regression methods were applied to the observational dataset, all of which gave fairly comparable point estimates, but the estimate from the regression model had the lowest variance. The estimate produced by matching on the propensity score gave an identical point estimate to a meta-analysis of trials, perhaps because the composition within the matched sample was younger and healthier — and therefore more similar to participants in the randomised trials. A final paper considered the effect of tissue plasminogen activator on death among ischemic stroke patients, using data from a German stroke registry, an example in which there was strong evidence of the treatment effect varying with the propensity score [55]. Using the whole dataset, matching on the propensity score, and weighting by the inverse of the propensity score, modified to estimate the population average treatment effect on the treated, both produced estimates comparable with the randomised evidence. Stratification on the propensity score, covariate adjustment including the propensity score, and standard regression models all appeared to overestimate the treatment
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Effect, whereas the unmodified method of weighting by the inverse of the propensity score appeared to overestimate the treatment effect to a factor of about 10, due to the presence of many very small propensity score values. Since the treated subjects in the observational dataset appeared to more closely resemble those who participated in the trials, it is perhaps unsurprising that the two methods that estimate $\beta_0$ produced estimates closer to the randomised evidence. Restricting the sample to those subjects with a non-negligible propensity score — greater than 0.05 — resulted in all treatment effect estimates being fairly comparable with the randomised evidence.

Theoretical results that compared weighting by the inverse of the propensity score with stratification on the propensity score, with additional within-stratum regression, found that the stratified estimator outperformed the weighted estimator in some situations but that the inverse-weighting method can be made 'doubly-robust' adding a layer of protection for the analyst, although what happens when both models are incorrect is unclear [59].

Overall, it is not clear whether any of the four methods of using the propensity score is superior to the others. Neither is it clear whether propensity scores perform better or worse than standard regression models in practice.

The uptake of the four propensity score methods

Weitzen et al. [111] carried out a systematic literature review of all studies investigating a health or medical related question that were published in 2001, identifying 47 studies using propensity score methods. Of these studies, 24 used covariate adjustment including the propensity score, 13 used stratification on the propensity score, and 8 used matching on the propensity score. The remaining 2 studies did not report the particular propensity score method used. None of the studies reported using weighting by the inverse of the propensity score.

2.4 Extensions of propensity score methods

It is beyond the scope of this thesis to discuss all avenues of research concerning propensity scores. We briefly draw attention to four major extensions of propensity score methods: the application of propensity score methods to datasets with multiple treatments, missing data methods, the extension of propensity score methods to more
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complex study designs, and the application of propensity score methods from a non-frequentist perspective.

The propensity score, as defined above, only applies to situations where there is one treatment of interest and one control treatment. Joffe and Rosenbaum [49] first studied the application of propensity score methods to situations with more than one level of treatment. They proposed a multiple propensity score \( p(t, X) = \mathbb{P}(Z = t | X) \) where the treatment status indicator \( Z \) takes multiple values. The distribution of \( Z \) must depend on the covariates only through this multiple propensity score, so that \( \mathbb{P}(Z = t | X) = \mathbb{P}(Z = t | p(t, X)) \). This will happen, for example, if treatment allocation follows a proportional odds model. If such a multiple propensity score exists, then treatment is strongly ignorable given the multiple propensity score, since at any value of this multiple propensity score all potential outcomes are independent of the treatment status indicator. Imbens [46], however, notes that there is often no multiple propensity score that fulfils the criterion above but that weaker conditions can be imposed that are less likely to be violated, in which case propensity score methods can still be applied.

Another important issue in observational epidemiology is that of missing data, since it results in a loss of precision and may lead to biased treatment effect estimates [58]. Rosenbaum and Rubin [85] suggested using the 'generalized propensity score' which has the same balancing properties as the usual propensity score. The generalized score is defined as \( \mathbb{P}(Z = 1 | X_{obs}, R) \) where \( X_{obs} \) denotes the observed covariate information and \( R \) is a missing data indicator. For discrete covariates, this is equivalent to adding an extra category of 'missing' to each partially-observed covariate. This approach, however, can be impractical if there are too many missing data patterns. More complex versions of this approach have been suggested [19].

We have so far concentrated on the analysis of cohort studies. Propensity score methods, however, have been used in other contexts. For example, they have been applied to multilevel data [42], survival data [104], survey data [113], repeated cross-sectional data [36], and case-control studies [49]. Weighting by the inverse of the propensity score has been used in the context of marginal structural models in order to estimate the effect of time-varying treatments [78] and similar ideas have also been used to estimate treatment effects with censored time-lagged data [3].
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We end with a note on non-frequentist perspectives. It is possible to use propensity score methodology to create permutation tests of the null hypothesis of no treatment effect for any sampled subject, using the randomisation distribution induced by the treatment allocation mechanism [81]. These tests are comparable with Fisher's exact test and do not appeal to the idea of repeated sampling from a near-infinite population. Finally, there has recently been some interest in applying propensity score methods within a Bayesian framework [65].

2.5 Discussion

In this chapter we have used a randomisation argument to motivate the use of propensity scores to estimate causal treatment effects when confounding is present, demonstrating that when all confounders are observed, propensity scores can be used to create a pseudo-randomised situation, allowing unbiased estimation of causal effects. Four main propensity score methods were described in detail: stratification on the propensity score, matching on the propensity score, covariate adjustment including the propensity score, and weighting by the inverse of the propensity score.

A commonly used method of analysing observational data in epidemiology is a maximum likelihood regression model of the outcome. The question we must now ask is whether there is any benefit in using propensity score methods, rather than standard regression models. Robins and Mark [79] point out that using the correct regression model for the outcome will always be more efficient than modelling the propensity score. Regression, however, has some important limitations. Firstly, regression models are highly dependent on the form of the fitted model. For example, Rubin [89] presents simulation results that show that regression can produce biased estimates when the individual-level treatment effect is not constant. Specifying the correct model is particularly difficult when information in the data about the form of the outcome is scarce, as is the case when the outcome is a rare event [11]. A second problem with regression is due to non-comparability of treatment groups in observational studies. When this occurs, the problem will be immediately apparent from a propensity score analysis [91]. Conversely, with a regression approach, this non-comparability will not be evident and the resulting treatment effect estimator will be essentially based on extrapolation [59]. It has been suggested that some sort of summary of the propensity score distributions in the treated and untreated groups
should be provided in any analysis of observational data, whether or not propensity score methods are used for the primary analysis [47]. A final problem with standard regression models is the choice of covariates to include in the model. These can be selected on the basis of either their intrinsic interest, their ability to predict outcome or their ability to predict treatment. There is no clear method for choosing which criteria to use. It has been suggested that all modelling strategies contain implicit prior beliefs and hence all modelling strategies should be recognized as an approximation to a formal Bayesian analysis [77]. Propensity score methods offer an alternative approach to the problem of estimating causal treatment effects, which may overcome some of these problems associated with standard regression models.

We have seen that covariate adjustment including the propensity score is the most widely used propensity score method in epidemiological applications. Despite little theoretical or clinical justification for its use. The assumptions implicit in this method are unlikely to hold in practice. We have seen that occasionally the covariate-adjusted estimate is dissimilar to both the standard regression estimate and the estimates obtained using the other propensity score methods. It seems likely, in these cases, that the covariate-adjusted estimate is the incorrect estimate. The other three propensity score methods discussed — stratification and matching on the propensity score, and weighting by the inverse of the propensity score — each have advantages and disadvantages. Matching is conceptually simple and a familiar method to epidemiologists. Simple matching strategies, however, may estimate a quantity different to the one required. Weighting by the inverse of the propensity score does not appear to be much used in epidemiological applications, perhaps due to unfamiliarity. In datasets with many extreme propensity score values, the variance of the weighted estimator may be extremely large. The final method, stratification on the propensity score, is perhaps the most basic of the methods. It is computationally easy and conceptually simple. Although the stratified estimator is biased, there exist simple remedies for this. We can create more strata, making the groups more comparable and thus reducing the bias. We can also fit regression models within each strata, containing the major predictive variables. This serves both to decrease bias and to allow us to investigate the way in which risk factors affect outcome, within the propensity score strata. We therefore feel that the stratified estimator offers a simple and flexible method of estimating causal treatment effects for epidemiological practitioners.
This motivates our thorough theoretical investigation, hitherto lacking, to establish precisely when stratified estimators are consistent and normally distributed. This throws up some unexpected conditions with important practical implications. We are then able to derive theoretical asymptotic variance formulae for the stratified treatment effect estimator facilitating, for the first time, a general comparison with amongst other methods, standard regression models. Chapter 3 begins these calculations by investigating the large-sample theoretical properties of the stratified treatment effect estimator.
Chapter 3

Theoretical properties of the stratified treatment effect estimator

3.1 Introduction

We discussed, in Chapter 2, the justification for the use of propensity scores to estimate causal treatment effects in the presence of confounding, and described four main propensity score methods. We now focus on one of these methods in particular: stratification on the propensity score. We derive theoretical properties for the treatment effect estimator obtained using stratification on the propensity score, and establish conditions under which this estimator is consistent, derive its asymptotic sampling distribution, and calculate its asymptotic variance.

We begin by reviewing the notation given in the previous chapter, and introducing some additional notation. We then briefly outline the theory of M-estimation, since this will be used later in the chapter to calculate asymptotic variances. Although the propensity score is invariably unknown, and therefore must be estimated from the data, the variance formula typically used in epidemiological applications does not take account of this estimation, and treats the propensity score as if it were measured without error [59]. Therefore, we begin with the unlikely assumption that the propensity score is a known function of the observed data, and derive theoretical properties for this simplified estimator. We then extend this to the more realistic situation where the propensity score is estimated using a logistic regression model, and derive theoretical properties for the resulting estimator. The asymptotic variances of the two estimators, denoted by \( V_k[\hat{\beta}^*] \) and \( V_e[\hat{\beta}^*] \) for the situations where the propensity score is known and estimated, respectively, turn out to be distinct. We show how the two variances can be expressed in terms of four variance components, reflecting the four different sources of variation affecting the stratified treatment effect estimator.
Finally, we consider the practical implications of these four variance components for the estimation of the propensity score.

3.1.1 Further notation

We use a subscript 'o' to denote a population parameter, and a hat to indicate a parameter estimator. For example, the stratified treatment effect estimator — the estimator obtained by stratification on the propensity score — is denoted by $\hat{\beta}_s$, which is the sample estimator of the population parameter $\beta_o$, which we will call the population stratified treatment effect. The population average causal treatment effect, the population parameter of interest, is denoted by $\beta_o$.

As before, we assume that the outcome is continuous and is denoted by $Y$. At intervals in the argument, it is convenient to let $Y_1$ denote a particular subject's outcome had they received treatment and $Y_0$ denote their outcome had they not received treatment (see Section 2.1). The treatment, denoted by $Z$, is assumed to be binary, where $Z = 1$ indicates that the subject received treatment and $Z = 0$ indicates that the subject did not receive treatment. Each subject has a vector of observed covariates, denoted by $X = (X_1, ..., X_m)$. A sample of data, $\{Y_i, Z_i, X_i\}$ for $i = 1, ..., n$, is drawn independently from the population.

We denote the propensity score by $p(X) = P(Z = 1 | X)$, which is assumed to be a continuous function. We now introduce some new notation to describe the propensity score and the strata. The propensity score is assumed to be a linear function of the observed covariates on the logit scale, parameterized by a vector of parameters $\alpha = (\alpha_1, ..., \alpha_m)$. Since the propensity score depends on these — possibly unknown — parameters, we need to distinguish between the true and estimated propensity score. We write these as $p_o(X)$ and $\hat{p}(X)$, when the parameter $\alpha$ is known and estimated, respectively. It will sometimes be useful to emphasize the dependence on $\alpha$, in which case we write $p(X; \alpha_o)$ and $p(X; \hat{\alpha})$. The probability density function of this propensity score is denoted by $f_p(\cdot)$.

In order to define the stratified treatment effect estimator, we must choose how many strata to use and the fractions in which the population should be divided between the strata. The number of strata is denoted by $K$ and the fractions of the population
contained in each stratum are denoted by \( r = (r_1, r_2, ..., r_K)^T \). In applications, the sample is typically split into five equal strata, so \( K = 5 \) and \( r_1 = r_2 = \ldots = r_5 = 1/5 \). As we choose these numbers, the fraction of the population in each population stratum will be the same as the fraction of the sample in each sample stratum.

The quantiles of the propensity score distribution that split the population into strata containing fractions \( (r_1, ..., r_K)^T \) are denoted by \( q_0 = (q_{10}, q_{20}, ..., q_{(K-1)0})^T \). The fractions of treated subjects in the population contained in each stratum are denoted by \( d_0 = (d_{10}, d_{20}, ..., d_{K0})^T \). The fractions of untreated subjects in each stratum are then \( (r_1 - d_{10}, ..., r_K - d_{K0})^T \).

As in Chapter 2, we let \( S = (S_1, ..., S_K) \) be a set of stratum indicators. We now add hats when we refer to the sample strata, in order to emphasize that these are estimators. So for subject \( i \), \( \hat{S}_{si} \) is equal to one if and only if that subject is in the \( s^{th} \) sample stratum, or in other words, \( \hat{S}_{si} \) is equal to one if and only if \( \hat{q}_s \leq \hat{p}(X_i) < \hat{q}_s \), for subjects \( i = 1, ..., n \), and strata \( s = 1, ..., K \). Whether the propensity score is known or estimated, when referring to \( \hat{S}_{si} \), should be clear from the context. To simplify this notation, we let \( 1[A] \) refer to the indicator function of event \( A \), taking the value 1 if event \( A \) occurs, and 0 otherwise. Then we can write \( \hat{S}_{si} = 1[q_s(X_i) \leq \hat{p}(X_i) < q_{s+1}] \). In line with the subscript notation above, \( S_{so} = 1[q_s(X_i) \leq \hat{p}(X_i) < q_{s+1}] \) is an indicator for the \( s^{th} \) population stratum.

Vectors and matrices are written in bold. Dimensions of matrices are indicated by superscripts, so \( A^{K \times 2} \) denotes a matrix of dimension \( K \times 2 \). Positions within a matrix are indicated by subscripts on a bracketed matrix, so the \( (1, 1)^{th} \) component of matrix \( A \) is denoted by \( (A)_{11} \). By contrast, subscripts on matrices without brackets refers to one of a series of connected matrices, so for example \( a_{11} \) refers to a whole matrix rather than indicating a position within the matrix a. Superscripts of ‘T’ on a vector or matrix denote its transpose and superscripts of ‘-T’ denote the transpose of the inverse. Variance, covariance, expectation and probability are denoted by \( V[\cdot] \), \( \text{Cov}[\cdot] \), \( E[\cdot] \) and \( \mathbb{P}(\cdot) \), respectively. These are always taken over the ‘true’ distribution of the data. The symbol \( \xrightarrow{p} \) is used to indicate convergence in probability.

We occasionally use the \( O_p \) notation, defined as follows. Suppose we have a sequence of random variables, \( \{a_n\} \), depending on the sample size \( n \), and a sequence of positive constants, \( \{b_n\} \). Then we say that \( a_n \) is \( O_p(b_n) \) if, for all \( \epsilon > 0 \), there exist two
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constants $k_1$ and $k_2$, where $k_1$ is positive and $k_2$ depends on $k_1$, such that

$$\Pr\left( \frac{\alpha_n}{b_n} > k_1 \right) < \epsilon \quad \text{for all} \quad n > k_2.$$

3.1.2 M-estimation theory

The theory of M-estimation will be used later in this chapter to calculate the asymptotic variance of the stratified treatment effect estimator. The relevant ideas are summarized here. For a more comprehensive discussion of M-estimation see, for example, Stefanski and Boos [100] or van der Vaart [108].

Suppose we wish to estimate an unknown — generally vector-valued — population parameter, $\theta_o^{L \times 1}$, for some integer $L \geq 1$. In order to do this a sample of $n$ subjects is drawn from the population and data $W$ are observed. For example, in a regression model $W$ would consist of an outcome and a set of covariates and $\theta_o$ would be the vector of regression parameters. In our problem the population stratified treatment effect, $\beta_o^s$, will be a component of $\theta_o$.

An M-estimator of $\theta_o$, denoted by $\hat{\theta}$, is obtained as the solution of the estimating equations

$$\sum_{i=1}^{n} \psi(W_i; \theta) = 0,$$

where $\psi^{L \times 1}$ is a vector of functions of the data and the unknown parameter, and

$$\mathbb{E}_W [ \psi(W; \theta_o) ] = 0,$$

where the expectation is taken over the true distribution of the data. Assuming that the estimator $\hat{\theta}$ is consistent for $\theta_o$ and asymptotically follows a multivariate normal (MVN) distribution, we have

$$n^{1/2}(\hat{\theta} - \theta_o) \sim \text{MVN}(0, \Sigma).$$

Standard M-estimation theory states that this asymptotic covariance matrix, $\Sigma$, can be defined as follows.

$$\Sigma^{L \times L} = A^{-1}BA^{-T},$$
with
\[ A^{LxL} = \mathbb{E} \left[ -\frac{\partial}{\partial \theta^T} \{ \psi(W; \theta) \} \right] \bigg|_{\theta = \theta_0}, \] (3.1)
and
\[ B^{LxL} = \mathbb{E} \left[ \psi(W; \theta_0) \psi^T(W; \theta_0) \right]. \]

If the component equations of the vector \( \psi \) are not smooth in \( \theta \) and therefore not differentiable with respect to \( \theta \), the matrix \( A \) is undefined. In this situation, the order of differentiation and expectation may be interchanged as follows [100]
\[ A^{LxL} = \frac{\partial}{\partial \theta^T} \{ \mathbb{E} [-\psi(W; \theta)] \} \bigg|_{\theta = \theta_0}. \] (3.2)

The regularity conditions required for this interchange of differentiation and integration are given, for example, by Huber [43]. We do not state these conditions in full since, for our problem, the proof of normality includes a theorem that ensures the validity of (3.2) (see Appendices A.3 and B.3). When the component equations of the vector \( \psi \) are smooth in \( \theta \) then the two definitions of \( A \) are equivalent. It is, however, often easier to differentiate first, rather than take expectations and so when both definitions are valid we use (3.1).

Assuming that the appropriate definition of \( A \) is used, the asymptotic covariance matrix of \( \hat{\theta} \) is
\[ \text{Cov}(\hat{\theta}) = \frac{1}{n} A^{-1}BA^{-T}. \]

Suppose interest lies only in the first component of the parameter \( \theta \) and that the other components are nuisance parameters. The variance of that first component is given by
\[ \text{Var}[(\hat{\theta})_1] = \frac{1}{n} (A^{-1}BA^{-T})_{11}. \]

### 3.1.3 The stratified treatment effect estimator

We introduced the stratified treatment effect estimator in Chapter 2. We now write this using the new notation (Section 3.1.1). When, as is usual, the propensity score is estimated from the data, \( \hat{S}_{st} = 1_{\hat{q}_{s-1} \leq \hat{p}(X) < \hat{q}_s} \) is an indicator for the \( s^{th} \) sample stratum, where \( \hat{q} \) represents the estimated strata boundaries, and \( \hat{p}(X) \) is the estimated propensity score, and \( \hat{d} \) represents the sample fractions of subjects who are treated.
and in each sample stratum, then the stratified treatment effect estimator is

\[
\hat{\beta}^s = \frac{1}{n} \sum_{s=1}^{K} \tau_s \sum_{i=1}^{n} \left\{ \frac{Y_i Z_i \hat{S}_{si}}{d_s} - Y_i (1 - Z_i) \hat{S}_{si} \frac{\tau_s - \hat{d}_s}{\tau_s} \right\}.
\] (3.3)

To calculate \( \hat{\beta}^s \) the steps are as follows: (i) estimate the propensity score parameters, \( \alpha \); (ii) estimate the strata boundaries, \( q \); (iii) estimate the fraction of subjects who are treated and in each stratum, \( d \); and (iv) using these estimated parameters, calculate the stratified treatment effect estimator (3.3). Note that this procedure assumes that the propensity score is a continuous variable. If the propensity score were discrete, taking finitely many values, then we would define strata by the discrete propensity score, rather than by the quantiles of its distribution.

It is helpful to view each of these estimation steps as the solution to a set of estimating equations. First, the estimated propensity score parameters, \( \hat{\alpha} \), can be written as the vector-valued solution to the logistic regression estimating equations. Then given \( \hat{\alpha} \), the estimated strata boundaries can be viewed as the vector-valued solution to a further set of estimating equations. In the same way, the fractions of treated subjects in each stratum can be viewed as the vector-valued solution to a set of estimating equations. Finally, we can write \( \hat{\beta}^s \) as the solution to an estimating equation involving the sample data and all the other estimated parameters. By combining all the estimating equations, this sequential process of estimation can be viewed as the joint solution of a single set of estimating equations. Thus \( \hat{\beta}^s \) is a component of a vector-valued solution to a set of estimating equations — the situation described in Section 3.1.2. After establishing consistency and asymptotic normality, the M-estimation theory can then be applied directly to calculate the variance of the stratified treatment effect estimator. Once we have established consistency and normality, therefore, we proceed to calculate the variance of the stratified treatment effect estimator assuming that the propensity score is: (i) a known function of the observed covariates; and (ii) estimated using a correctly specified logistic regression model. The two resulting variances will be denoted by \( V_k[\hat{\beta}^s] \) and \( V_e[\hat{\beta}^s] \) where the 'k' and 'e' refer to the propensity score being known and estimated respectively. We shall see that whilst \( V_k[\hat{\beta}^s] \) is typically used in practice we should use \( V_e[\hat{\beta}^s] \), and that the difference between the two variances is often non-trivial.
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We first consider the simpler hypothetical situation where the propensity score parameters, \( \alpha \), are known and so the propensity score is a known function of the observed covariates. In this case, we replace the estimated propensity score, \( \hat{p}(X) \), by the known propensity score, \( p_0(X) \), in the definition of the stratified treatment effect estimator (3.3).

We derive three sets of estimating equations that are needed to obtain the three sets of estimated parameters, \( \hat{q}, \hat{d} \) and \( \hat{\beta}^s \), where the first two are vectors and the last is a scalar. We will use the estimating equations to demonstrate the consistency and asymptotic normality of each of these estimators. We combine the three sets of estimating equations into a single set of estimating equations where \( \hat{\beta}^s \) is the component of interest of the vector-valued solution. We then apply the M-estimation theory (Section 3.1.2) to obtain the asymptotic variance of the stratified treatment effect estimator. Next, we therefore determine the three sets of estimating equations for \( \hat{q}, \hat{d} \) and \( \hat{\beta}^s \).

Estimating the strata boundaries

We first wish to find a set of estimating equations that, when solved, estimate the strata boundaries, which are defined as quantiles of the population distribution of the propensity score. We write the propensity score as \( p_0(X) \) since we are assuming that the propensity score parameters are known. The estimation of the the strata boundaries is equivalent to solving the estimating equations: 

\[
\sum_{i=1}^{n} \psi_3(X_i; q_i; \theta) = 0
\]

where, remembering that the stratum indicator \( S_{si} = 1\{q_{s-1} \leq p_0(X_i) < q_s\} \) is a function of \( q \),

\[
\psi_3^{(K-1) \times 1}(X_i; q_i) = \begin{pmatrix}
S_{1i} - r_1 \\
\vdots \\
S_{(K-1)i} - r_{(K-1)}
\end{pmatrix}
\]

We define the strata boundaries \( q_0 \) and \( q_K \) as 0 and 1, respectively. The fractions of the sample in each stratum, \( r_1, r_2, ..., r_{(K-1)} \), are fixed by the analyst. Then the equation

\[
\sum_{i=1}^{n} (S_{1i} - r_1) = \sum_{i=1}^{n} (1\{0 \leq p_0(X_i) < q_1\} - r_1) = 0
\]
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has only one unknown: \( q_1 \). Solving this equation determines \( \hat{q}_1 \), the estimate of the first strata boundary, as the value of the propensity score such that exactly \( n_{r_1} \) subjects in the sample have a propensity score of less than \( \hat{q}_1 \). Given \( \hat{q}_1 \), the estimate of the second strata boundary is determined as the solution, \( \hat{q}_2 \), of

\[
\sum_{i=1}^{n} (S_{2i} - r_2) = \sum_{i=1}^{n} (1_{[\hat{q}_1 \leq p_{x_1} < \hat{q}_2]} - r_2) = 0.
\]

Proceeding in this way, the estimating equations \( \sum_{i=1}^{n} \psi_3 (X_i; q) = 0 \) estimate the quantiles of the propensity score distribution in the population by the quantiles of the propensity score distribution in the sample.

**Estimating the fraction treated in each stratum**

Given the estimated strata boundaries, we now wish to find a set of estimating equations that, when solved, estimate the fraction of subjects who are treated and in each stratum. Remembering that \( Z_i \) denotes the treatment status of subject \( i \) and, given the estimated strata boundaries \( \hat{q}_i \), the sample stratum indicator is defined as \( \hat{S}_{si} = 1_{[\hat{q}_{i-1} \leq p_{x_1} < \hat{q}_i]} \), the required fractions can be estimated by solving the estimating equations \( \sum_{i=1}^{n} \psi_2 (Z_i, X_i; d, \hat{q}) = 0 \) for \( d \), with

\[
\psi_2^{K \times 1} (Z_i, X_i; d, \hat{q}) = \begin{pmatrix} Z_i \hat{S}_{1i} - d_1 \\ \vdots \\ Z_i \hat{S}_{Ki} - d_K \end{pmatrix}.
\]

To see this, note that given the estimated strata boundaries, \( \hat{q}_i \), the only unknown in the equation

\[
\sum_{i=1}^{n} (Z_i \hat{S}_{1i} - d_1) = \sum_{i=1}^{n} (Z_i 1_{0 \leq p_{x_1} < \hat{q}_1} - d_1) = 0
\]

is \( d_1 \). Solving the equation determines \( \hat{d}_1 \) as the fraction of subjects who are treated and who are in the first sample stratum. Given this estimate, \( \hat{d}_2 \) is then determined as the fraction of the sample who are treated and in the second sample stratum. Continuing in this way, the population probability of being both treated and in the
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$s^{th}$ stratum, $d_{so}$, is estimated by the sample fraction of subjects who are both treated and in the $s^{th}$ sample stratum, $\hat{d}_s$, for strata $s = 1, \ldots, K$.

**Estimating the stratified treatment effect**

Having estimated both the strata boundaries and the probabilities of being treated and in each stratum, the stratified treatment effect estimator (3.3) can be calculated by solving the equation

$$
\sum_{i=1}^{n} \psi_1 (Y_i, Z_i, X_i; \beta^s, \hat{d}, \hat{q}) = 0,
$$

for $\beta^s$, where, remembering that $Y_i$ and $Z_i$ denote the outcome and treatment status of subject $i$, and $\hat{S}_{si} = 1[d_{s-1} \leq p_o(x) < d_s]$ is the sample estimate of the $s^{th}$ stratum indicator,

$$
\psi_1^{1 \times 1} (Y_i, Z_i, X_i; \beta^s, \hat{d}, \hat{q}) = \sum_{s=1}^{K} r_s \left\{ \frac{Y_i Z_i \hat{S}_{si}}{d_s} - \frac{Y_i (1 - Z_i) \hat{S}_{si}}{r_s - d_s} \right\} - \beta^s.
$$

Solving the estimating equation (3.4) determines $\hat{\beta}^s$ as

$$
\hat{\beta}^s = \frac{1}{n} \sum_{s=1}^{K} r_s \sum_{i=1}^{n} \left\{ \frac{Y_i Z_i \hat{S}_{si}}{d_s} - \frac{Y_i (1 - Z_i) \hat{S}_{si}}{r_s - d_s} \right\}.
$$

**A single set of estimating equations**

We have described how the stratified treatment effect estimator can be obtained by the sequential solution of the three sets of estimating equations discussed above. We can alternatively consider the simultaneous estimation of a vector of unknown parameters, $\theta_o^{2K \times 1}$, defined by $\theta_o^T = (\beta_o^T, d_0^T, q_0^T)$. Essentially, if we 'stack' the three sets of estimating equations on top of one another and solve them simultaneously, it is equivalent to the sequential solution described above. In particular, if we define a vector $\psi^{2K \times 1}$ by $\psi^T = (\psi_1^T, \psi_2^T, \psi_3^T)$, then solving the set of estimating equations

$$
\sum_{i=1}^{n} \psi (Y_i, Z_i, X_i; \theta) = 0,
$$

for $\theta$ gives an estimator, $\hat{\theta}$, defined by $\hat{\theta}^T = (\hat{\beta}^T, \hat{d}^T, \hat{q}^T)$. To see that the two approaches are equivalent, note that working from the bottom of the new vector of estimating equations upwards, each component uniquely determines a component of $\hat{\theta}$, given the previous estimates.
We have now done what we set out to do at the beginning of this section. We use this representation of the estimation process to demonstrate the consistency and asymptotic normality of the stratified treatment effect estimator. We will then be in a position to apply the M-estimation theory to calculate the variance of this estimator.

### 3.2.1 Consistency, asymptotic normality and variance

We have seen that, assuming that the propensity score is a known function of the observed covariates, the stratified treatment effect estimator, $\hat{\beta}^*$, can be calculated as the first component of a vector of estimated parameters, $\hat{\theta}$, obtained by solving the joint estimating equation (3.5). We now investigate the theoretical properties of $\hat{\beta}^*$.

Intuitively, we would expect the estimated strata boundaries, $\hat{q}$, to be consistent estimates of the population strata boundaries, $q_o$, and the estimated fractions of treated subjects in each stratum, $\hat{d}$, to be consistent estimates of the equivalent population probabilities, $d_o$. We would also expect the stratified treatment effect estimator, $\hat{\beta}^*$, to be a consistent estimate of its ‘true’ value, $\beta_o$.

$$\beta_o = \sum_{s=1}^{K} r_s \{ \mathbb{E}[Y | Z = 1, S_{so} = 1] - \mathbb{E}[Y | Z = 0, S_{so} = 1] \}.$$  

The following lemma establishes conditions under which the three sets of estimators, $\hat{q}$, $\hat{d}$ and $\hat{\beta}^*$, are consistent estimators of the population parameters mentioned above. These conditions are not minimal, but they are sufficient for consistency and turn out to be necessary for asymptotic normality.

**Lemma 3.1** Suppose that the propensity score is a known function of the observed covariates.

(i) Suppose that the cumulative distribution function of the propensity score is strictly monotone and continuous near the population strata boundaries, $q_o$. Then as $n \to \infty$, $\hat{q} \xrightarrow{p} q_o$.

(ii) Suppose that condition (i) is satisfied, and so $\hat{q}$ is consistent. Suppose further that the probability density function of the propensity score, $f_p(\cdot)$, is bounded near the population strata boundaries and that the population probability of being
treated and in the $s^{th}$ stratum, $d_{so}$, is not equal to either 0 or $r_s$, for $s = 1, \ldots, K$.

Then as $n \to \infty$, $\hat{\theta} \overset{P}{\to} \theta_0$.

(iii) Suppose that conditions (i) and (ii) are satisfied, and so both $\hat{q}$ and $\hat{\alpha}$ are consistent. Suppose further that the following functions are bounded for all $p \in (0, 1)$ and $t = 0, 1$:

$$f_p(p), \quad \mathbb{E}[Y | Z = t, p_o(X) = p], \quad \mathbb{E}[Y^2 | Z = t, p_o(X) = p].$$

Then as $n \to \infty$, $\hat{\beta}^s \overset{P}{\to} \beta^s$.

If all the above conditions are satisfied then as $n \to \infty$, $\hat{\theta} \overset{P}{\to} \theta_0$, where $\hat{\theta}^T = (\hat{\beta}^s, \hat{\alpha}^T, \hat{q}^T)$ and $\theta_0^T = (\beta^s, \alpha_o^T, q_o^T)$.

Proof of this lemma can be found in Appendix A.2. The following theorem establishes conditions under which $\hat{\theta}$ is asymptotically normally distributed and calculates the asymptotic variance of the stratified treatment effect estimator, $\hat{\beta}^s$.

**Theorem 3.1** Suppose that the propensity score is a known function of the observed covariates and that:

(i) the conditions of Lemma 3.1 are satisfied;

(ii) the probability density function of the propensity score, $f_p(\cdot)$, is non-zero at each population strata boundary, $q_{so}$, for $s = 1, \ldots, K - 1$;

(iii) the functions $\mathbb{E}[Y | Z = t, p_o(X) = p]$ are continuous in $p$ near the population strata boundaries, for $t = 0, 1$.

Then $\hat{\theta}$ is asymptotically normally distributed, where $\theta^T = (\beta^s, \alpha^T, q^T)$. Furthermore, the asymptotic variance of the stratified treatment effect estimator, $\hat{\beta}^s$, is

$$\mathbb{V}_k[\hat{\beta}^s] = V_1 + V_2,$$

with

$$V_1 = \frac{1}{n} \sum_{s=1}^{K} \left( \frac{\mathbb{V}[Y | Z = 1, S_{so} = 1]}{d_{so}} - \frac{\mathbb{V}[Y | Z = 0, S_{so} = 1]}{r_s - d_{so}} \right),$$

$$V_2 = \frac{1}{n} \left. \frac{\partial \beta^s}{\partial q^T} \right|_{\theta = \theta_0} (n \text{Cov}[\hat{q}]) \left. \frac{\partial \beta^s}{\partial q} \right|_{\theta = \theta_0}.$$
where \((n \text{ Cov}[\mathbf{q}])\) is a \((K - 1) \times (K - 1)\) matrix representing the asymptotic covariance matrix of the estimated strata boundaries, defined for \(j, k = 1, ..., K - 1, j \geq k\), as

\[
(n \text{ Cov}[\mathbf{q}])_{jk} = \frac{\mathbb{P}(p_0(X) > q_{jo}) \mathbb{P}(p_0(X) < q_{ko})}{f_p(q_{jo}) f_p(q_{ko})},
\]

and \(\frac{\partial \beta^*}{\partial \mathbf{q}} \bigg|_{\theta = \theta_0}\) is a \(1 \times (K - 1)\) vector with

\[
\beta^* = \sum_{s=1}^{K} r_s \{\mathbb{E}[Y | Z = 1, S_s = 1] - \mathbb{E}[Y | Z = 0, S_s = 1]\},
\]

which is equal to the 'true' value of \(\beta^*_0\), \(\beta^*_0\), but seen as a function of the strata boundaries, \(q_j\), rather than evaluated at the population strata boundaries.

Proof of this theorem can be found in Appendices A.3 and A.4.

We now discuss the practical implications of the conditions in Lemma 3.1 and Theorem 3.1. Condition (i) of Lemma 3.1 and condition (ii) of Theorem 3.1 both ensure that the strata boundaries are well defined and can therefore be estimated. Later on, we will see an example which almost violates one of these conditions — the probability density function is extremely close to zero at one of the population strata boundaries (Section 5.2.4). In this example the empirical sampling distribution of that estimated strata boundary is non-normal, and the empirical variance of the stratified treatment effect estimator is not equal to \(V_k[\hat{\beta}^*]\). It is worth noting that the variance \(V_k[\hat{\beta}^*]\) is an asymptotic result, due to the implicit reliance of the variance calculation on the central limit theorem. Therefore, when the conditions in Lemma 3.1 and Theorem 3.1 are satisfied, the variance formula \(V_k[\hat{\beta}^*]\) is valid for 'large enough' samples but the sample size required to achieve this asymptotic variance will increase the closer we come to violating the conditions.

Condition (ii) of Lemma 3.1 states that that the population probabilities of being treated and in each stratum, \(d_s\), must not be 0 or 1, for \(s = 1, ..., K\), which ensures that the estimand \(\beta^*_0\) is well defined. It is easy to imagine a situation where this condition is violated. As an example, let us consider the use of statins to lower serum cholesterol levels. These are given to patients with high cholesterol who also have an increased risk of a cardiovascular event, such as a prior myocardial infarction, angina
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or characteristics including high blood pressure and large waist circumference. It may, however, be extremely hard to find subjects with these characteristics — and hence a high propensity score — who are not treated with statins. Then a stratified propensity score analysis might create strata in which the higher strata contain only patients taking statins and the lower strata contain only patients not taking statins. In this case, the stratified treatment effect estimator will be undefined. This problem will be apparent when the data is analysed using stratification on the propensity score, and is typically dealt with by widening the strata boundaries, although this often means that the treated and untreated groups within the strata are then not comparable.

The remaining conditions demand that the probability density function of the propensity score, the conditional expectation of the outcome given the propensity score, and the conditional squared expectation of the outcome given the propensity score are all bounded. It is hard to imagine a practical situation where this is not the case. However, it is easy to imagine situations where the probability density function is very large, for example when all subjects have a very similar propensity score. Then, although the condition is not absolutely violated, we might require a large sample size for the variance formula $\text{Vk} \left[ \hat{\beta}^* \right]$ to be valid. In fact, we will see a simulated example where this is the case later on (Section 5.2.3).

3.3 Theoretical properties when the propensity score is estimated

We have considered the theoretical properties of the stratified treatment effect estimator when the propensity score is a known function of the observed covariates. In applications, the propensity score is invariably unknown and therefore must be estimated from the data. In epidemiological applications, this estimation is typically performed using logistic regression of the treatment indicator, $Z$, on the observed covariates $X$. This assumes the following relationship,

$$\ln \left\{ \frac{p_0(X)}{1 - p_0(X)} \right\} = \alpha^T X.$$ 

We assume that the logistic regression model above is correctly specified. Fitting this model gives us our estimated propensity score parameters, $\hat{\alpha}$, which are used to estimate the propensity score for each sampled subject. Then we calculate the stratified treatment effect estimator as we did when the propensity score was known.
When the propensity score is estimated, we can obtain the stratified treatment effect estimator through the sequential sequence of four sets of estimating equations. The first is the standard set of estimating equations for a logistic regression model. The other three are \( \psi_3, \psi_2 \) and \( \psi_1 \) — the estimating equations that we solve to obtain the stratified treatment effect estimator when the propensity score is known. We combine these four sets of estimating equations in order to obtain a single set of estimating equations where \( \hat{\beta}^s \) is the component of interest of the vector-valued solution. We can then apply the M-estimation theory (Section 3.1.2) to obtain the asymptotic variance of the stratified treatment effect estimator. Next, we therefore derive the fourth estimating equation that is needed to estimate the propensity score.

**Estimating the propensity score parameters**

For the estimation of the propensity score, we assume that there are \( m \) observed covariates including an 'intercept' vector of 1's, \( \mathbf{X} = (X_1, X_2, \ldots, X_m) \). Fitting a logistic regression model with these covariates is equivalent to solving the estimating equations \( \sum_{i=1}^{n} \psi_4 (Z_i, \mathbf{X}_i; \alpha) = 0 \) where

\[
\psi_4^{m \times 1} (Z_i, \mathbf{X}_i; \alpha) = \begin{bmatrix}
\left( Z_i - \frac{\exp(\alpha^T \mathbf{X}_i)}{1 + \exp(\alpha^T \mathbf{X}_i)} \right) X_{1i} \\
\vdots \\
\left( Z_i - \frac{\exp(\alpha^T \mathbf{X}_i)}{1 + \exp(\alpha^T \mathbf{X}_i)} \right) X_{mi}
\end{bmatrix}
\]

where \( X_{1i} \) denotes the observed value of covariate \( X_1 \) for subject \( i \). These estimating equations, \( \sum_{i=1}^{n} \psi_4 (Z_i, \mathbf{X}_i; \alpha) = 0 \), are the usual score functions for a maximum likelihood logistic regression model and so solving them gives the maximum likelihood estimator of \( \alpha_o \). Once the propensity score parameters have been estimated, the propensity score can be treated as if it were a known function of the observed covariates and the stratified treatment effect estimator can be obtained as before.

**A single set of estimating equations**

The stratified treatment effect estimator can be obtained by the sequential solution of four sets of estimating equations. We can alternatively consider the simultaneous estimation of a vector of unknown parameters, \( \theta_o^{(2K+m) \times 1} \), defined by \( \theta_o^T = (\beta_o^T, \mathbf{d}_o^T, \mathbf{q}_o^T, \alpha_o^T) \). As before, if we 'stack' the four sets of estimating equations on top of one another and solve them simultaneously, it is equivalent to the
sequential solution described above. In particular, if we define a vector $\psi^{(2K-m)\times 1}$ by $\psi^T = (\psi_1, \psi_2^T, \psi_3^T, \psi_4^T)$, then solving the set of estimating equations

$$\sum_{i=1}^{n} \psi (Y_i, Z_i, X_i; \theta) = 0,$$  \hspace{1cm} (3.6)

for $\theta$ gives an estimator, $\hat{\theta}$, defined by $\hat{\theta}^T = (\hat{\beta}^p, \hat{d}^T, \hat{q}^T, \hat{\alpha}^T)$. This is equivalent to the sequential solution of the four separate sets of estimating equations and results in the same estimators.

We have now done what we set out to do at the beginning of this section. We use this representation of the estimation process to demonstrate the consistency and asymptotic normality of the stratified treatment effect estimator when the propensity score is estimated. We will then be in a position to apply the M-estimation theory to calculate the variance of the estimator.

### 3.3.1 Consistency, asymptotic normality and variance

We have seen that, assuming that the propensity score is estimated using a correctly specified logistic regression model, the stratified treatment effect estimator, $\hat{\beta}^p$, can be calculated as the first component in a vector of estimated parameters, $\hat{\theta}$, obtained by solving the joint estimating equation (3.6). We now investigate the theoretical properties of $\hat{\beta}^p$.

The following lemma establishes conditions under which the four sets of estimators, $\hat{\alpha}$, $\hat{q}$, $\hat{d}$ and $\hat{\beta}^p$ are consistent. These conditions are not minimal, but as before they are sufficient for consistency and turn out to be necessary for asymptotic normality.

**Lemma 3.2** Suppose that the propensity score is estimated using a correctly specified logistic regression model.

(i) Suppose that the propensity score parameters, $\alpha$, are consistent and that the cumulative distribution function of the propensity score is strictly monotone and continuous near the population strata boundaries, $q_o$. Suppose also that the probability density function of the propensity score is continuous everywhere, and that the derivatives $\frac{\partial p(x)}{\partial q_k}$ exist and are bounded, for $k = 1, \ldots, m$. Then as $n \to \infty$, $\hat{q} \xrightarrow{p} q_o$. 
(ii) Suppose that \( \hat{\alpha} \) is consistent and that condition (i) is satisfied, so \( \hat{q} \) is consistent. Suppose further that the probability density function of the propensity score is bounded near the population strata boundaries, and that the population probability of being treated and stratum \( s \), \( d_{so} \), is not equal to either 0 or \( r_s \) for \( s = 1, \ldots, K \).

Then as \( n \to \infty \), \( \hat{d} \xrightarrow{p} d_o \).

(iii) Suppose that \( \hat{\alpha} \) is consistent and that conditions (i) and (ii) are satisfied, so both \( \hat{q} \) and \( \hat{d} \) are consistent. Suppose further that the following functions exist and are continuous in \( p \) and bounded everywhere, for \( t = 0, 1 \) and \( k = 1, \ldots, m \):

\[
\begin{align*}
\mathbb{E}[Y | Z = t, p(X) = p], & \quad \mathbb{E}[Y^2 | Z = t, p(X) = p], \\
\frac{\partial}{\partial \alpha_k} \{ \mathbb{E}[Y | Z = t, p(X) = p] \}, & \quad \frac{\partial}{\partial \alpha_k} \{ \mathbb{E}[Y^2 | Z = t, p(X) = p] \}.
\end{align*}
\]

Then as \( n \to \infty \), \( \hat{\beta}^s \xrightarrow{p} \beta^s \).

If all the above conditions are satisfied then as \( n \to \infty \), \( \hat{\theta} \xrightarrow{p} \theta_o \), where \( \theta^T = (\hat{\beta}^s, \hat{d}^T, \hat{q}^T, \hat{\alpha}^T) \) and \( \theta_o^T = (\beta_o^s, d_o^T, q_o^T, \alpha_o^T) \).

Proof of this Lemma can be found in Appendix B.2. The following theorem now establishes conditions under which \( \hat{\theta} \) is asymptotically normally distributed and calculates the asymptotic variance of the stratified treatment effect estimator, \( \hat{\beta}^s \).

**Theorem 3.2** Suppose that the propensity score is estimated using a correctly specified logistic regression model and that:

(i) the conditions of Lemma 3.2 are satisfied;

(ii) the probability density function of the propensity score is non-zero at each population strata boundary, \( q_{so} \), for \( s = 1, \ldots, K - 1 \), but zero at 0 and 1.

Then \( \hat{\theta} \) is asymptotically normally distributed, where \( \theta^T = (\hat{\beta}^s, \hat{d}^T, \hat{q}^T, \hat{\alpha}^T) \). Furthermore, the asymptotic variance of the stratified treatment effect estimator, \( \hat{\beta}^s \), is

\[
\mathbb{V}_e[\hat{\beta}^s] = V_1 + V_2 + V_3 + V_4,
\]
where $V_1$ and $V_2$ are defined as in Theorem 3.1, and
\[
V_3 = -\frac{1}{n} \mathbf{C} (n \operatorname{Cov}[\hat{\alpha}]) \mathbf{C}^T \\
V_4 = \frac{1}{n} \mathbf{e} (n \operatorname{Cov}[\hat{\alpha}]) \mathbf{e}^T
\]
where $\mathbf{C} = (C_1, \ldots, C_m)$ is defined, for $k = 1, \ldots, m$, as
\[
C_k = \sum_{s=1}^{K} r_s \operatorname{Cov}[Y, X_k (1 - p_0(X)) | Z = 1, S_{so} = 1] \\
+ \sum_{s=1}^{K} r_s \operatorname{Cov}[Y, X_k p_0(X) | Z = 0, S_{so} = 1].
\]
The covariance matrix $(n \operatorname{Cov}[\hat{\alpha}])$ is a $m \times m$ matrix defined in terms of its inverse, for $j, k = 1, \ldots, m$, as
\[
(n \operatorname{Cov}[\hat{\alpha}])^{-1}_{jk} = \mathbb{E} [p_0(X) (1 - p_0(X)) X_j X_k].
\]
Finally, $\mathbf{e} = (e_1, \ldots, e_m)$, for $k = 1, \ldots, m$, is defined as $e_k = e_{\alpha k} + e_{\epsilon k}$, with
\[
e_{\alpha k} = \sum_{s=1}^{K} r_s \left\{ \frac{(I_{Y_{i,k}} - \mathbb{E}[Y | Z = 1, S_{so} = 1]) I_{f_{i,k}}}{\partial_s} - \frac{(I_{Y_{f,k}} - \mathbb{E}[Y | Z = 0, S_{so} = 1]) I_{f_{f,k}}}{\partial_s} \right\},
\]
where
\[
I_{f_{i,k}} = \int_{q_{(s-1)o}}^{q_{so}} r \frac{\partial}{\partial \alpha_k} \{f_p(r; \alpha)\} |_{\theta = \theta_o} dr \\
I_{f_{f,k}} = \int_{q_{(s-1)o}}^{q_{so}} (1 - r) \frac{\partial}{\partial \alpha_k} \{f_p(r; \alpha)\} |_{\theta = \theta_o} dr \\
I_{Y_{i,k}} = \int_{q_{(s-1)o}}^{q_{so}} r \frac{\partial}{\partial \alpha_k} \{\mathbb{E}[Y_1 | p(X; \alpha) = r] f_p(r; \alpha)\} |_{\theta = \theta_o} dr \\
I_{Y_{f,k}} = \int_{q_{(s-1)o}}^{q_{so}} (1 - r) \frac{\partial}{\partial \alpha_k} \{\mathbb{E}[Y_0 | p(X; \alpha) = r] f_p(r; \alpha)\} |_{\theta = \theta_o} dr,
\]
and
\[
e_{\epsilon k} = \sum_{j=1}^{K-1} \frac{\partial \mathbf{g}^*}{\partial q_j} |_{\theta = \theta_o} f_p(q_{j0})^{-1} \frac{\partial}{\partial \alpha_k} \{\mathbb{E}[1_{p(X; \alpha) < q_j}]\} |_{\theta = \theta_o}.
\]
Proof of the theorem above is given in Appendices B.3 and B.4.

We have already discussed the implications of most of the conditions contained in Lemma 3.2 and Theorem 3.2. The additional ones are concerned with the existence of derivatives, taken with respect to the propensity score parameters. These will exist if the derivatives taken with respect to the propensity score exist. A derivative will not exist at points where, for example, the function has a discontinuity, or has a 'kink', or tends to infinity. Clinical examples where either the probability density function of the propensity score or the conditional expectation of the outcome, given treatment status and propensity score, tends to infinity are hard to imagine. Such problems, moreover, would be apparent when carrying out the analysis on a dataset. Discontinuities and 'kinks' in these functions are more likely to occur.

One example of a discontinuity in the probability density function of the propensity score is the BCG vaccination in Britain. This vaccination is given to schoolchildren aged 14 years old. Therefore, the propensity score for this treatment, the vaccine, is merely a function of age. Furthermore, if schools gave the vaccine to each child exactly on their 14th birthday then the cumulative density function of the propensity score would be

\[ F_p(p) = \begin{cases} 
0 & \text{if age} < 14 \\
1 & \text{if age} \geq 14 
\end{cases} \]

This gives a non-continuous probability density function. However, since schools do not vaccinate each child so promptly after their 14th birthday it is likely that the true propensity score here is continuous.

Similarly, we can find examples of discontinuity of the conditional expectation of the outcome, given treatment status and propensity score. Suppose we wished to estimate the effect of a particular intervention that aimed to curb binge drinking in schoolchildren. Suppose we targeted the intervention primarily at the older schoolchildren, so the propensity score depended only on age. Then if these particular children lived in an area where it was hard to obtain alcohol illegally, we would expect an increase in binge drinking, the outcome, immediately after a child's 18th birthday, creating a discontinuity. However, in practice this problem would not occur since we would use...
our knowledge of the situation to categorize the children into two groups — under 15 and over 18.

Therefore, although it is fairly easy to think of examples in which these conditions would be violated, these examples are unlikely to occur in practice. Conversely, practical examples where these conditions are almost violated may be much more common.
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We have now ascertained various theoretical properties of the stratified treatment effect estimator, $\hat{\beta}^s$. In particular, we have calculated, using M-estimation methods, the variance of $\hat{\beta}^s$ assuming that the propensity score is: (i) a known function of the observed covariates; and (ii) estimated by a correctly specified logistic regression model. The two variance formulae are denoted by $\mathbb{V}_k[\hat{\beta}^s]$ and $\mathbb{V}_e[\hat{\beta}^s]$, where the $k$ and $e$ subscripts refer to the propensity score being 'known' and 'estimated' respectively. These variances can be written in terms of four variance components as follows:

$$
\mathbb{V}_k[\hat{\beta}^s] = V_1 + V_2,
$$
$$
\mathbb{V}_e[\hat{\beta}^s] = V_1 + V_2 + V_3 + V_4.
$$

We now consider the interpretation of $V_1, V_2, V_3$ and $V_4$.

3.4.1 The variance component $V_1$

If, as before, we let $K$ denote the number of strata, $r_s$ denote the probability of being in the $s^{th}$ stratum, $d_{so}$ be the population probability of being treated and in the $s^{th}$ stratum, $q_{so}$ be the $s^{th}$ population strata boundary, and $S_{so} = 1_{\{q_{s-1} \leq P_0(X) < q_s\}}$ be an indicator for the $s^{th}$ population stratum, then, from Theorem 3.1, the first variance component is

$$
V_1 = \frac{1}{n} \sum_{s=1}^{K} r_s^2 \left\{ \frac{\mathbb{V}[Y \mid Z = 1, S_{so} = 1]}{d_{so}} + \frac{\mathbb{V}[Y \mid Z = 0, S_{so} = 1]}{r_s - d_{so}} \right\}.
$$
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Since this variance component consists of the sum of variances, inversely weighted by positive probabilities, it is always positive. In the hypothetical situation where both the propensity score and the strata boundaries are known, and sampling is performed within strata, the variance of the stratified treatment effect estimator is exactly equal to $V_1$. This variance component therefore measures the error due to the variability of the outcome, $Y$, within the true strata. Since this error occurs whether the propensity score is known or estimated, both $V_k[\hat{\beta}^s]$ and $V_e[\hat{\beta}^s]$ contain this term. In all the simulated examples we consider later (Section 5.2), the component $V_1$ accounts for most of the variance of the stratified treatment effect estimator.

3.4.2 The variance component $V_2$

From Theorem 3.1, the second variance component is

$$V_2 = \frac{1}{n} \frac{\partial \beta^*}{\partial q^T|_{\theta=\theta_o}} (n \text{Cov}[q]) \frac{\partial \beta^*}{\partial q|_{\theta=\theta_o}},$$

where $(n \text{Cov}[q])$ is a $(K-1) \times (K-1)$ matrix representing the asymptotic covariance matrix of the estimated strata boundaries, defined for $j, k = 1, \ldots, K-1$, $j > k$, as

$$(n \text{Cov}[q])_{jk} = \frac{P(p_o(X) > q_{jo}) P(p_o(X) < q_{ko})}{f_p(q_{jo}) f_p(q_{ko})},$$

(3.7)

and $\frac{\partial \beta^*}{\partial q|_{\theta=\theta_o}}$ is a $1 \times (K-1)$ vector with

$$\beta^* = \sum_{s=1}^{K} \tau_s \{E[Y|Z=1, S_s = 1] - E[Y|Z=0, S_s = 1]\}.$$

Since the variance component $V_2$ is a quadratic form centred around a positive definite matrix, it is always positive. The quantiles of the propensity score distribution — the strata boundaries — must be estimated whether the propensity score is known or estimated and so both $V_k[\hat{\beta}^s]$ and $V_e[\hat{\beta}^s]$ contain this term. Thus the estimation of the strata boundaries will always increase the variance of the stratified treatment effect estimator, although, as the following discussion will show, this increase can be expected to be negligible. We find that the component $V_2$ is negligible in all the simulated examples considered later (Section 5.2).
We now consider situations in which we might expect $V_3$ to be large. We begin by considering the derivative term that appears either side of the covariance matrix in $V_2$. As mentioned previously, the quantity $\beta^\ast$ is the 'true' value of $\hat{\beta}_i$, $\hat{\beta}_0$, seen as a function of the strata boundaries, $q$, rather than evaluated at the population strata boundaries. The derivative of $\beta^\ast$ with respect to the strata boundaries, therefore, describes the change in the population quantity being estimated caused by a change in the population strata boundaries. This term will be large if a small change in a strata boundary causes a large change in the treatment effect estimand. In practice, we would not expect this to be the case and so the derivative terms in $V_2$ will typically be small.

The asymptotic covariance matrix of the estimated strata boundaries (3.7) will only be large if the probability density function of the propensity score is extremely low at the population strata boundaries, in line with our intuition that estimates of a quantile in an area with few observations will be very variable. In Section 5.2.4 we will meet a simulated example where this occurs. However, even when the components of the covariance matrix are large, the components of the derivative are likely to be small so we would expect $V_2$ to contribute little to the overall variance, as is the case in the simulated example mentioned above.

Note that one of the conditions for the validity of both the asymptotic variance formulæ is that the probability density function of the propensity score is non-zero at the population strata boundaries. Therefore, if the probability density function of the propensity score is very low at a population strata boundary a bigger sample size will be needed for normality of the stratified treatment effect estimator and the validity of the variance formulæ — possibly prohibitively bigger. This occurs in the example mentioned previously in Section 5.2.4 where we give some practical insight into reasons for this problem.

### 3.4.3 The variance component $V_3$

From Theorem 3.2, the third variance component is

$$V_3 = -\frac{1}{n} \mathbf{C} \left( n \text{ Cov} [\hat{\alpha}] \right) \mathbf{C}^T.$$
Recalling that \( m \) is the number of covariates used to estimate the propensity score (including a constant vector) we define \( C = (C_1, C_2, \ldots, C_m) \), where for \( k = 1, \ldots, m \):

\[
C_k = \sum_{s=1}^{K} r_s \text{Cov}[Y, X_k (1 - p_o(X)) | Z = 1, S_{so} = 1] \\
+ \sum_{s=1}^{K} r_s \text{Cov}[Y, X_k p_o(X) | Z = 0, S_{so} = 1].
\]

The covariance matrix is defined, for \( j, k = 1, \ldots, m \), as

\[
(\mathbf{n} \text{Cov}[\hat{\alpha}])^{-1} = \mathbb{E}[p_o(X) (1 - p_o(X)) X_j X_k].
\] (3.8)

The variance component \( V_3 \) is also a quadratic form around a positive definite matrix. Since this quadratic form is preceded by a minus sign, \( V_3 \) will always be negative. As we will see, this term measures the extent to which the estimation of the propensity score reduces the variance of the stratified treatment effect estimator by increasing the balance of the distributions of covariates that are associated with outcome within the strata. Conversely, the estimation of the propensity score also introduces random error which increases the variance of the stratified treatment effect estimator, measured by the positive variance component \( V_4 \). In each simulated example considered later (Section 5.2) the overall effect of estimating the propensity score, measured by \( V_3 + V_4 \), is to decrease the variance.

The matrix (3.8) at the heart of the component \( V_3 \) is the asymptotic covariance matrix of the estimated propensity score parameters, \( \hat{\alpha} \). This is the standard covariance matrix for logistic regression model parameters. We can see that this matrix will be large when many of the propensity score values are very close to either zero or one.

The vector \( C \) is a measure of the covariance of the outcome, \( Y \), and the covariates, \( X \), weighted by a function of the propensity score. This term will increase as the covariance between \( Y \) and \( X \) increases. In order to better understand this term, we consider a much simpler situation. Suppose that each population stratum only contains a single value of the propensity score, and that the individual level treatment effect is the same for each subject. Then

\[
C_k = \sum_{s=1}^{K} r_s \text{Cov}[Y_1, X_k | p_o(X) = p_s].
\]
In the simplest scenario, all subjects within a stratum would have exactly the same covariates, making $C$ equal to zero. Intuitively, we can see that in this case we could not reduce the variance of the stratified treatment effect estimator by allowing further stratification on the covariates. Conversely, we might find that subjects within each stratum had the same propensity score but different covariate values, in which case we would expect $C$ to be non-zero. Then if by chance in our sample dataset the covariate distributions happened to be imbalanced across treatment groups within the strata, we could reduce the variance of the estimator by further stratification on the covariates. This is exactly what stratification by the estimated propensity score would do here. In the more complicated situation where the strata contain more than one value of the propensity score, the term $C$ is a measure of the average covariance between the outcomes and the covariates, taking account of the imbalance of the propensity score distributions across treatment groups within the strata.

We can therefore see that $C$ measures the amount by which we can hope to reduce the variance of the stratified treatment effect estimator through creating strata based on the estimated propensity score which balance the covariates that are related to outcome better than they would be balanced by the strata based on the true propensity score.

3.4.4 The variance component $V_4$

From Theorem 3.2, the fourth variance component is

$$V_4 = \frac{1}{n} e (n \text{Cov}[\hat{\alpha}]) e^T,$$

Recalling that $m$ is the number of covariates used to estimate the propensity score, we define $e = (e_1, e_2, ..., e_m)$ by $e_k = e_{\alpha_k} + e_{q_k}$ for $k = 1, ..., m$, where

$$e_{\alpha_k} = \sum_{s=1}^{K} r_s \left\{ \frac{(I_{Y_{s,k}} - E[Y | Z = 1, S_{s_0} = 1]) I_{f_{1,k}}}{d_{s_0}} - \frac{(I_{Y_{0,k}} - E[Y | Z = 0, S_{s_0} = 1]) I_{f_{0,k}}}{r_s - d_{s_0}} \right\},$$

and

$$I_{f_{1,k}} = \int_{q_{(s-1)e}}^{q_{se}} r \frac{\partial}{\partial \alpha_k} \{ f_p(r; \alpha) \}|_{\theta=\theta_0} \, dr.$$
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\[
I_{f_{ok}} = \int_{q_{(s-1)o}}^{q_{so}} (1 - r) \frac{\partial}{\partial \alpha_k} \{f_p(r; \alpha)\}_{\theta = \theta_o} \, dr
\]

\[
I_{Y_{1k}} = \int_{q_{(s-1)o}}^{q_{so}} r \frac{\partial}{\partial \alpha_k} \{E[Y_1 \mid p(X; \alpha) = r \mid f_p(r; \alpha)]\}_{\theta = \theta_o} \, dr
\]

\[
I_{Y_{0k}} = \int_{q_{(s-1)o}}^{q_{so}} (1 - r) \frac{\partial}{\partial \alpha_k} \{E[Y_0 \mid p(X; \alpha) = r \mid f_p(r; \alpha)]\}_{\theta = \theta_o} \, dr
\]

and

\[
e_{qk} = \sum_{j=1}^{K-1} \frac{\partial \beta^*}{\partial q_j} \left. \frac{f_p(q_{jo})^{-1}}{\partial \alpha_k} \{E[1 \mid p(X; \alpha) < q_j]\}_{\theta = \theta_o} \right|_{\theta = \theta_o}
\]

In order to understand what this component is measuring we first calculate the derivative of \( \beta^* \) with respect to \( \alpha_k \). The population parameter \( \beta^* \), as mentioned before, is the same as the 'true' value of \( \hat{\beta}^* \), \( \hat{\sigma}_o \), but seen as a function of the parameters \( q \) and \( \alpha \), rather than evaluated at their population values. Therefore, the derivative of this parameter with respect to \( \alpha_k \) measures the change in the population parameter being estimated, \( \beta^*_o \), caused by a change in the propensity score parameter \( \alpha_k \). Keeping all other propensity score parameters fixed, the strata boundaries are functions of the propensity score parameter \( \alpha_k \). We can then view \( \beta^* \) as a function of the parameters \( \{\alpha_k, q_1(\alpha_k), q_2(\alpha_k), \ldots, q_{K-1}(\alpha_k)\} \). Then the derivative of \( \beta^* \) with respect to \( \alpha_k \) is

\[
\frac{d\beta^*}{d\alpha_k} \bigg|_{\theta = \theta_o} = \frac{\partial \beta^*}{\partial \alpha_k} \bigg|_{\theta = \theta_o} + \sum_{j=1}^{K-1} \frac{\partial \beta^*}{\partial q_j} \bigg|_{\theta = \theta_o} \frac{\partial q_j}{\partial \alpha_k} \bigg|_{\theta = \theta_o}
\]

Since the strata boundaries are estimated through the relationship

\[
E[1 \mid p(X, \alpha) < q_j] = r_1 + r_2 + \ldots + r_j,
\]

we can apply the usual rules of implicit differentiation to get,

\[
\frac{\partial q_j}{\partial \alpha_k} \bigg|_{\theta = \theta_o} = \frac{\frac{\partial}{\partial \alpha_k} \{E[1 \mid p(X, \alpha) < q_j]\}_{\theta = \theta_o}}{\frac{\partial}{\partial q_j} \{E[1 \mid p(X, \alpha) < q_j]\}_{\theta = \theta_o}} = \frac{\frac{\partial}{\partial \alpha_k} \{E[1 \mid p(X, \alpha) < q_j]\}_{\theta = \theta_o}}{f_p(q_{jo})}.
\]
Then substituting this derivative into (3.9), we find that the derivative of $\beta^*$ with respect to $\alpha_k$ is

$$
\frac{d\beta^*}{d\alpha_k} \bigg|_{\theta=\theta_o} = \frac{\partial \beta^*}{\partial \alpha_k} \bigg|_{\theta=\theta_o} - \sum_{j=1}^{k-1} \frac{\partial \beta^*}{\partial q_j} \bigg|_{\theta=\theta_o} \frac{f_p(q_{oj})^{-1}}{\partial \alpha_k} \left\{ E \left[ 1_{\{p(X_{oj}) \leq q_j \}} \right] \right\} \bigg|_{\theta=\theta_o}.
$$

Now, we show in Appendix B.4.5 that $\frac{d\beta^*}{d\alpha_k} \bigg|_{\theta=\theta_o} = -C_k + e_{\alpha_k}$. Therefore,

$$
\frac{d\beta^*}{d\alpha_k} \bigg|_{\theta=\theta_o} = -C_k + e_{\alpha_k} + e_{q_k}.
$$

This last equation tells us that, keeping the other propensity score parameters fixed, changing the parameter $\alpha_k$ has two effects: (i) changing the balance of covariates associated with outcome across treatment groups within strata, measured by $-C_k$, and (ii) adding random error caused directly by the variability of the estimated propensity score parameters, measured by $e_{\alpha_k}$, and indirectly through adding to the variability of the estimated strata boundaries, measured by $e_{q_k}$.

The variance component $V_3$ has already taken into consideration the reduction in variance of the stratified treatment effect estimator caused by the estimation of the propensity score, through increasing the covariate balance within strata. The last variance component, $V_4$, measures the increase in variance caused by the random error introduced by the estimation of the propensity score. The component $V_4$ is a quadratic form around a positive-definite matrix and so is always positive. The total effect of the estimation of the propensity score on the variance of the stratified treatment effect estimator is measured by the sum $V_3 + V_4$. If we could show theoretically that the magnitude of $V_4$ is always smaller than the magnitude of $V_3$ then we would know that estimation of the propensity score always decreases the variance. This, however, has not yet been possible due to the complex nature of $V_4$. In the simulated examples that we consider later (Section 5.2) it is always true that $V_3 + V_4 < 0$, indicating that in these examples the estimation of the propensity score decreases the variance of the stratified treatment effect estimator. In some cases, however, the magnitudes of the two components are almost equal.

3.5 Discussion

In this chapter we have ascertained the theoretical properties of the stratified treatment effect estimator, $\hat{\beta}^*$, in the situations where the propensity score is: (i) a known
function of the observed covariates, and (ii) estimated using a correctly specified logistic regression model. In particular, under each of these assumptions, we derived conditions under which $\hat{\beta}^*$ is consistent and asymptotically normally distributed, and we calculated its asymptotic variance. The two asymptotic variances are denoted by $\mathbb{V}_k[\hat{\beta}^*]$ and $\mathbb{V}_e[\hat{\beta}^*]$ for the situations where the propensity score is known and estimated, respectively. We further showed that these two variance formulae could be expressed in terms of four variance components as follows.

$$\begin{align*}
\mathbb{V}_k[\hat{\beta}^*] &= V_1 + V_2 \\
\mathbb{V}_e[\hat{\beta}^*] &= V_1 + V_2 + V_3 + V_4.
\end{align*}$$

where

$V_1$ = The variance when the population strata boundaries and propensity score are known.

$V_2$ = The increase in variance due to the random error introduced by estimating the strata boundaries.

$V_3$ = The reduction in variance due to the increased balance of covariates associated with the outcome within strata, caused by estimating the propensity score.

$V_4$ = The increase in variance due to the random error introduced by estimating the propensity score.

Conditions under which we expect these variance formulae to be valid were derived and discussed. In particular, the conditions which required both the probability density function of the propensity score and the conditional expectation of the outcome given treatment status and propensity score, to be bounded and differentiable, are the conditions most likely to be violated, without the violation being apparent during the analysis of the dataset. We can imagine practical situations where these conditions are likely to be almost violated, in which case we might require very large sample sizes in order for the two variance formulae given above to be valid. These issues are further investigated in Chapter 5.

We have seen, in this chapter, that the difficulty in finding a suitable variance estimator for $\hat{\beta}^*$ comes from the non-continuity of the strata indicators under repeated
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sampling from the near-infinite population. However, we can easily calculate the conditional variance of \( \hat{\beta}^s \), viewing our covariates and treatment status as fixed, since the strata indicators are then fixed and therefore the problem of non-continuity vanishes. We discuss, in Chapter 4, whether such a conditional variance estimator or a marginal estimator — where the covariates and treatment status indicators are seen as random variables under repeated sampling — is preferable. We show that our variance estimators, \( V_k[\hat{\beta}^s] \) and \( V_e[\hat{\beta}^s] \), measure the asymptotic marginal variance of \( \hat{\beta}^s \).

Having calculated the variances \( V_k[\hat{\beta}^s] \) and \( V_e[\hat{\beta}^s] \) and explored them mathematically, we then apply them to hypothetical situations in Chapter 5. We take several simple example situations with known outcome, covariate and propensity score distributions, allowing us to calculate the ‘true’ values of \( V_k[\hat{\beta}^s] \) and \( V_e[\hat{\beta}^s] \), without having to estimate them from a sample dataset. We then obtain empirical variance estimators, by simulating many sample datasets from each example, in order to estimate the sampling distribution of \( \hat{\beta}^s \). We compare the theoretical and empirical estimates of \( V_k[\hat{\beta}^s] \) and \( V_e[\hat{\beta}^s] \), in order to investigate how large a sample is needed in order for the empirical variances to be close to the theoretical asymptotic variances. We also consider two examples where one of the conditions required for the validity of \( V_k[\hat{\beta}^s] \) and \( V_e[\hat{\beta}^s] \) is almost violated, in order to see how this affects the convergence rate.

We then proceed, in Chapter 6, to consider the issue of estimating the two variance estimators from a sample dataset. Whilst the component \( V_1 \) can be easily estimated from a sample dataset, and \( V_2 \) can be expected to be negligible, and therefore ignored, neither of the components \( V_3 \) and \( V_4 \) can be expected to be negligible and the component \( V_4 \), in particular, is not easy to estimate from a dataset.

An alternative approach to calculating the variance is as follows. Rather than multiplying out \( A^{-1}BA^{-T} \) and calculating an explicit formula for the variance, we could merely replace the expectations in \( A \) and \( B \) by sample averages and hence estimate \( A^{-1}BA^{-T} \) by multiplying the sample estimates of the two matrices. However, the presence of intractable derivatives in the matrix \( A \) complicates this approach. We will, however, return later to this idea.
Chapter 4

The marginal and conditional variances of the stratified treatment effect estimator

We now digress a little and discuss two ways of measuring the uncertainty in an estimate of a statistic: the marginal and conditional variances. Which of these types of variance is more appropriate is determined by the parameter of interest. We may wish to estimate a causal parameter that relates only to the sample at hand, in which case the conditional variance, given the characteristics of this sample, would be the appropriate measure of variance. In our problem, this is the variance of the stratified treatment effect estimator conditional on the observed distribution of the treatment status and covariates. Conversely, we might be interested in the parameters of the near-infinite population from which the data were sampled, a premise which we assumed to be true in the previous chapters. In this situation, the marginal variance, which views all characteristics of the sample as random variables, would be the appropriate measure of variance. We begin this chapter with a brief discussion of the merits of both types of variance, with emphasis on our particular situation. We then calculate the conditional variance of the stratified treatment effect estimator, conditional on treatment status and covariates. Assuming that the propensity score is a known function of the observed covariates, we then marginalise this conditional variance over the distribution of the treatment status and covariates. In this calculation we use first-order approximations and so the resulting variance is a first-order approximation to the marginal variance of the stratified treatment effect estimator. This turns out to be the variance calculated in Chapter 3, $V_k[\hat{\beta}^*]$. In this way, we show that $V_k[\hat{\beta}^*]$, and by extension, $V_k[\hat{\beta}^*]$, are asymptotic (first-order) marginal variances of the stratified treatment effect estimator.
4.1 The relationship between marginal and conditional variances

We now define the conditional and marginal variances mathematically and describe the relationship between the two. The marginal variance considers all observed variables to be random variables. The conditional variance, on the other hand, treats all observed covariates as fixed quantities and allows only the outcome to vary, given that fixed covariate structure. Standard theory [7, p.154] shows that if we have random variables $Y$ and $X$ with $Y = Y(X)$ then the marginal variance of $Y$ is

$$\mathbb{V}[Y] = \mathbb{E}[(Y - \mathbb{E}[Y])^2],$$

and the conditional variance of $Y$ given $X$ is

$$\mathbb{V}[Y|X] = \mathbb{E}[(Y - \mathbb{E}[Y|X])^2|X].$$

These two variances are linked by the formula

$$\mathbb{V}[Y] = \mathbb{E}_X[\mathbb{V}[Y|X]] + \mathbb{V}_X[\mathbb{E}[Y|X]]. \quad (4.1)$$

The second term in (4.1) cannot be negative since it is a variance. Therefore, the marginal variance of $Y$ must be at least as large as the expectation of the conditional variances. Typically, a marginal variance estimate will be larger than a conditional variance estimate.

### 4.1.1 Are marginal or conditional variances more appropriate?

Although some epidemiologists believe that we should only attempt to estimate causal parameters for the sample at hand [69], we often wish to generalise our results to a wider population. For example, in public health, we may wish to estimate the treatment effect we would see if we chose to make an intervention available throughout the country, in which case the most appropriate variance would be the marginal variance.

There are many examples of both marginal and conditional variances used routinely in epidemiology. Methods such as general estimating equations produce marginal estimates and variances, and robust standard errors are marginal. By contrast, in a standard regression model we assume that the covariates and treatment indicators
are fixed and so both the treatment effect estimate and the variance of the treatment
effect estimate are conditional on these covariates and treatment indicators. The
Mantel-Haenszel odds ratio also conditions on the fixed strata.

In our situation, viewing the strata as fixed variables would remove the problems of
non-continuity, greatly simplifying the variance formulae. There is, however, one key
difference between stratifying on the propensity score and stratifying on, for example,
age. If we calculated a Mantel-Haenszel odds ratio for a particular treatment and
outcome, and wished to stratify by age, we might reasonably group subjects into 5- or
10-year categories and then treat these strata as fixed. These age categories then have
a clinical meaning, as do the resulting within-strata odds ratios. The propensity score
categories, however, have no such clinical meaning. It therefore seems appropriate to
marginalise over the covariate and treatment status distributions.

4.2 The marginal variance of the stratified treatment effect estimator

We now calculate the variance of the stratified treatment effect estimator conditional
on the observed treatment status indicators and covariates. We then assume that
the propensity score is a known function of the observed covariates and marginalise
the conditional variance over the distribution of the treatment status indicators and
covariates using (4.1). In this way we obtain the marginal variance of the stratified
treatment effect estimator.

4.2.1 The conditional variance given treatment and covariates

In the notation introduced in Section 3.1.1 when the propensity score is a known
function of the observed covariates the stratified treatment effect estimator is defined
as

\[ \hat{\beta} = \frac{1}{n} \sum_{s=1}^{K} r_s \sum_{i=1}^{n} \left\{ \frac{Y_i Z_i \hat{S}_{si}}{d_s} - \frac{Y_i (1 - Z_i) \hat{S}_{si}}{r_s - \hat{d}_s} \right\}, \]

where \( \hat{S}_{si} = 1_{[\min_{i} < p_w(X_i) < \max_s]} \) is an indicator for the \( s \)th sample stratum and \( p_w(X_i) \) is
the known propensity score. This can be re-written as

\[ \hat{\beta} = \sum_{s=1}^{K} r_s \sum_{i=1}^{n} \left\{ \frac{Y_i Z_i \hat{S}_{si}}{\sum_{i=1}^{n} Z_i \hat{S}_{si}} - \frac{Y_i (1 - Z_i) \hat{S}_{si}}{\sum_{i=1}^{n} (1 - Z_i) \hat{S}_{si}} \right\}, \]
4.2 The marginal variance of the stratified treatment effect estimator

Assuming that the treatment status and observed covariates for each sampled subject are fixed, the outcomes, $Y_i$, are the only quantities which can vary. Further assuming that subjects are independent and identically distributed gives the conditional variance of $\hat{\beta}^s$,

$$
V[\hat{\beta}^s | Z, X] = \sum_{s=1}^{K} r_s^2 (\zeta_1 + \zeta_2), \tag{4.2}
$$

where

$$
\zeta_1 = \frac{\sum_{i=1}^{n} Z_i \hat{S}_{st} V[Y | Z = 1, X = X_i]}{\left(\sum_{i=1}^{n} Z_i \hat{S}_{st}\right)^2},
\zeta_2 = \frac{\sum_{i=1}^{n} (1 - Z_i) \hat{S}_{st} V[Y | Z = 0, X = X_i]}{\left(\sum_{i=1}^{n} (1 - Z_i) \hat{S}_{st}\right)^2}.
$$

Note that if we wished to use this variance in practice, we would have to fit some sort of model to estimate the variance of the outcome conditional on the treatment status and covariates.

4.2.2 Marginalising the conditional variance

Assuming that the propensity score is a known function of the observed covariates, we can obtain the marginal variance of the stratified treatment effect estimator from the conditional variance formula (4.2) using the general equation linking marginal and conditional variances (4.1),

$$
V[\hat{\beta}^s] = E_{Z,X} [V[\hat{\beta}^s | Z, X]] + V_{Z,X} [E[\hat{\beta}^s | Z, X]].
$$

The following lemma greatly simplifies the process of marginalising the conditional variance.

Lemma 4.1

$$
E_{Z,X} [V[\hat{\beta}^s | Z, X]] + V_{Z,X} [E[\hat{\beta}^s | Z, X]] = E_{Z,S} [V[\hat{\beta}^s | Z, S]] + V_{Z,S} [E[\hat{\beta}^s | Z, S]]. \tag{4.3}
$$
Proof

By applying the general relationship between marginal and conditional variances, we can write

\[
E_{Z, S}[V[\hat{\beta}^s | Z, \hat{S}]] = E_{Z, S}[E_X[V[\hat{\beta}^s | Z, \hat{S}, X]]] + E_{Z, S}[V_X[E[\hat{\beta}^s | Z, \hat{S}, X]]]
\]

\[
= E_{Z, X}[V[\hat{\beta}^s | Z, X]] + E_{Z, S}[V_X[E[\hat{\beta}^s | Z, \hat{S}, X]]],
\]

(4.1)

where the second line follows since X completely determines \( \hat{S} \). By the usual rules of iterated expectation, we also have

\[
V_{Z, S}[E[\hat{\beta}^s | Z, \hat{S}]] = V_{Z, S}[E_X[E[\hat{\beta}^s | Z, \hat{S}, X]]].
\]

(4.5)

Therefore, combining (4.4) and (4.5) gives

\[
E_{Z, S}[V[\hat{\beta}^s | Z, \hat{S}]] + V_{Z, S}[E[\hat{\beta}^s | Z, \hat{S}]]
\]

\[
= E_{Z, X}[V[\hat{\beta}^s | Z, X]]
\]

\[
+ E_{Z, S}[V_X[E[\hat{\beta}^s | Z, \hat{S}, X]]] + V_{Z, S}[E_X[E[\hat{\beta}^s | Z, \hat{S}, X]]].
\]

(4.6)

A final application of the general relationship between marginal and conditional variances yields

\[
E_{Z, S}[V_X[E[\hat{\beta}^s | Z, \hat{S}, X]]] + V_{Z, S}[E_X[E[\hat{\beta}^s | Z, \hat{S}, X]]] = V_{Z, X}[E[\hat{\beta}^s | Z, X]].
\]

And substituting this equality into (4.6) gives, as required

\[
E_{Z, S}[V[\hat{\beta}^s | Z, \hat{S}]] + V_{Z, S}[E[\hat{\beta}^s | Z, \hat{S}]]
\]

\[
= E_{Z, X}[V[\hat{\beta}^s | Z, X]] + V_{Z, X}[E[\hat{\beta}^s | Z, X]].
\]

Therefore, assuming that the propensity score is a known function of the observed covariates we can calculate the marginal variance of the stratified treatment effect estimator from the conditional variance (4.2) using the following relationship,

\[
V[\hat{\beta}^s] = E_{Z, S}[V[\hat{\beta}^s | Z, \hat{S}]] + V_{Z, S}[E[\hat{\beta}^s | Z, \hat{S}]].
\]

(4.7)

We now proceed to calculate the expectation and variance above.
Calculating $V_{Z,\hat{S}}[E[\hat{\beta}^s | Z, \hat{S}]]$

Taking the conditional expectation of $\hat{\beta}^s$ given treatment status, $Z$, and estimated strata, $\hat{S}$, gives

$$E[\hat{\beta}^s | Z, \hat{S}] = \sum_{s=1}^{K} r_s \left\{ \sum_{i=1}^{n} \frac{Z_i \hat{S}_{si} E[Y | Z = 1, \hat{S}_s = 1]}{\sum_{i=1}^{n} Z_i \hat{S}_{si}} - \sum_{i=1}^{n} \frac{(1 - Z_i) \hat{S}_{si} E[Y | Z = 0, \hat{S}_s = 1]}{\sum_{i=1}^{n} (1 - Z_i) \hat{S}_{si}} \right\}.$$ 

This cancels to give

$$E[\hat{\beta}^s | Z, \hat{S}] = \sum_{s=1}^{K} r_s \{E[Y | Z = 1, \hat{S}_s = 1] - E[Y | Z = 0, \hat{S}_s = 1] \}.$$

We now wish to calculate the variance of this conditional expectation over the joint distribution of the treatment status and estimated strata, $Z$ and $\hat{S}$. Since the indicator $\hat{S}_s = 1_{[\hat{q}_s - 1 \leq \hat{p}_0(\hat{X}) < \hat{q}_s]}$ depends only on the distribution of the random variable $\hat{p}_0(\hat{X})$ and the estimated strata boundaries, the expectations $E[Y | Z = t, \hat{S}_s = 1]$, for $t = 0, 1$, depend on the observed $Z_i$ and $\hat{S}_{si}$ only through the estimated strata boundaries, $\hat{q}_s$. Therefore,

$$V_{Z,\hat{S}}[E[\hat{\beta}^s | Z, \hat{S}]] = V_\hat{q}[E[\hat{\beta}^s | Z, \hat{S}]]. \quad (4.8)$$

We can view $E[\hat{\beta}^s | Z, \hat{S}]$ as a function of $\hat{q}$ and write $E[\hat{\beta}^s | Z, \hat{S}] = \beta^*(\hat{q})$. A multivariate Taylor series expansion of $\beta^*(\hat{q})$ about $q_o$ gives

$$E[\hat{\beta}^s | Z, \hat{S}] = \beta^*(\hat{q}) = \beta^*(q_o) + \frac{\partial \beta^*}{\partial \hat{q}^T} \bigg|_{\hat{q} = q_o} (\hat{q} - q_o) + O_p((\hat{q} - q_o)^2).$$

Ignoring terms of order less than or equal to $(\hat{q} - q_o)^2$, we take the variance of the above equation. Using (4.8) we then see that the required variance is asymptotically equal to

$$V_{Z,\hat{S}}[E[\hat{\beta}^s | Z, \hat{S}]] = \frac{\partial \beta^*}{\partial \hat{q}^T} \bigg|_{\hat{q} = q_o} \text{Cov}[\hat{q}] \frac{\partial \beta^*}{\partial \hat{q}} \bigg|_{\hat{q} = q_o}.$$

This is equal to the variance component $V_2$ (see Theorem 3.1).
4.3 The variance formula used in applications

Calculating $E_{Z,S}[V[\hat{\beta}^s | Z, \hat{S}]]$

Taking the conditional variance of $\hat{\beta}^s$ given treatment status, $Z$, and estimated strata, $\hat{S}$, gives

$$V[\hat{\beta}^s | Z, \hat{S}] = \sum_{s=1}^{K} r_s^2 \left\{ \frac{V[Y | Z = 1, \hat{S}_s = 1]}{\sum_{i=1}^{n} Z_i \hat{S}_{si}} + \frac{V[Y | Z = 0, \hat{S}_s = 1]}{\sum_{i=1}^{n} (1 - Z_i) \hat{S}_{si}} \right\}.$$ 

A multivariate Taylor series expansion of the above variance about $q_o$ ignoring terms of order less than or equal to $(q - q_o)^2$, and using first-order approximations [12, p.79] shows that the required expectation is asymptotically equal to

$$E_{Z,S}[V[\hat{\beta}^s | Z, \hat{S}]] = \sum_{s=1}^{K} \frac{r_s^2}{n} \left\{ \frac{V[Y | Z = 1, S_{so} = 1]}{d_{so}} + \frac{V[Y | Z = 0, S_{so} = 1]}{r_s - d_{so}} \right\}.$$ 

This is equal to the variance component $V_1$ (see Theorem 3.1).

Using (4.7) we see that the marginal variance of the stratified treatment effect estimator, when the propensity score is a known function of the observed covariates, is

$$V[\hat{\beta}^s] = V_1 + V_2 + O_p((q - q_o)^2).$$

This demonstrates that the variance $V_k[\hat{\beta}^s] = V_1 + V_2$ that we calculated in the previous chapter is a first-order approximation to the marginal variance of the stratified treatment effect estimator, when the propensity score is a known function of the observed covariates. By extension, we conjecture that the variance $V_e[\hat{\beta}^s]$ is also a first-order approximation to the marginal variance of the stratified treatment effect estimator, when the propensity score is estimated using a correctly specified logistic regression model.

### 4.3 The variance formula used in applications

Lunceford and Davidian [59] state that the routine variance formula for the stratified treatment effect estimator used in applications is

$$V[\hat{\beta}^s] = \sum_{t=1}^{N} \left( \frac{n_s}{n} \right)^2 \left\{ \frac{(\hat{\sigma}_t^s)^2}{n_t} + \frac{(\hat{\sigma}_s^t)^2}{n_s^t} \right\}.$$

(1.9)

where $\hat{\sigma}_t^s$ is a sample estimate of the variance of the outcome amongst treated subjects in the $s^{th}$ sample stratum, $n_s$ denotes the number of subjects in the $s^{th}$ sample...
stratum, \( n_s \) denotes the number of treated subjects in the \( s \)th sample stratum, and the quantities with a superscript of 'c' are defined similarly for the untreated group.

This is a sample estimate of the variance component \( V_1 \). We have already noted that we expect the variance component \( V_2 \) to be negligible. Therefore, (4.9) is essentially a sample estimate of \( \mathbb{V}_k[\hat{\beta}^s] \), the asymptotic marginal variance of the stratified treatment effect estimator when the propensity score is a known function of the observed covariates.

4.4 Discussion

In this chapter we calculated the variance of the stratified treatment effect estimator, conditional on treatment status and covariates. We condition in this way — treat the covariates and treatment status indicators as fixed — in a standard regression model. We then showed that by marginalising this conditional variance over the distribution of the covariates and treatment status indicators, assuming that the propensity score is a known function of the observed covariates, and using first-order approximations, we obtain \( \mathbb{V}_k[\hat{\beta}^s] \), the variance calculated in Chapter 3. In this way, we see that \( \mathbb{V}_k[\hat{\beta}^s] \) and \( \mathbb{V}_e[\hat{\beta}^s] \) are asymptotic marginal variances of the stratified treatment effect estimator.

We can visualise the difference between the conditional variance and the marginal variance as follows. If we repeatedly sampled datasets of \( n \) subjects from our near-infinite population, each time selecting \( \{Y_i, Z_i, X_i\} \) afresh, and calculated the stratified treatment effect estimator for each dataset, then the variance of these treatment effect estimators would be the marginal variance — either \( \mathbb{V}_k[\hat{\beta}^s] \) or \( \mathbb{V}_e[\hat{\beta}^s] \), depending on whether we had used a known or estimated propensity score. If, on the other hand, we kept the covariates and treatment status indicators from the first sample and merely re-sampled the outcomes, given the observed treatment status indicators and covariates, then the variance among the resulting stratified treatment effect estimators would be the conditional variance. Note that the distinction between marginal and conditional variances here is concerned with whether the covariates and treatment status indicators are viewed as fixed or random, and does not refer to marginalising over the estimated propensity score parameters.
4.4 Discussion

We showed that the variance formula for the stratified treatment effect estimator commonly used in applications is essentially a sample estimate of $V_k[\hat{\beta}^s]$, the asymptotic marginal variance when the propensity score is a known function of the observed covariates. Since the propensity score is invariably unknown and must be estimated from the data we should use $V_e[\hat{\beta}^s]$. In the following chapter, we will see that in all the hypothetical examples we consider, $V_e[\hat{\beta}^s]$ is smaller than $V_k[\hat{\beta}^s]$, often substantially smaller. This suggests that the variance estimator being used in practice is overestimating the variance and thus the resulting confidence intervals and hypothesis tests are too conservative.

We now return to the two variances that we calculated in the previous chapter, $V_k[\hat{\beta}^s]$ and $V_e[\hat{\beta}^s]$, that we have now shown to be asymptotic marginal variances. In Chapter 5 we apply these variances to various hypothetical situations and look at how large a sample is needed in order for these asymptotic variances to be valid.
Chapter 5

Practical performance of the variance formulæ for the stratified treatment effect estimator

In Chapter 3, the variance of the stratified treatment effect estimator was calculated, assuming that the propensity score is: (i) a known function of the observed covariates, and (ii) estimated from the data using a correctly specified logistic regression model. We expressed these two variances, denoted by $V_k[\hat{\beta}^s]$ and $V_e[\hat{\beta}^s]$, respectively, in terms of four variance components, $V_1$, $V_2$, $V_3$ and $V_4$ (Theorems 3.1 and 3.2). In Section 3.4 we discussed the source of error measured by each of these variance components. We therefore begin this chapter by calculating the four variance components for a simple hypothetical example, varying each of the parameters of the example one at a time in order to see if the change in variance components accords with our intuition, gained through this discussion.

We then proceed to investigate the convergence rates of the asymptotic variances $V_k[\hat{\beta}^s]$ and $V_e[\hat{\beta}^s]$. Theorems 3.1 and 3.2 give conditions under which we can expect the stratified treatment effect estimator to be asymptotically normally distributed, with asymptotic variance equal to $V_k[\hat{\beta}^s]$ or $V_e[\hat{\beta}^s]$. Provided that these conditions are satisfied, the variance formulæ should be valid for 'large enough' samples. How large is large enough will depend on how close the example comes to violating the conditions. We therefore consider four simple hypothetical situations. The first two do not violate any of the conditions but each of the remaining two almost violate one of the conditions. For each of the four hypothetical examples, we calculate $V_k[\hat{\beta}^s]$ and $V_e[\hat{\beta}^s]$ using the formulæ given in Theorems 3.1 and 3.2. Since we know the distribution of the data we calculate the two variances mathematically, without having to estimate them from a simulated dataset. We then use simulation to obtain
empirical estimates of the two variances, for various sample sizes. This gives us some indication of how large a sample size is needed for these two variance formulae to be valid in practice.

The four variance components all tend to zero as the sample size gets large. Each variance component is a function of the form \( k/n \) where \( n \) is the sample size and \( k \) is a constant that does not depend on the sample size. For this reason, in this chapter we discuss the behaviour of \( n V_1, n V_2, n V_3 \) and \( n V_4 \), or \( n V_k[\hat{\beta}^*] \) and \( n V_\epsilon[\hat{\beta}^*] \), since these are constants which do not depend on the sample size chosen.

5.1 Application of the variance formulae to a hypothetical example

We now introduce a simple hypothetical example, and calculate the four variance components for this example. Since we specify the distribution of the data, it is possible to calculate these variance components mathematically, without estimating them from a dataset. This calculation is described briefly below. We vary the parameters of the example one at a time to see whether the resulting changes in the variance components are in the anticipated direction, given the discussion of these variance components in Section 3.4.

5.1.1 A hypothetical example

Our hypothetical example has two covariates - a binary covariate, \( X_1 \), and a continuous covariate, \( X_2 \), with a distribution that depends on \( X_1 \). The propensity score depends on both covariates. The outcome, \( Y \), is continuous and depends on the covariate \( X_2 \) and treatment status, \( Z \), only. The individual-level treatment effect is the same for all subjects and is therefore equal to the population average causal treatment effect. We define five population strata, each of which contains an equal fraction of the whole population. Details are as follows:

Outcome: \[ Y = \gamma_0 + \gamma_2 X_2 + 2Z + \epsilon, \quad \epsilon \sim N(0,10^2). \]

Propensity score: \[ \ln \left( \frac{p_0(X)}{1 - p_0(X)} \right) = \alpha_0 + \alpha_1 X_1 + \alpha_2 X_2. \quad (5.1) \]

Covariates: \[ P(X_1 = 0) = 0.6, \]
\[ X_2 | X_1 = 0 \sim N(70,10^2), \quad X_2 | X_1 = 1 \sim N(60,15^2). \]
The 'default' values are: \((\gamma_0, \gamma_2) = (35, -0.35)\), and \((\alpha_0, \alpha_1, \alpha_2) = (-2, 0.15, 0.01)\). Each of these parameter values are varied one at a time, while the others remain fixed at their default value.

The calculation of the variance components

The four variance components, \(V_1, V_2, V_3\) and \(V_4\), are defined in Theorems 3.1 and 3.2. To calculate the 'true' values of these four variance components in the hypothetical example (5.1), it is necessary to calculate various expectations, probabilities and other population quantities. We give a brief outline of the calculation here. Full details of the calculation can be found in Appendix C.

First, the probability density function of the propensity score in model (5.1) is calculated using the Jacobian change of variables method, giving

\[
    f_p(p) = \frac{0.6 v_0(p) + 0.4 v_1(p)}{|\alpha_2| p (1 - p)}, \quad (5.2)
\]

where

\[
    v_0(p) = \exp \left\{ -\frac{(w_0(p) - 70)^2}{2 \times 10^2} \right\} \sqrt{2\pi 10^2}, \quad w_0(p) = \frac{\ln \left( \frac{p}{1-p} \right) - \alpha_0}{\alpha_2},
\]

\[
    v_1(p) = \exp \left\{ -\frac{(w_1(p) - 60)^2}{2 \times 15^2} \right\} \sqrt{2\pi 15^2}, \quad w_1(p) = \frac{\ln \left( \frac{p}{1-p} \right) - \alpha_0 - \alpha_1}{\alpha_2}.
\]

All probabilities and expectations involved in the four variance components are expressed as integrals over this distribution of the propensity score. The integrals are then calculated by approximate numerical methods using the mathematical software Mathematica [112]. We show how the first population strata boundary, \(q_{10}\), and the population probability of being treated and in the first stratum, \(d_{10}\), are calculated. The other quantities involved in the variance components are calculated in a similar way.

Since we have five equal sized strata, the first population strata boundary solves the equation \(P(p_0(X) < q_{10}) = 1/5\). We therefore find \(q_{10}\) by solving the equation

\[
    \int_0^{q_{10}} f_p(p) \, dp = 1/5.
\]

Then \(q_{10}\) is found by numerical approximation methods using the function FindRoot in the software Mathematica.
Remembering that $S_{1o} = 1_{0 \leq p_o(X) < q_{1o}}$ is an indicator for the first population stratum, the population probability of being treated and in the first stratum, $d_{1o}$, is defined as

$$d_{1o} = \mathbb{P}(Z = 1, S_{1o} = 1) = \mathbb{E}[Z S_{1o}] = \mathbb{E}[p_o(X) S_{1o}].$$

We can therefore write the parameter $d_{1o}$ in integral form as

$$d_{1o} = \int_0^{q_{1o}} p f_p(p) \, dp.$$

Using the value for $q_{1o}$ calculated above, we calculate $d_{1o}$ using the numerical integration function \texttt{NIntegrate} in the software \textit{Mathematica}.

All remaining quantities contained in the four variance components are calculated in a similar way. The Mathematica program that calculates these variance components can be found in Appendix D.2.

5.1.2 Change in variance components as the outcome parameters vary

We begin by investigating the effect of varying the parameters of the outcome, $\gamma_0$ and $\gamma_2$, on the four variance components.

Varying the parameter $\gamma_0$

Changing the parameter $\gamma_0$ merely changes the outcome of each subject by the same amount. Therefore, the variance of the stratified treatment effect estimator should not depend on the value of $\gamma_0$. Three different values of $\gamma_0$ were tried: $-35$, $4$ and $35$. The resulting variance components are shown in Table 5.1. As expected, the value of $\gamma_0$ did not affect any of these components.

Note that in Table 5.1 the first variance component accounts for the majority of the variance and the second variance component, as expected, is negligible. The third variance component is not negligible and indicates that strata based on the estimated propensity score would be more balanced in the covariate $X_2$ — the only covariate that affects the outcome — than strata based on the true propensity score. The
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Table 5.1: Change in variance components as $\gamma_0$ varies.

<table>
<thead>
<tr>
<th>$\gamma_0$</th>
<th>-35</th>
<th>0</th>
<th>35</th>
</tr>
</thead>
<tbody>
<tr>
<td>$nV_1$</td>
<td>637.82</td>
<td>637.82</td>
<td>637.82</td>
</tr>
<tr>
<td>$nV_2$</td>
<td>0.000008</td>
<td>0.000008</td>
<td>0.000008</td>
</tr>
<tr>
<td>$nV_3$</td>
<td>-36.82</td>
<td>-36.82</td>
<td>-36.82</td>
</tr>
<tr>
<td>$nV_4$</td>
<td>1.69</td>
<td>1.69</td>
<td>1.69</td>
</tr>
</tbody>
</table>

fourth variance component, as expected, is small in comparison to the first variance component, but much larger than the second, indicating that the estimation of the propensity score introduces more random error into the stratified treatment effect estimator than the estimation of the strata boundaries does.

Varying the parameter $\gamma_2$

The parameter $\gamma_2$ measures the effect of the covariate $X_2$ on the outcome. When $\gamma_2 = 0$, all variance of the outcome within a stratum and treatment group is due to random variation. As the magnitude of the covariate effect on the outcome increases, the variance of the outcome within the strata and treatment groups should increase. This part of the variance is measured by the variance component $V_1$. Therefore, we expect the variance component $V_1$ to be at its smallest when $\gamma_2 = 0$ and to increase with the magnitude of $\gamma_2$.

In the absence of any covariate effect on the outcome, estimation of the strata boundaries should not affect the variance of the stratified treatment effect estimator. Therefore, we expect $V_2 = 0$ when $\gamma_2 = 0$. As the magnitude of the covariate effect increases, the error due to estimating the strata boundaries should increase and so we expect $V_2$ to increase with the magnitude of $\gamma_2$.

With no covariate effect on the outcome, the estimation of the propensity score should have no effect on the variance of the stratified treatment effect estimator. Therefore, we expect $V_3 = 0$ when $\gamma_2 = 0$. As the magnitude of the covariate effect increases, the covariance between the outcome and the covariate $X_2$ within the population strata will increase and so the magnitude of the variance component $V_3$ should increase with the magnitude of $\gamma_2$. This indicates that as the magnitude of the covariate effect increases the potential for increasing the within-strata balance through using the estimated rather than the true propensity score also increases.
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Since the estimation of the propensity score should have no effect on the variance of the stratified estimator of treatment effect when $\gamma_2 = 0$, we expect $V_4 = 0$. As the covariate effect on the outcome increases, the random error due to estimation of the propensity score should increase. Therefore, we expect $V_4$ to increase with the magnitude of $\gamma_2$.

Four values of $\gamma_2$ are tried: $-5, -0.35, 0$ and $5$. All other parameters are set to their default values. The changes in variance components as $\gamma_2$ varies can be seen in Table 5.2. All changes are in the directions predicted.

<table>
<thead>
<tr>
<th>$\gamma_2$</th>
<th>$-5$</th>
<th>$-0.35$</th>
<th>$0$</th>
<th>$5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n V_1$</td>
<td>10361.88</td>
<td>637.82</td>
<td>589.94</td>
<td>10361.88</td>
</tr>
<tr>
<td>$n V_2$</td>
<td>0.0017</td>
<td>0.000008</td>
<td>0</td>
<td>0.0017</td>
</tr>
<tr>
<td>$n V_3$</td>
<td>-7513.04</td>
<td>-36.82</td>
<td>-1.49$^{26}$</td>
<td>-7514.04</td>
</tr>
<tr>
<td>$n V_4$</td>
<td>344.16</td>
<td>1.69</td>
<td>1.29$^{25}$</td>
<td>344.16</td>
</tr>
</tbody>
</table>

Again, $V_1$ accounts for most of the variance and $V_2$ is negligible. When $\gamma_2 = -5$, the magnitude of the component $V_3$ is about 70% of $V_1$. Therefore, in this situation, a substantial proportion of the variance can be removed by the estimation of the propensity score. As before, $V_4$ is small in comparison to $V_1$ but not always negligible.

5.1.3 Change in variance components as the propensity score parameters vary

We now investigate the effect of varying the parameters of the propensity score, $\alpha_1$ and $\alpha_2$, on the four variance components.

Varying the parameter $\alpha_1$

The parameter $\alpha_1$ measures the extent to which the covariate $X_1$ affects the propensity score. Since the outcome depends on the covariate $X_2$ and treatment status only, the smallest outcome variance within the strata and treatment groups would be achieved by stratifying on $X_2$ only. When $\alpha_1 = 0$, stratifying by the propensity score is exactly equivalent to stratifying by the covariate $X_2$. As the magnitude of $\alpha_1$ increases, the variance of the covariate $X_2$ within strata and treatment groups will increase and therefore the variance of the outcome within strata and treatment groups will increase. So we expect the variance component $V_4$ to increase with the magnitude...
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of $\alpha_1$. Note that since the propensity score is not a symmetric function of $\alpha_1$, the component $V_1$ may not increase linearly with the magnitude of $\alpha_1$.

We have noted that when $\alpha_1 = 0$ the smallest outcome variance within the strata and treatment groups is achieved by stratifying on the true propensity score. Therefore, we do not expect the estimation of the propensity score, when $\alpha_1 = 0$, to reduce the variance of the stratified treatment effect estimator. As the magnitude of $\alpha_1$ increases, however, the covariance between $X_2$ and $Y$ within strata and treatment groups increases and there is potential for improving the balance of $X_2$ within strata. Therefore, we expect the magnitude of the variance component $V_3$ to increase as $\alpha_1$ increases.

Four values of $\alpha_1$ are tried: $-0.25, 0, 0.15$ and $0.25$. All other parameters are set to their default values. The changes in variance components as $\alpha_1$ varies can be seen in Table 5.3. As expected, the magnitude of both $V_1$ and $V_3$ increase with the magnitude of $\alpha_1$.

<table>
<thead>
<tr>
<th>$\alpha_1$</th>
<th>$-0.25$</th>
<th>$0$</th>
<th>$0.15$</th>
<th>$0.25$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$nV_1$</td>
<td>702.66</td>
<td>626.82</td>
<td>637.82</td>
<td>662.02</td>
</tr>
<tr>
<td>$nV_2$</td>
<td>0.0007</td>
<td>0.0001</td>
<td>0.000008</td>
<td>0.000006</td>
</tr>
<tr>
<td>$nV_3$</td>
<td>-32.77</td>
<td>-1.84</td>
<td>-36.82</td>
<td>-77.90</td>
</tr>
<tr>
<td>$nV_4$</td>
<td>1.78</td>
<td>1.84</td>
<td>1.69</td>
<td>1.11</td>
</tr>
</tbody>
</table>

As before, $V_1$ accounts for most of the variance and $V_2$ is negligible. As the magnitude of $\alpha_1$ increases, the imbalance of $X_2$ — the covariate related to outcome — increases, creating more potential for the estimated propensity score to reduce this within-stratum imbalance between treatment groups. We noted that when $\alpha_1 = 0$, we would not expect the estimation of the propensity score to affect the variance of the stratified treatment effect estimator. Table 5.3 shows that although, when $\alpha_1 = 0$, $V_3$ is non-zero and so we expect some benefit from estimating the propensity score, this is equal \footnote{In fact, the magnitude of the variance component $V_4$ is fractionally smaller than the magnitude of $V_3$.} to the additional variance incurred from the random error introduced by the estimation of the propensity score. Therefore, estimating the propensity score has no effect overall.
Varying the parameter $\alpha_2$

Since the outcome depends only on the covariate $X_2$ and treatment, the smallest outcome variance within strata and treatment groups would be achieved by stratifying on $X_2$ only. When $\alpha_2$ is large in comparison with $\alpha_1$, stratifying by the propensity score is almost equivalent to stratifying by $X_2$ only. As the magnitude of $\alpha_2$ decreases, the propensity score is comparatively more influenced by the covariate $X_1$, increasing the within-stratum variance of $X_2$ which produces an increase in the outcome variance within stratum and treatment groups. Therefore, we expect the numerator of the variance component $V_1$ to decrease as the magnitude of $\alpha_2$ increases.

We also need to consider the effect of changing $\alpha_2$ on the population probabilities of being treated and in each stratum, the denominator of $V_1$. Large values of $\alpha_2$ will greatly increase the range of the propensity score and produce very high or low probabilities of being treated and in some strata. This will increase the variance component $V_1$. This is likely to happen when $\alpha_2$ is large. Therefore, we expect the variance component $V_1$ to initially decrease with the magnitude of $\alpha_2$ but then to increase as $\alpha_2$ gets large enough to produce strata containing extreme propensity scores.

Since the balance of the covariate $X_2$ within population strata should increase with the magnitude of $\alpha_2$, we expect the magnitude of the variance component $V_3$ to decrease as $\alpha_2$ increases.

Three values of $\alpha_2$ are tried: 0.0075, 0.01 and 0.05. The resulting variance components are given in Table 5.4. These are in agreement with the discussion above.

<table>
<thead>
<tr>
<th>$\alpha_2$</th>
<th>0.0075</th>
<th>0.01</th>
<th>0.05</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n V_1$</td>
<td>724.20</td>
<td>637.82</td>
<td>701.34</td>
</tr>
<tr>
<td>$n V_2$</td>
<td>0.00004</td>
<td>0.000008</td>
<td>0.0033</td>
</tr>
<tr>
<td>$n V_3$</td>
<td>-65.00</td>
<td>-36.82</td>
<td>-2.53</td>
</tr>
<tr>
<td>$n V_4$</td>
<td>1.49</td>
<td>1.69</td>
<td>1.43</td>
</tr>
</tbody>
</table>

As before, Table 5.4 shows that $V_1$ accounts for most of the variance, $V_2$ is negligible, the magnitude of $V_3$ increases with the within strata variance of $X_2$, and $V_4$ is small but much larger than $V_2$. 
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Recall that we have shown that the variance of the stratified treatment effect estimator is given by

\[ \nu_k[\hat{\beta}^s] = V_1 + V_2, \]
\[ \nu_e[\hat{\beta}^s] = V_1 + V_2 + V_3 + V_4, \]

where the 'k' and 'e' refer to the propensity score being known and estimated, respectively (Theorems 3.1 and 3.2). Having calculated the value of these four variance components, \(V_1\), \(V_2\), \(V_3\) and \(V_4\), for a hypothetical example, and shown that each component behaves as expected, we now compare \(\nu_k[\hat{\beta}^s]\) and \(\nu_e[\hat{\beta}^s]\) to empirical estimators of the same two variances. The latter should give us unbiased estimators of the finite sample variance of the stratified treatment effect estimator. The calculated variances are asymptotic results which should be close to the true variance for 'large enough' sample sizes. Thus comparing the empirical estimators with the calculated variances for various sample sizes should give some indication of how large a sample size is needed for the calculated variance formulae to be approximately correct.

We calculate the 'true' values of \(\nu_k[\hat{\beta}^s]\) and \(\nu_e[\hat{\beta}^s]\) as described in Section 5.1.1. Since we know the distribution of the data we can calculate the two variances mathematically, without having to estimate them from a dataset. We then obtain empirical estimates of the variance of the stratified treatment effect estimator, both when the propensity score is known and when it is estimated using a correctly specified logistic regression model, as follows. We simulate a dataset of size \(n\) and use it to obtain a stratified treatment effect estimate, stratifying on the 'true' propensity score. We then repeat the process 2,999 times, resulting in 3,000 stratified treatment effect estimates. These estimates can be used to approximate the sampling distribution of the stratified treatment effect estimator and so the variance of these estimates is an empirical estimate of \(\nu_k[\hat{\beta}^s]\). We obtain an empirical estimate of \(\nu_e[\hat{\beta}^s]\) in the same way, replacing the true propensity score by the estimated propensity score — estimated for each simulated dataset using a logistic regression model of treatment status on the covariates \(X_1\) and \(X_2\). These simulations are performed with the statistical software Stata [99] using the program given in Appendix D.1.
The four example situations we now consider are all variations on the example used previously (Section 5.1.1). In situations (a) and (b), all the conditions listed in Lemmas 3.1 and 3.2 and Theorems 3.1 and 3.2, that guarantee consistency and asymptotic normality, are satisfied. In examples (c) and (d), although all these conditions are still satisfied, we pick examples which are clinically plausible where one of the conditions mentioned is almost violated. This is to see both how easily the necessary conditions can be violated and what effect this has on the sample size necessary for the empirical estimates of variance to be approximately equal to the calculated variances.

In example situations (a) and (d) five strata are used. This is the typical number of strata used in applications. In the other two situations, (b) and (c), only two strata are used. In all examples, each strata contains an equal fraction of the sample, although the number of treated and untreated subjects in each stratum varies according to the distribution of the propensity score. All the empirical estimates of variances given in Figures 5.1 - 5.5 are based on 3,000 simulated datasets.

5.2.1 Simulated example (a)

In this example five strata are used. The propensity score is defined so that approximately 20% of each sample are treated. Details are as follows:

Outcome: \[ Y = 35 - 0.35X_2 + 2Z + \epsilon, \quad \epsilon \sim N(0, 10^2). \]

Propensity score: \[ \ln \left( \frac{p_o(X)}{1 - p_o(X)} \right) = -2 + 0.15X_1 + 0.01X_2. \]

Covariates: \[ P(X_1 = 0) = 0.6, \]
\[ X_2 | X_1 = 0 \sim N(70, 10^2), \quad X_2 | X_1 = 1 \sim N(60, 15^2). \]

For each subject, receiving treatment \((Z = 1)\) increases the outcome by 2. Therefore, in this example the population average causal treatment effect, \(\beta_o\), is 2. The population stratified treatment effect, however, is defined as

\[
\beta_o^s = \sum_{s=1}^{5} \left( E [Y | Z = 1, S_{so} = 1] - E [Y | Z = 0, S_{so} = 1] \right) / 5 = 1.91,
\]

where \(S_{so} = 1_{\{q_{s-1} \leq p_o(X) < q_se\}}\) is an indicator for the \(s^{th}\) population stratum. There is little residual confounding here and the population stratified treatment effect is
similar to the population average causal treatment effect. Since $\hat{\beta}_o$ is consistent for $\beta_o$, the estimate $\hat{\beta}$ should be a fairly good estimate of our estimand of interest, $\beta_o$.

Figure 5.1: Theoretical and empirical variances of $\hat{\beta}$. for example (a). with the probability density function of the propensity score by treatment group.

<table>
<thead>
<tr>
<th>Sample size (n)</th>
<th>Theoretical $nV_k[\hat{\beta}]$</th>
<th>Empirical $nV_e[\hat{\beta}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>667.7</td>
<td>637.1</td>
</tr>
<tr>
<td>1,000</td>
<td>652.3</td>
<td>623.3</td>
</tr>
<tr>
<td>2,000</td>
<td>635.4</td>
<td>601.9</td>
</tr>
</tbody>
</table>

Figure 5.1 shows the probability density function of the propensity score by treatment group, calculated using the formula given earlier (5.2). Empirical estimates of both variances are given for three sample sizes: $n = 500, n = 1,000$ and $n = 2,000$. With the two smaller sample sizes, the empirical variance estimates using both the known and estimated propensity scores are greater than the calculated variances, as we would expect. Even at these smaller sample sizes, however, the difference between the two empirical variances is in the direction we expect — estimation of the propensity score reduces the variance — and approximately the correct magnitude. By $n = 2,000$ the empirical and theoretical results agree closely.

5.2.2 Simulated example (b)

In this example, two strata are used. The propensity score is defined so that subjects in both treatment groups have a wide range of propensity score values but the probability density function of the propensity score is not too small at the strata boundaries (see Figure 5.2). Details of the example are as follows:

Outcome: $Y = 35 + 0.3X_2 + 2Z + \epsilon, \quad \epsilon \sim N(0,10^2)$.

Propensity score: $\ln \left( \frac{p_o(X)}{1 - p_o(X)} \right) = -3 - 0.5X_1 + 0.05X_2$.

Covariates: $P(X_1 = 0) = 0.6,$

$X_2 | X_1 = 0 \sim N(70,10^2), \quad X_2 | X_1 = 1 \sim N(60,15^2)$.

As in the previous example, for each subject, receiving treatment $(Z = 1)$ increases the outcome by 2. Therefore, the population average causal treatment effect, $\beta_o$, is
2. The population stratified treatment effect, is defined as

\[ \beta_0^s = \sum_{s=1}^{2} \left\{ \mathbb{E}[Y | Z = 1, S_{so} = 1] - \mathbb{E}[Y | Z = 0, S_{so} = 1] \right\}/2 = 3.03. \]

where \( S_{so} = \mathbb{1}_{q_{(s-1)} \leq p_o(X) < q_s} \) is an indicator for the \( s^{th} \) population stratum. There is a lot of residual confounding here — indicated by the difference between \( \beta_0^s \) and \( \beta_0 \). In practice more than two strata would be used for this example which would decrease the difference between \( \beta_0^s \) and \( \beta_0 \).

Figure 5.2: Theoretical and empirical variances of \( \hat{\beta}^s \), for example (b), with the probability density function of the propensity score by treatment group.

<table>
<thead>
<tr>
<th>Sample size (n)</th>
<th>( n\mathbb{V}_k[\hat{\beta}^s] )</th>
<th>( n\mathbb{V}_o[\hat{\beta}^s] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theoretical</td>
<td>463.3</td>
<td>456.8</td>
</tr>
<tr>
<td>500</td>
<td>478.4</td>
<td>477.2</td>
</tr>
<tr>
<td>1,000</td>
<td>482.9</td>
<td>479.3</td>
</tr>
<tr>
<td>2,000</td>
<td>461.1</td>
<td>457.5</td>
</tr>
</tbody>
</table>

Figure 5.2 shows that for all sample sizes, the empirical variances are all larger than the theoretical variances by an amount that decreases with the sample size, as we would expect. As in the previous example, with a sample size of 2,000 the empirical results agree closely with the calculated variances.

5.2.3 Simulated example (c)

In this example, two strata are used. The propensity score is centred around 0.5 with a very small variance (see Figure 5.3). This example approximates a typical clinical trial situation where all subjects have approximately a 50% chance of receiving treatment. Details are as follows:

- **Outcome:** \( Y = 35 - 0.35 \cdot X_2 + 2 \cdot Z + \epsilon, \quad \epsilon \sim \mathcal{N}(0, 2^2). \)
- **Propensity score:** \( \ln \left( \frac{p_o(X)}{1 - p_o(X)} \right) = -0.1 + 0.01 \cdot X_1 + 0.005 \cdot X_2. \)
- **Covariates:** \( \mathbb{P}(X_1 = 0) = 0.6, \)
\[ X_2 | X_1 = 0 \sim \mathcal{N}(70, 10^2), \quad X_2 | X_1 = 1 \sim \mathcal{N}(60, 15^2). \]
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Again, for each subject, receiving treatment \( (Z = 1) \) increases the outcome by 2 and so the population average causal treatment effect, \( \beta_0 \), is 2. The population stratified treatment effect is defined as

\[
\beta^{s}_o = \sum_{s=1}^{2} \left\{ \mathbb{E}[Y \mid Z = 1, S_{so} = 1] - \mathbb{E}[Y \mid Z = 0, S_{so} = 1] \right\}/2 = 1.88.
\]

where \( S_{so} = 1_{\{q_{s-1} < p_o(X) < q_s\}} \) is an indicator for the \( s^{th} \) population stratum. There is little residual confounding in this example so we expect our estimator, \( \hat{\beta}^{s} \), to be a fair estimate of the parameter of interest, \( \beta_0 \).

As we mentioned previously, this example was chosen since it nearly violates one of the conditions necessary for asymptotic normality of the stratified treatment effect estimator, when the propensity score is estimated. In particular, condition (iii) of Lemma 3.2 states that the derivative of the probability density function of the propensity score with respect to each propensity score parameter must be bounded. Table 5.5 shows the maximum of the derivative of the probability density function of the propensity score with respect to \( \alpha_2 \). This shows that in example (d), the maximum derivative is finite and hence satisfies the condition. It is, however, much larger than the maximum derivative in any of the other hypothetical examples chosen. Therefore, although the variance \( n\mathbb{V}[\hat{\beta}^{s}] \) is asymptotically valid in this example, we expect the empirical variance to converge more slowly to \( n\mathbb{V}[\hat{\beta}^{s}] \) than it did for the previous two examples. Note that we do not expect any problems with the convergence of \( n\mathbb{V}[\hat{\beta}^{s}] \) since the condition that is almost violated is only necessary when the propensity score is estimated from the data.

Table 5.5: Maximum value of the derivative of the probability density function of the propensity score with respect to \( \alpha_2 \).

<table>
<thead>
<tr>
<th>Simulated example</th>
<th>( \alpha_2 )</th>
<th>Maximum_{p \in (0,1)} \left{ \frac{\partial f_p(p)}{\partial \alpha_2} \right}</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>0.01</td>
<td>6.312.5</td>
</tr>
<tr>
<td>(b)</td>
<td>0.05</td>
<td>248.1</td>
</tr>
<tr>
<td>(c)</td>
<td>0.005</td>
<td>21,369.9</td>
</tr>
<tr>
<td>(d)</td>
<td>0.085</td>
<td>3.1</td>
</tr>
</tbody>
</table>

In this example, the calculated variances suggest that estimation of the propensity score should not affect the variance. However, in practice, Figure 5.3 shows that estimation of the propensity score results in a decrease in variance for all sample sizes up to \( n = 50,000 \). The decrease in variance associated with estimating the propensity
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Figure 5.3: Theoretical and empirical variances of $\hat{\beta}^*$, for example (c), with the probability density function of the propensity score by treatment group.

<table>
<thead>
<tr>
<th>Sample size (n)</th>
<th>$nV_k[\hat{\beta}^*]$</th>
<th>$nV_e[\hat{\beta}^*]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theoretical</td>
<td>50.2</td>
<td>49.9</td>
</tr>
<tr>
<td>500</td>
<td>50.3</td>
<td>40.9</td>
</tr>
<tr>
<td>5,000</td>
<td>49.5</td>
<td>45.4</td>
</tr>
<tr>
<td>10,000</td>
<td>49.3</td>
<td>46.1</td>
</tr>
<tr>
<td>50,000</td>
<td>50.7</td>
<td>50.6</td>
</tr>
</tbody>
</table>

The propensity score is reduced as the sample size increases. As predicted, the empirical variance is very close to the calculated variance when the propensity score is known, even for very small sample sizes. When the propensity score is estimated, however, very large sample sizes are needed for the empirical variance to be close to the calculated variance. This shows that almost violating the condition discussed above has drastically slowed the convergence rate.

In order to investigate the effect of this large derivative on the empirical variances, the simulation study was repeated for this example situation, replacing $\alpha_2 = 0.005$ by $\alpha_2 = 0.0075$. This produces only a small change in the propensity score distribution as is shown in Figure 5.4. The maximum derivative of the probability density function with respect to $\alpha_2$ then becomes 9,876.3 — still larger than all the other examples but smaller than it was. This small change in the propensity score parameters considerably improves the speed of convergence. Figure 5.4 shows that with a sample size of $n = 2,000$, the estimation of the propensity score still appears to reduce the variance despite the calculated variances predicting no reduction in variance but that with a sample size of $n = 5,000$, the theoretical and empirical variances agree closely.

Figure 5.4: Theoretical and empirical variances of $\hat{\beta}^*$, for example (c) with $\alpha_2 = 0.0075$, with the probability density function of the propensity score by treatment group.

<table>
<thead>
<tr>
<th>Sample size (n)</th>
<th>$nV_k[\hat{\beta}^*]$</th>
<th>$nV_e[\hat{\beta}^*]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theoretical</td>
<td>51.4</td>
<td>51.3</td>
</tr>
<tr>
<td>2,000</td>
<td>52.7</td>
<td>46.8</td>
</tr>
<tr>
<td>5,000</td>
<td>51.6</td>
<td>49.9</td>
</tr>
</tbody>
</table>
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5.2.4 Simulated example (d)

In this example five strata are used. The propensity score has a bimodal distribution as can be seen in Figure 5.5. Details of the example are as follows:

Outcome: \[ Y = 8 - 4X_2 + 2Z + \epsilon, \quad \epsilon \sim N(0, 8^2). \]

Propensity score: \[ \ln \left( \frac{p}{1-p} \right) = -1 + 1.5X_1 + 0.085X_2. \]

Covariates: \[ P(X_1 = 0) = 0.6, \]
\[ X_2 | X_1 = 0 \sim N(5, 3^2), \quad X_2 | X_1 = 1 \sim N(10, 4^2). \]

As in the previous example, for each subject, receiving treatment \((Z = 1)\) increases the outcome by \(2\). Therefore, the population average causal treatment effect, \(\beta_o\), is \(2\). The population stratified treatment effect, is defined as

\[ \beta_o^s = \sum_{s=1}^{5} \left( E[Y | Z = 1, S_{so} = 1] - E[Y | Z = 0, S_{so} = 1] \right)/5 = 0.88, \]

where \(S_{so} = 1\{q_{s-1} \leq p(X) < q_s\}\) is an indicator for the \(s^{th}\) population stratum. There is a lot of residual confounding in this example — \(\beta_o\) is far from \(\beta_o^s\). In practice, since the distribution of the propensity score is so different in the two treatment groups, more than five strata would be used to analyse these data if the sample size allowed.

This example was also chosen to almost violate one of the conditions required for the validity of the calculated variances. In particular, condition (ii) of Theorem 3.1 states that the probability density function of the propensity score must be non-zero at each population strata boundary. This condition is necessary for the validity of both \(V_k[\hat{\beta}^s]\) and \(V_e[\hat{\beta}^s]\). In this hypothetical situation, the probability density function of the propensity score at the third population strata boundary is very low, \(f_p(q_{3o}) = 0.028\). We therefore expect that the empirical estimates of both variances will converge slowly to the calculated variances.

The calculated variances suggest that estimation of the propensity score will decrease the variance by about 40. Figure 5.5 shows that in practice, estimation does decrease the variance, although this decrease is less than expected. However, all of the empir-
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Figure 5.5: Theoretical and empirical variances of \( \hat{\beta} \), for example (d), with the probability density function of the propensity score by treatment group.

<table>
<thead>
<tr>
<th>Sample size</th>
<th>( nV_k[\hat{\beta}] )</th>
<th>( n\hat{V}_e[\hat{\beta}^e] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>729.4</td>
<td>701.4</td>
</tr>
<tr>
<td>5,000</td>
<td>711.6</td>
<td>689.6</td>
</tr>
<tr>
<td>10,000</td>
<td>721.9</td>
<td>703.1</td>
</tr>
<tr>
<td>50,000</td>
<td>752.2</td>
<td>731.5</td>
</tr>
</tbody>
</table>

Theoretical estimates are much larger than the calculated variances, even with a sample size of \( n = 50,000 \). So as expected, the convergence rate of both variances is very slow.

Figure 5.6 shows histograms of the four estimated strata boundaries from 3,000 simulated datasets, each containing 5004 subjects. The probability density function of the propensity score at each population strata boundary is shown above the histograms. The histograms show that although the empirical sampling distributions of three of the strata boundaries appear to be approximately normal, the empirical sampling distribution of the third strata boundary is bi-modal. The probability density function of the propensity score is very low at this strata boundary, \( f_p(q_{30}) = 0.028 \), which accounts for this non-normality.

If the population strata boundary falls in an area with low probability density function, whilst this may make it hard to estimate the strata boundary, we might expect the chance of misclassification of propensity scores to be quite low. Thus we might expect this to have relatively little impact on the estimator or its variance. However, as predicted in discussions in Chapter 3 and confirmed in Figure 5.5, this does not appear to be the case. We now investigate further the reasons why we might expect the variance of the stratified treatment effect estimator to be affected by one of the population strata boundaries falling on a point where the propensity score probability density function is low. We concentrate on the simpler case where the propensity score is a known function of the observed covariates.

---

2We use 5004 subjects now and 5003 a little later because the emphasis here is on the estimated strata boundaries, and so choosing a sample size such that all strata boundaries fall exactly on an observation prevents unnecessary interpolation.
Figure 5.6: Histograms of the 4 estimated strata boundaries from 3,000 simulated datasets from example (d) with sample size $n=5,004$, with the probability density function of the propensity score at each population strata boundary.

Figure 5.7 shows histograms of the (true) propensity scores from four simulated datasets from example (d) each containing 2,000 subjects. Four solid vertical lines in each histogram show the population strata boundaries. The four dashed lines in each histogram show the estimated strata boundaries. For each of the four strata boundaries only around 40 subjects are misclassified. At the first, second and fourth population strata boundaries, the probability density function of the propensity score is quite high so the 40 or so subjects either side of the population strata boundary have a propensity score similar to the population strata boundary. Therefore, the disparity between the estimated and true strata boundaries, other than the third, is small. In contrast, the 40 subjects either side of the third population strata boundary have a much greater range of propensity scores due to the low probability density function at this point, which can lead to a much greater disparity between the estimated and true third strata boundary.

Figure 5.7 shows that by estimating a strata boundary in an area with low probability density function we can greatly increase or decrease the range of the propensity score.
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Figure 5.7: Histograms of four simulated datasets from example (d) with sample size n = 2,000. The four solid vertical lines in each histogram show where the population strata boundaries lie. The four dashed vertical lines represent the estimated strata boundaries.

within the strata defined by that strata boundary. Since the propensity score is the probability of being treated, unless the population strata boundary falls on 0.5 and the disparity between that and the estimated strata boundary is quite small, we can expect the numbers of treated and untreated subjects that are misclassified to be different. If also, as is usual, the outcome is correlated with the propensity score, we can expect this differential misclassification to change the within-stratum estimates of treatment effect, and hence the stratified treatment effect estimate.

Even in larger samples, this misclassification will occur. However, in large enough samples, the error due to misclassification will be well estimated by the second variance component. In smaller samples, the empirical distribution of the propensity score may be very dissimilar to the true probability density function of the propensity score in areas of low density. This will lead to the misclassification error being even higher than expected. We therefore might predict that when a strata boundary falls on an area of low density, as in example (d), the finite-sample variance would
be higher than that predicted by the asymptotic variance formula. This, as we have seen, is exactly the case. In infinite or 'large enough' samples it is supposed that the formulae $V_k[\hat{\delta}]$ and $V_e[\hat{\delta}]$, would give be very similar to empirical estimates of variance. Testing this hypothesis, however, is prohibitively computer-intensive.

In order to ensure that the variance formulae are valid for this example when the population strata boundaries do not lie on points where the probability density function of the propensity score is low, the same simulation study was performed with different population strata boundaries. Four equal sized strata were used, rather than five, since the probability density function at the each of the three resulting population strata boundaries is less close to zero. Figure 5.8 shows histograms of the three estimated strata boundaries from 3,000 simulated datasets, each of size $n=5,003$. The empirical sampling distributions of all the estimated strata boundaries now appear to be normal. With a sample size of $n=2,000$, both variances are underestimated, but the difference between the two is negligible, which is what is predicted by the formulae. With a sample size of $n=5,000$, the empirical and theoretical variances agree closely.

5.3 Discussion

In Chapter 3, we calculated the variance of the stratified treatment effect estimator, assuming that the propensity score is: (i) a known function of the observed covariates, and (ii) estimated using a correctly specified logistic regression model. We denoted these variances by $V_k[\hat{\delta}]$ and $V_e[\hat{\delta}]$, respectively, and expressed them in terms of four variance components, $V_1, V_2, V_3$ and $V_4$. We discussed the mathematical meaning of these four components (Section 3.4). In this chapter, we therefore began by calculating $V_1, V_2, V_3$ and $V_4$ for a simple hypothetical situation, varying the example parameters one at a time, finding that the resulting change in variance components agreed with our intuition, gained from the discussion mentioned above.

We then proceeded to investigate convergence rates for the two variance formulae, $V_k[\hat{\delta}]$ and $V_e[\hat{\delta}]$. Conditions under which these two variances are asymptotically valid are specified in Lemmas 3.1 and 3.2 and Theorems 3.1 and 3.2. We first looked at how large a sample size is needed to ensure that the two variance formulae are valid when these conditions are all satisfied, and then considered the effect of almost
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Figure 5.8: Theoretical and empirical variances of \( \hat{\beta}^* \), for example (d) using four strata, with histograms of the estimated strata boundaries, with the probability density function of the propensity score at each population strata boundary.

<table>
<thead>
<tr>
<th>Sample size (n)</th>
<th>( n\sigma^2_{\hat{\beta}^*} )</th>
<th>( n\sigma^2_e[\hat{\beta}^*] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2,000</td>
<td>633.8</td>
<td>632.5</td>
</tr>
<tr>
<td>5,000</td>
<td>674.8</td>
<td>674.4</td>
</tr>
</tbody>
</table>

violating one of the conditions. For four hypothetical situations, variations on the example used previously, we calculated the two variances — as above, these were calculated mathematically rather than estimated from a dataset — and compared these variances to empirical estimates of the same variances, obtained using various sample sizes. Our conclusions were as follows. For the first two examples, (a) and (b), all conditions necessary for the validity of the two variance formulae were satisfied. We found that for sample sizes of \( n = 2,000 \), the empirical and calculated variances agreed well. Example (c) almost violated one of the conditions for the validity of \( \sigma^2_e[\hat{\beta}^*] \) — that the derivative of the probability density function of the propensity score with respect to each propensity score parameter should be bounded — and as a result, although the calculated and empirical estimates of \( \sigma^2_k[\hat{\beta}^*] \) agreed for all sample sizes considered, it took a sample size of \( n = 50,000 \) for the calculated and empirical estimates of \( \sigma^2_e[\hat{\beta}^*] \) to agree. Similarly, example (d) was chosen to almost violate a condition required for the validity of both variances — the probability density function of the propensity score was very close to zero at one of the population strata
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boundaries. In this case, all the empirical and calculated variances were still dissimilar with sample sizes of \( n = 50,000 \).

Looking at the conditions specified in Lemmas 3.1 and 3.2 and Theorems 3.1 and 3.2, we can see that the conditions broadly fall into two categories. The first set merely ensure that the problem is well-defined, and the second set deal with the rate of convergence of the asymptotic variances. The first set cover conditions such as the population probability of being treated and in the \( s^{th} \) stratum being equal to neither zero nor \( r_s \), for \( s = 1, \ldots, K \), without which the population quantity being estimated, \( \beta_0 \), would be undefined. It also includes conditions such as the continuity of the probability density function of the propensity score, which ensures that we can measure the effect of the estimation of the propensity score. The second set of conditions, those that deal with the rate of convergence, are more relevant for our current discussion. These are as follows.

1. The probability density function of the propensity score, \( f_p(\cdot) \), must be non-zero at each population strata boundary, \( q_{so} \), for \( s = 1, \ldots, K - 1 \).

2. The following functions must be bounded for all \( p \in (0,1) \) and \( t = 0,1 \):
   \[
   f_p(p), \quad \mathbb{E}[Y|Z = t, p_o(X) = p], \quad \mathbb{E}[Y^2|Z = t, p_o(X) = p].
   \]

3. The following functions must be bounded for \( p \in (0,1) \), for \( t = 0,1 \) and \( k = 1, \ldots, m \):
   \[
   \frac{\partial f_p(p)}{\partial \alpha_k}, \quad \frac{\partial}{\partial \alpha_k} \left\{ \mathbb{E}[Y|Z = t, p(X) = p] \right\}, \quad \frac{\partial}{\partial \alpha_k} \left\{ \mathbb{E}[Y^2|Z = t, p(X) = p] \right\}.
   \]

In particular, we are concerned with the effect of almost, rather than absolutely, violating these conditions. We have seen that almost violating condition 1 means that a larger sample size is necessary for the validity of both variances. Almost violating condition 2 would similarly affect the convergence rate of both variances, whereas almost violating condition 3 only affects the convergence rates of the variance when the propensity score is estimated.

In practice, we would not expect condition 2 to be a problem since the conditional expectations would have to be extremely large to pose a problem. Condition 1 could be detected by graphing the estimated density of the propensity score, and could be
solved, if necessary, by redefining the strata, as we did in this chapter. Condition 3 is harder both to detect and solve. We can expect this problem to occur when a small change in a propensity score parameter greatly changes the shape of the probability density function of the propensity score. This is what we found in example (c). It is not clear, at present, whether it is possible to detect this problem in a dataset.

So far, we have only considered hypothetical examples where the distribution of the data is known and so we have calculated the variances $V_k[\hat{\beta}^s]$ and $V_\epsilon[\hat{\beta}^s]$ mathematically. However, in practice, we will not be able to do this and must estimate these variances from a sample dataset. The next chapter, therefore, considers methods of estimating the four variance components, $V_1, V_2, V_3$ and $V_4$, and hence the two variances, from a sample dataset.
Chapter 6

Estimating the variance of the stratified treatment effect estimator

We have calculated formulae for the variance of the stratified treatment effect estimator when the propensity score is: (i) a known function of the observed covariates, and (ii) estimated using a correctly specified logistic regression model, denoted by \( V_{k}[\hat{\beta}^*] \) and \( V_{e}[\hat{\beta}^*] \), respectively. We expressed these two variances in terms of four variance components, \( V_1, V_2, V_3 \) and \( V_4 \). In practice, we will not be able to calculate these variance components mathematically as we did in Chapter 5. We now, therefore, consider the issue of estimating the variance of the stratified treatment effect estimator from a sample dataset. We will see that whilst the variance components \( V_1 \) and \( V_3 \) are easily estimated, and \( V_2 \) can be expected to be negligible, the component \( V_4 \) is generally non-negligible and complex to estimate. To solve this estimation problem, we turn to the theory of kernel density estimation.

We begin this chapter by reviewing the mathematical tools that we use later in the chapter. We briefly describe the application of the trapezium rule to estimate a definite integral, after which we review the theory of kernel density estimation and kernel regression, applying the theory to our particular problem. We then demonstrate the estimation of the four variance components for two of the hypothetical datasets described in Chapter 5. We finish by using our variance estimators to construct confidence intervals for the stratified treatment effect estimator.

6.1 Some mathematical tools

We now provide an overview of the mathematical tools that will be used later in this chapter. We begin by showing how the trapezium rule can be used to estimate definite integrals and then move on to discuss the non-parametric methods of kernel density estimation and kernel regression.
6.1 Some mathematical tools

Figure 6.1: The trapezium rule. The area under the solid curve is estimated by the area under the dashed lines.

6.1.1 Numerical integration using the trapezium rule

Suppose we wish to calculate the following definite integral of some function, $g(y)$.

$$ I = \int_a^b g(y) \, dy. $$

When the integral is analytically intractable we cannot calculate $I$ exactly but must use numerical techniques to obtain an approximation. One such technique is the trapezium rule [105]. We illustrate this method with a simple example before giving the general formula.

Figure 6.1 shows the function $g(y)$ from $a$ to $b$. We have partitioned the interval $[a, b]$ into three sub-intervals, each of which has width $(b - a)/3$. Within the first of these sub-intervals we can estimate the integral of the function $g(y)$ by the area under the straight (dashed) line which connects the points $g(y_1)$ and $g(y_0)$. Since the area under this dashed line is a trapezium it is equal to

$$ \frac{(b - a)}{3} \frac{(g(y_0) + g(y_1))}{2}. $$

Repeating this for each sub-interval, we find that the total area under the dashed lines is

$$ \frac{(b - a)}{3} \frac{(g(y_0) + 2g(y_1) + 2g(y_2) + g(y_3))}{2}. $$

This can be used as an approximation of the integral $I$. In order to improve the approximation we could increase the number of sub-intervals. If we divide the interval
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[a, b] into M sub-intervals, defined by \( a = y_0 < y_1 < \ldots < y_{M-1} < y_M = b \), each with width \( (b - a)/M \), then we can estimate the integral \( I \) by

\[
\hat{I} = \frac{(b - a)}{2M} \left\{ g(y_0) + 2g(y_1) + \ldots + 2g(y_{M-1}) + g(y_M) \right\}.
\]

6.1.2 Kernel density estimation

We now review another topic — the non-parametric method of kernel density estimation. Suppose we wish to estimate the probability density function of a continuous variable \( X \), denoted by \( f(X) \), from a sample of data, \( \{ X_i \} \) for \( i = 1, \ldots, n \), drawn independently from the population. One way of doing this would be to assume a parametric form for \( X \) and to use the data to estimate the unknown parameters of the specified distribution. For example, we might assume that \( X \) is normally distributed with unknown mean and variance, which we would then estimate from the data. This approach assumes that we are able to correctly specify the parametric distribution of \( X \), despite empirical evidence that continuous data do not always follow a classical parametric distribution (see examples in [96]). Conversely, non-parametric estimators of the probability density function avoid the necessity of specifying a particular distribution for \( X \), which results in a more flexible, although less statistically powerful, approach. We consider the simplest non-parametric density estimator — the histogram — and show how this idea can be extended to produce a smooth estimator of the probability density function of a continuous variable from a sample dataset. Since, in our problem, we will need to estimate the derivatives of a probability density function, it is necessary to obtain a differentiable, and hence smooth, estimator of the density function.

The histogram

In order to construct a histogram for a sample of data, \( \{ X_i \} \) for \( i = 1, \ldots, n \), we would proceed as follows. First we choose the number of bins — equal width sub-intervals that partition the interval in which the observed data lie — which we denote by \( N \). Too few bins inadequately represent the characteristics of the dataset and too many place too much emphasis on random error in the data. We call this oversmoothing and undersmoothing the data, respectively. We then choose a starting point, \( x_{\text{min}} \), which is less than or equal to the smallest sampled value of \( X \), and a finishing point,
$x_{\text{max}}$, which is greater than or equal to the largest sampled value of $X$. Then the width of each bin is $h = (x_{\text{max}} - x_{\text{min}})/N$. If we let $B(X)$ represent the bin in which the point $X$ lies, then the density estimator at $X$ is

$$\hat{f}(X) = \frac{1}{nh} \sum_{i=1}^{n} 1_{\{X_i \in B(X)\}}.$$  

We can imagine the construction of the histogram as follows. Each observed data point, $X_i$, is given a box of width $h$ and height $1/nh$. Note that this box has area $1/n$. In the histogram, $X_i$'s box is placed in the bin to which $X_i$ belongs. If a particular bin contains more than one observed value of $X$ then the contributions of all these observed data points are added together. Or, in other words, the boxes are stacked on top of each other. The density estimator $\hat{f}(X)$ is then the height of the stacked boxes at point $X$.

We now consider a simple example. Suppose we collect a sample dataset containing four observations: $\{3.3, 4.1, 4.9, 10\}$. Figure 6.2 shows two possible histograms that we could use to represent this dataset. The first uses three bins of width five, starting from zero. The second uses four bins of width four, again starting from zero. The first histogram might suggest that $X$ has a bimodal distribution, whereas the second suggests a symmetric distribution. These two different representations of the data highlight an important disadvantage of the histogram: its dependence on the choice of both the starting point and the bin-width. A second disadvantage, which is more relevant to our problem, is that the density estimator — the histogram — is not smooth and therefore not differentiable.
A kernel density estimator

The kernel density estimator of a probability density function is an extension of the histogram idea above. Rather than allocating each observed data point a box of area $1/n$, which is that observation’s contribution to the density estimator, each observed data point is given a ‘kernel’ of area $1/n$. This kernel can be a box, a triangle, a bell-shaped normal curve, or a number of other shapes. With the histogram, an observation’s box is placed, rather arbitrarily, in the bin to which it belongs and so the contribution to the density estimator is usually not symmetric about the observed value. By contrast, the kernel is centred about the observed data point. Then to get the density estimator at a particular point, we merely add up the heights of all the kernel shapes at that point.

To illustrate this idea, we revisit the simple example dataset $\{3.3, 4.1, 4.9, 10\}$. Using a bell-shaped normal distribution centred around the observed datapoints, with some pre-specified variance $h^2$ we obtain the density estimate shown in Figure 6.3.

A general kernel density estimator using a normal kernel, centred around the observed values, each with variance $h^2$, can be written as

$$
\hat{f}(X) = \frac{1}{n} \sum_{i=1}^{n} e^{-\frac{(X-X_i)^2}{2h^2}} / \sqrt{2\pi h^2}.
$$
The scaling factor $1/n$ ensures that each kernel has area $1/n$, and so each observed data point contributes the same amount to the density estimator. If we write the density of the standard normal distribution as $K(u) = e^{-u^2/2}/\sqrt{2\pi}$, then the probability density function estimator (6.1) can be written as

$$
\hat{f}(X) = \frac{1}{nh} \sum_{i=1}^{n} K \left( \frac{X - X_i}{h} \right).
$$

(6.2)

This is often called the Parzen-Rosenblatt kernel density estimator [72, 87]. The function $K(\cdot)$ is called the kernel function. There are many other distributions that we could use in place of the normal distribution. However, from (6.2) we see that the density estimator $\hat{f}(X)$ will inherit properties of the kernel such as smoothness and differentiability. In our problem, these two properties will be very important, and most other common kernels do not share them. Since it has been shown that the choice of kernel makes little difference to the density estimate [63], we concentrate solely on the normal kernel function.

The square root of the variance of the normal densities used to construct the probability density estimator, $h$, is referred to as the bandwidth. The choice of this parameter determines the degree of smoothing applied to the data. As with histograms, it is important to smooth the data enough to remove most of the random error but not so much that genuine characteristics of the underlying data are missed. An $h$ that is too large will oversmooth the data and an $h$ that is too small will undersmooth the data. Intuitively, our choice of $h$ should depend on two things. Firstly, if our data had very large variance we would wish to smooth it more than if there was little variance. Therefore, we expect $h$ to increase with the variance of $X$, which we will call $\sigma^2_x$. Secondly, as our sample size grows we wish to give less weight to observations further from the point of interest and so we want $h$ to decrease as $n$ increases. One way of choosing $h$ is to minimise the mean integrated squared error (MISE) of the kernel density estimator, which is

$$
MISE = \int_{X} \mathbb{E} [\hat{f}(x) - f(x)]^2 dx + \int_{X} \mathbb{V}[\hat{f}(x)] dx.
$$

When the density $f(X)$ is normal, this can be shown to be minimised asymptotically by the choice $h \approx 1.06 n^{-1/5} \sigma_x$ [96]. As desired, this choice of $h$ increases with the variance of the data and decreases with the sample size. Estimating $\sigma^2_x$ by a sample variance and plugging the resulting bandwidth into (6.2) gives the required density estimator.
Kernel regression

Having seen how we might obtain a non-parametric estimator of the probability density function of a continuous variable, we now proceed to a slightly more complex problem. Suppose we wish to estimate the regression curve that describes the relationship between an outcome variable $Y$ and an exposure variable $X$, from a sample of data, $\{Y_i, X_i\}$ for $i = 1, \ldots, n$, drawn independently from the population. This could be done parametrically by, for example, assuming that the relationship is linear and that the errors are normally distributed. We, however, consider the situation in which we do not know which parametric form to specify and hence estimate the regression relationship non-parametrically. In particular, we consider the use of kernel regression. A more comprehensive discussion of non-parametric regression methods can be found elsewhere [30, 34].

Consider the general model

$$ Y = g(X) + \epsilon, $$

where $\epsilon$ is some error term with $\mathbb{E}[\epsilon | X] = 0$. We wish to estimate the function $g(X)$. We can write

$$ g(X) = \mathbb{E}[Y | X] = \int y \frac{f(X, Y)}{f(X)} dy. $$

Using kernel density estimation to estimate both the joint density $f(X, Y)$ and the marginal density $f(X)$ gives the Nadarya-Watson estimator [71, 109],

$$ \hat{g}(X) = \frac{1}{nh} \sum_{i=1}^{n} Y_i K \left( \frac{X - X_i}{h} \right), \quad (6.3) $$

where $\hat{f}(X)$ is the Parzen-Rosenblatt estimator given earlier (6.2) and the bandwidth $h$ and kernel function $K(\cdot)$ are defined as before.

6.2 Kernel density estimation and regression for the propensity score

In order to estimate the variance of the stratified treatment effect estimator from a sample dataset, we will need to estimate both the probability density function of the propensity score and the conditional expectation of the outcome, given the propensity score. We gave a brief overview of kernel density estimation and kernel regression in
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Section 6.1.2. We begin by using kernel density estimation to estimate the probability density function of the propensity score. We then estimate the conditional expectation of the outcome given the propensity score using kernel regression. Using these kernel estimators we then estimate the derivatives of the two functions with respect to the propensity score parameters, $\alpha$.

6.2.1 The kernel density estimator for the propensity score

We now obtain a kernel density estimator for the propensity score. Since, in this chapter, we are assuming that the propensity score is unknown, and therefore must be estimated from the data, we cannot directly observe the propensity scores of our sample. Thus our sample consists of the estimated propensity scores for the sampled subjects, $\{\hat{p}(X_i)\}$ for $i = 1, \ldots, n$.

As discussed, we use a normal kernel, defined by $K(u) = e^{-u^2/2}/\sqrt{2\pi}$, in order to obtain a differentiable estimator of the probability density function. We have seen that the optimal choice of bandwidth, $h$, depends on the variance of the propensity score. We estimate this by the sample variance of the estimated propensity scores, defining

$$\hat{\sigma}_p^2 = \frac{\sum_{i=1}^{n} \left(\hat{p}(X_i) - \frac{\sum_{i=1}^{n} \hat{p}(X_i)}{n}\right)^2}{n-1}. \quad (6.4)$$

We set the bandwidth to be $h = 1.06 n^{-1/5} \hat{\sigma}_p$. Then from (6.2), the kernel density estimator for the propensity score is

$$\hat{f}_p(p) = \frac{1}{nh} \sum_{i=1}^{n} K \left( \frac{p - \hat{p}(X_i)}{h} \right) \quad = \frac{1}{nh} \sum_{i=1}^{n} e^{-\frac{(p - \hat{p}(X_i))^2}{2h^2}} \cdot \frac{1}{\sqrt{2\pi}}. \quad (6.5)$$

A sample of 2,000 was simulated from each of the examples (a), (b), (c) and (d) introduced in Sections 5.2.1 - 5.2.4. The density estimator (6.5) was calculated for each of the four datasets. Figure 6.4 shows both the kernel density estimates and the true probability density functions for each of the four examples. The estimators for examples (a), (b) and (c) are fairly close to the true density functions. The kernel density

\[\text{See Appendix C for details of the calculation of the true probability density function of the propensity score.}\]
density estimator for example (d) is less accurate. This is due to the fact that we chose the bandwidth to be optimal for an underlying normal (unimodal) density. In example (d), the underlying density is bimodal which leads to a sample variance that implies that the propensity score is more varied than it actually is. This results in a bandwidth that is too large and so the density is oversmoothed. This problem could be remedied by choosing a smaller bandwidth.

Figure 6.4: Kernel density estimates for the propensity score, applied to examples (a), (b), (c) and (d) of Chapter 5.

Derivatives of the kernel density estimator for the propensity score
We now show how the derivative of the probability density function of the propensity score with respect to the propensity score parameters, $\alpha_k$, for $k = 1, \ldots, m$,

$$\frac{\partial}{\partial \alpha_k} \{f_p(p; \alpha)\}|_{\theta = \theta_0},$$

can be estimated from a sample dataset. We estimate these derivatives by the derivatives of the kernel density estimator for the propensity score, with respect to the
propensity score parameters, evaluated at \( \hat{\theta} \), rather than the unknown \( \theta_0 \).

From (6.5), the kernel density estimator of the probability density function of the propensity score, viewed as a function of the unknown propensity score parameters \( \alpha \), is

\[
\hat{f}_p(p; \alpha) = \frac{1}{nh} \sum_{i=1}^{n} K \left( \frac{p - p(X_i; \alpha)}{h} \right) \\
= \frac{1}{nh} \sum_{i=1}^{n} e^{-\frac{(p - p(X_i; \alpha))^2}{2h^2}}. \tag{6.6}
\]

Since changing the parameter \( \alpha_k \) affects the density function \( f_p(\cdot) \) only through the change in the distribution of the covariates given \( p \), the only part of the kernel density estimate of \( f_p(\cdot) \) which depends on \( \alpha_k \) is \( p(X_i; \alpha) \). Differentiating (6.6) with respect to \( \alpha_k \) gives

\[
\frac{\partial \hat{f}_p(p)}{\partial \alpha_k} = \frac{1}{nh} \sum_{i=1}^{n} \frac{\partial}{\partial p(X_i; \alpha)} \left\{ K \left( \frac{p - p(X_i; \alpha)}{h} \right) \right\} \frac{\partial p(X_i; \alpha)}{\partial \alpha_k} \\
= \frac{1}{nh} \sum_{i=1}^{n} K \left( \frac{p - p(X_i; \alpha)}{h} \right) \frac{(p - p(X_i; \alpha))}{h^2} \frac{\partial p(X_i; \alpha)}{\partial \alpha_k}. \tag{6.7}
\]

The propensity score is connected to the propensity score parameters as follows,

\[
p(X_i; \alpha) = \frac{e^{\alpha^T x_i}}{1 + e^{\alpha^T x_i}},
\]

thus, remembering that \( x_{ki} \) is the \( k^{th} \) covariate observed on the \( i^{th} \) subject,

\[
\frac{\partial p(X_i; \alpha)}{\partial \alpha_k} = x_{ki} p(X_i; \alpha) (1 - p(X_i; \alpha)).
\]

Then substituting these two derivatives into (6.7) and evaluating the derivative at the estimated propensity score parameters, the required derivative estimator is

\[
\frac{\partial \hat{f}_p(p)}{\partial \alpha_k} \bigg|_{\theta = \hat{\theta}_e} = \frac{1}{nh} \sum_{i=1}^{n} K \left( \frac{p - \hat{p}(X_i)}{h} \right) \frac{(p - \hat{p}(X_i))}{h^2} x_{ki} \hat{p}(X_i) (1 - \hat{p}(X_i)). \tag{6.8}
\]

Again, a sample of 2,000 was simulated from each of the examples (a), (b), (c) and (d) introduced in Sections 5.2.1 – 5.2.4. The estimator of the derivative of the probability
density function with respect to each of the three propensity score parameters, $\alpha_0$, $\alpha_1$ and $\alpha_2$, was calculated for each of them using (6.8). Figure 6.5 shows both the kernel density estimates of the derivatives and the true derivatives, with respect to $\alpha_0$ for each of the four examples. Figure 6.6 shows the same derivatives, with respect to $\alpha_1$, and Figure 6.7 shows the derivatives with respect to $\alpha_2$.

Figure 6.5: Estimated derivatives of the probability density function of the propensity score with respect to $\alpha_0$, applied to examples (a), (b), (c) and (d) of Chapter 5.

For examples (a), (b) and (c), the kernel estimates of the derivatives are fairly good approximations, although, as expected, they are less accurate than the kernel density estimates of the probability density functions themselves. The estimated derivatives for example (d) are much smoother than the true derivatives. This is because, as discussed previously, since the true distribution of the propensity score is bimodal, the bandwidth that we used, $h = 1.06 n^{-1/5} \hat{\sigma}_p$, is too large and the kernel density estimate over-smooths the data. This implies that the magnitude of the estimated derivatives will be too small, which is exactly what we see in Figures 6.5 – 6.7.
6.2 Kernel density estimation and regression for the propensity score

Figure 6.6: Estimated derivatives of the probability density function of the propensity score with respect to $\alpha_1$, applied to examples (a), (b), (c) and (d) of Chapter 5.

6.2.2 The kernel regression of the outcome on the propensity score

We now turn to kernel regression to estimate the conditional expectation of the potential outcomes, $(Y_0, Y_1)$, given the propensity score,

$$\mathbb{E}[Y_1 | p(X) = p], \quad \mathbb{E}[Y_0 | p(X) = p].$$

We show how the first of these two expectations is estimated. To estimate the conditional expectation, we need the potential outcome $Y_1$ rather than the observed outcome, $Y$, which depends on the treatment status. We could re-write the expectation in terms of the observed outcome and treatment status, since

$$\mathbb{E}[Y_1 | p(X) = p] = \mathbb{E}[Y_0 | p(X) = p] \cdot \frac{\mathbb{E}[Z | p(X) = p]}{\mathbb{P}(Z = 1 | p(X) = p)}.$$

We could then use kernel estimation techniques to estimate the expression on the right-hand side of this equation, requiring only the observed outcome rather than the
potential outcomes. We found, however, that more accurate results could be obtained by estimating

\[ \hat{Y}_{1i} = \begin{cases} 
Y_i & \text{if } Z_i = 1 \\
Y_i + \hat{\beta} \gamma & \text{if } Z_i = 0.
\end{cases} \]

Then our sample consists of the estimated potential outcomes and propensity scores \( \{\hat{Y}_{1i}, \hat{p}(X_i)\} \) for \( i = 1, \ldots, n \). As before, we use a normal kernel, defined by \( K(u) = e^{-u^2/2}/\sqrt{2\pi} \), in order to obtain a differentiable estimator of the conditional expectation. We define \( h = 1.06 n^{-1/5} \hat{\sigma}_p \) where \( \hat{\sigma}_p^2 \) is the sample variance of the estimated propensity score (6.4). Then the Nadarya-Watson estimator (6.3) for the conditional expectation of \( Y_1 \) given the propensity score is

\[ \hat{E}[Y_1 | p(X) = p] = \frac{1}{nh \hat{p}(p)} \sum_{i=1}^{n} \hat{Y}_{1i} K \left( \frac{p - \hat{p}(X_i)}{h} \right), \tag{6.9} \]
6.3 Estimating the four variance components from a sample dataset

where $\hat{f}_p(p)$ is the kernel density estimator for the propensity score derived earlier (6.5).

**Derivatives of the kernel regression of the outcome on the propensity score**

We now show how the derivatives of the conditional expectations of the potential outcomes, $(Y_0, Y_1)$, given the propensity score, with respect to the propensity score parameters, $\alpha_k$, for $k = 1, \ldots, m$,

\[
\frac{\partial}{\partial \alpha_k} \{ \mathbb{E}[Y_1 | p(X) = p]\}_{\theta = \hat{\theta}}, \quad \frac{\partial}{\partial \alpha_k} \{ \mathbb{E}[Y_0 | p(X) = p]\}_{\theta = \hat{\theta}},
\]

can be estimated from a sample dataset. We estimate these derivatives by the derivatives of the kernel regression estimator of the expected outcome given the propensity score, with respect to the propensity score parameters, evaluated at $\hat{\theta}$, rather than the unknown $\theta_o$.

From (6.9), the kernel regression estimator of the conditional outcome $Y_1$ given the propensity score, viewed as a function of the unknown propensity score parameters, $\alpha$, is

\[
\hat{\mathbb{E}}[Y_1 | p(X; \alpha) = p] = \frac{1}{nh\hat{f}_p(p; \alpha)} \sum_{i=1}^{n} \hat{Y}_{1i} K \left( \frac{p - p(X_i; \alpha)}{h} \right), \quad (6.10)
\]

The only parts of this which depend on $\alpha_k$ are $p(X_i; \alpha)$ and the kernel density estimator $\hat{f}_p(p; \alpha)$. Differentiating (6.10) with respect to $\alpha_k$ using the quotient rule and evaluating the resulting expression at the estimated propensity score parameters gives the required derivative estimator

\[
\frac{\partial \hat{\mathbb{E}}[Y_1 | p(X; \alpha) = p]}{\partial \alpha_k} \bigg|_{\theta = \hat{\theta}} = -\frac{1}{nh\hat{f}_p(p)} \sum_{i=1}^{n} \hat{Y}_{1i} K \left( \frac{p - \hat{p}(X_i)}{h} \right) \frac{\partial \hat{f}_p(p; \alpha)}{\partial \alpha_k} \bigg|_{\theta = \hat{\theta}} \\
+ \frac{1}{\hat{f}_p(p) nh} \sum_{i=1}^{n} \hat{Y}_{1i} K \left( \frac{p - \hat{p}(X_i)}{h} \right) \left( \frac{p - \hat{p}(X_i)}{h^2} \right) X_{ki} \hat{p}(X_i) (1 - \hat{p}(X_i)). \quad (6.11)
\]

6.3 Estimating the four variance components from a sample dataset

We now consider the estimation of the variance of the stratified treatment effect estimator from a sample dataset, when the propensity score is estimated using a
correctly specified logistic regression model. This variance, denoted by $V_e[\beta^*]$, can be expressed as the sum of four variance components,

$$V_e[\beta^*] = V_1 + V_2 + V_3 + V_4,$$

where the four variance components, $V_1, V_2, V_3$ and $V_4$, are defined in Theorems 3.1 and 3.2. We now consider the estimation of each of the four variance components in turn.

6.3.1 Estimating the variance component $V_1$

From Theorem 3.1, the first variance component is defined as

$$V_1 = \frac{1}{n} \sum_{s=1}^{K} r_s^2 \left\{ \frac{\mathbb{V}[Y \mid Z = 1, S_{so} = 1]}{d_{so}} + \frac{\mathbb{V}[Y \mid Z = 0, S_{so} = 1]}{r_s - d_{so}} \right\}.$$

The $r_s$ are fixed and known. We therefore only need to estimate the population probabilities of being treated and in each stratum, $d_{so}$, and the within-stratum outcome variances. For $s = 1, ..., K$,

$$d_{so} = \mathbb{E}[Z S_{so}] = \mathbb{P}(Z = 1, S_{so} = 1)$$

which can be estimated by the proportion of the sample who are treated and in that sample stratum,

$$\hat{d}_{so} = \frac{1}{n} \sum_{i=1}^{n} Z_i \hat{S}_{st}$$

where $\hat{S}_{st} = 1_{[\hat{\theta}_{s-1} \leq \theta(X) < \hat{\theta}_s]}$ is an indicator for the $s^{th}$ sample stratum. We can estimate the variance of the outcome, conditional on being treated and in the $s^{th}$ population stratum by the sample variance of the outcomes of those subjects who are treated and in the $s^{th}$ sample stratum,

$$\hat{\mathbb{V}}[Y \mid Z = 1, S_{so} = 1] = \frac{\sum_{i=1}^{n} \left( Y_i Z_i \hat{S}_{st} - \frac{\sum_{i=1}^{n} Y_i Z_i \hat{S}_{st}}{\sum_{i=1}^{n} Z_i \hat{S}_{st}} \right)^2}{\sum_{i=1}^{n} Z_i \hat{S}_{st} - 1},$$

and similarly,

$$\hat{\mathbb{V}}[Y \mid Z = 0, S_{so} = 1] = \frac{\sum_{i=1}^{n} \left( Y_i (1 - Z_i) \hat{S}_{st} - \frac{\sum_{i=1}^{n} Y_i (1 - Z_i) \hat{S}_{st}}{\sum_{i=1}^{n} (1 - Z_i) \hat{S}_{st}} \right)^2}{\sum_{i=1}^{n} (1 - Z_i) \hat{S}_{st} - 1}.$$
6.3.2 Estimating the variance component \( V_2 \)

As we discussed in Section 3.4.2, we expect the component \( V_2 \) to be negligible and so it may not be necessary to estimate it. However, we now show how it can be estimated from a dataset, if desired. From Theorem 3.1, the second variance component is defined as

\[
V_2 = \frac{1}{n} \left. \frac{\partial \beta^*}{\partial \mathbf{q}^T} \right|_{\theta = \theta_0} \left( n \text{ Cov}[\hat{q}] \right) \left. \frac{\partial \beta^*}{\partial \mathbf{q}} \right|_{\theta = \theta_0}.
\]

Estimating \((n \text{ Cov}[\hat{q}])\)

We begin with the covariance matrix \((n \text{ Cov}[\hat{q}])\), defined, for \( j, k = 1, ..., K-1, j \geq k \), as

\[
(n \text{ Cov}[\hat{q}])_{jk} = \frac{P(p_o(X) > q_{jo}) P(p_o(X) < q_{ko})}{f_p(q_{jo}) f_p(q_{ko})}.
\]

The probability that the propensity score is less than (or greater than) the \( s^{th} \) population strata boundary can be estimated by the proportion of the estimated propensity scores in the sample that are less than (or greater than) the \( s^{th} \) estimated strata boundary, so for example,

\[
\hat{P}(p_o(X) < q_{2o}) = \frac{1}{n} \sum_{i=1}^{n} 1_{[\hat{\beta}(X_i) < \hat{q}_{2}]}.
\]

We must also estimate \( f_p(q_{jo}) \), the probability density function of the propensity score at the \( j^{th} \) population strata boundary, for \( j = 1, ..., K-1 \). We have already shown how to construct a kernel density estimator for the propensity score (Section 6.2.1). We merely evaluate this estimator of the probability density function of the propensity score at the sample strata boundaries. Then, defining \( h = 1.06 \ n^{-1/5} \hat{\sigma}_p \), where \( \hat{\sigma}_p^2 \) is the sample variance of the estimated propensity score, the required probability density function estimate is

\[
\hat{f}_p(q_{jo}) = \frac{1}{nh} \sum_{i=1}^{n} e^{-\frac{(q_{jo} - \hat{\phi}(X_i))^2}{2h^2}} \sqrt{2\pi}, \quad (6.12)
\]
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Estimating \( \frac{\partial \beta^*}{\partial q^T} \bigg|_{\theta = \theta_o} \)

This derivative is defined as

\[
\frac{\partial \beta^*}{\partial q^T} \bigg|_{\theta = \theta_o} = \frac{\partial}{\partial q^T} \left\{ \sum_{s=1}^{K} r_s \{ \mathbb{E} [Y | Z = 1, S_s = 1] - \mathbb{E} [Y | Z = 0, S_s = 1] \} \right\} \bigg|_{\theta = \theta_o}.
\]

We now show how we estimate \( \frac{\partial}{\partial q_1} \{ \mathbb{E} [Y | Z = 1, S_1 = 1] \} \bigg|_{\theta = \theta_o} \). The other elements of the derivative can be estimated in a similar fashion.

Since

\[
f(p | Z = 1, S_1 = 1) = \frac{\mathbb{P}(Z = 1, S_1 = 1 | p_o(X; \alpha) = p) f_p(p)}{\mathbb{P}(Z = 1, S_1 = 1)} = \frac{p f_p(p) 1_{p \in S_1}}{\mathbb{P}(Z = 1, S_1 = 1)}
\]

and

\[
\mathbb{P}(Z = 1, S_1 = 1) = \int_0^{q_1} p f_p(p) dp,
\]

we can write

\[
\mathbb{E} [Y | Z = 1, S_1 = 1] = \frac{\int_0^{q_1} \mathbb{E} [Y | Z = 1, p_o(X) = p] p f_p(p) dp}{\int_0^{q_1} p f_p(p) dp}.
\]

We now appeal to the fundamental theorem of calculus, since we have already assumed that both the probability density function of the propensity score and the conditional expectation of the outcome given the propensity score are continuous in \( p \). Remembering that when evaluated at the true strata boundaries the denominator of (6.13) is equal to \( d_{s_0} \), differentiating (6.13) using the quotient rule, with respect to \( q_1 \), and evaluating at the population strata boundaries gives

\[
\frac{\partial}{\partial q_1} \{ \mathbb{E} [Y | Z = 1, S_1 = 1] \} \bigg|_{\theta = \theta_o} = \frac{\mathbb{E} [Y | Z = 1, p_o(X) = q_1] q_1 f_p(q_1)}{d_{s_0}} - \frac{\mathbb{E} [Y | Z = 1, S_{s_0} = 1] q_1 f_p(q_1)}{d_{s_0}}.
\]
Due to the balancing property of the propensity score (Chapter 2),

$$\mathbb{E}[Y \mid Z = 1, p_0(X) = p] = \mathbb{E}[Y \mid p_0(X) = p].$$

So

$$\frac{\partial}{\partial q_1} \{\mathbb{E}[Y \mid Z = 1, S_1 = 1]\} = q_{1o} f_p(q_{1o}) \{\mathbb{E}[Y_1 \mid p_0(X) = q_{1o}] - \mathbb{E}[Y \mid Z = 1, S_{1o} = 1]\}.$$

The quantities on the right-hand side of this equation are easily estimated from the data. We estimate the population strata boundary by its sample estimate. We have already shown how the probability density function of the propensity score, $f_p(q_{1o})$, can be estimated using kernel density estimation (6.12). We use kernel regression to estimate the conditional expectation of the outcome, given the propensity score. The remaining two quantities, $\mathbb{E}[Y \mid Z = 1, S_{1o} = 1]$ and $d_{1o}$, can be estimated using sample averages. However, we have found that the whole derivative is much more precisely estimated if we also use kernel density estimates of these two quantities. We can write

$$d_{1o} = \int_0^{\hat{q}_1} p f_p(p) \, dp.$$

To estimate this integral, we could replace the population strata boundary by its sample estimate, $\hat{q}_1$, replace the probability density function, $f_p(\cdot)$, by its kernel density estimate (6.5), and then use the trapezium rule (Section 6.1.1) to estimate the integral. Suppose we partition the interval $[0, \hat{q}_1]$ into 50 equal width sub-intervals, with $0 = p_0 < p_1 < \ldots < p_{50} = \hat{q}_1$. Then

$$\hat{d}_1 = \frac{\hat{q}_1}{50} \{p_1 \hat{f}_p(p_1) + \ldots + p_{50} \hat{f}_p(p_{50})\} - \frac{\hat{q}_1}{2 \times 50} \{p_{50} \hat{f}_p(p_{50})\}.$$

Similarly, using the definition of the conditional outcome given treatment and strata calculated previously (6.13), we can estimate $\mathbb{E}[Y \mid Z = 1, S_{1o} = 1]$ using the trapezium rule and the kernel regression estimate of the conditional outcome given the propensity score.
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6.3.3 Estimating the variance component $V_3$

From Theorem 3.2, the third variance component is defined as

$$V_3 = -\frac{1}{n} C (n \text{Cov}[\hat{\alpha}]) C^T.$$ 

**Estimating $(n \text{Cov}[\hat{\alpha}])$**

The covariance matrix $(n \text{Cov}[\hat{\alpha}])$ is defined in terms of its inverse, for $j, k = 1, \ldots, m$, as

$$(n \text{Cov}[\hat{\alpha}])^{-1}_{jk} = \mathbb{E} [p_o(X) (1 - p_o(X)) X_j X_k].$$

The covariance matrix above is easily estimated by substituting a sample average for the expectation,

$$\hat{\mathbb{E}} [p_o(X) (1 - p_o(X)) X_j X_k] = \sum_{i=1}^{n} \hat{p}(X_i) (1 - \hat{p}(X_i)) X_{ji} X_{ki}. $$

**Estimating $C$**

The term $C = (C_1, \ldots, C_m)$ is defined as

$$C_k = \sum_{s=1}^{K} r_s \text{Cov}[Y, X_k (1 - p_o(X)) | Z = 1, S_{so} = 1]$$

$$+ \sum_{s=1}^{K} r_s \text{Cov}[Y, X_k p_o(X) | Z = 0, S_{so} = 1].$$

We show how to estimate the covariance $\text{Cov}[Y, X_k (1 - p_o(X)) | Z = 1, S_{1o} = 1]$. All the other covariances can be estimated in a similar manner. Using the equation linking correlation and covariance, $\text{Cov}[A, B] = \text{Corr}[A, B] \sqrt{\mathbb{V}[A]} \sqrt{\mathbb{V}[B]}$, we have

$$\text{Cov}[Y, X_k (1 - p_o(X)) | Z = 1, S_{1o} = 1] = \text{Corr}[Y, X_k (1 - p_o(X)) | Z = 1, S_{1o} = 1] \sigma_Y \sigma_{xp},$$

where $\sigma_Y$ is the variance of $Y$ conditional on being treated and in the first population stratum, and $\sigma_{xp}$ is the variance of $X_k (1 - p_o(X))$ conditional on being treated and in the first population stratum. We then merely estimate the two variances and the correlation by their sample estimates.
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6.3.4 Estimating the variance component $V_4$

From Theorem 3.2, the fourth variance component is defined as

$$V_4 = \frac{1}{n} \mathbf{e} (n \text{Cov}[\hat{\alpha}]) \mathbf{e}^T.$$

where, $\mathbf{e} = (e_1, \ldots, e_m)$, for $k = 1, \ldots, m$, is defined as $e_k = e_{\alpha k} + e_{q k}$.

Estimating $e_{q k}$

For $k = 1, \ldots, m$,

$$e_{q k} = \sum_{j=1}^{K-1} \frac{\partial \beta^*}{\partial q_j} \bigg|_{\theta=\theta_o} f_p(q_j) - 1 \frac{\partial}{\partial \alpha_k} \{E[1_p(x,\alpha) < q_j]\} \bigg|_{\theta=\theta_o}.$$

We showed, in Section 6.3.2 how we could use kernel density estimation to estimate both the derivative $\frac{\partial \beta^*}{\partial q_j} \bigg|_{\theta=\theta_o}$ and the probability density function of the propensity score, $f_p(q_j)$. We now discuss how to estimate

$$\frac{\partial}{\partial \alpha_k} \{E[1_p(x,\alpha) < q_j]\} \bigg|_{\theta=\theta_o}.$$

We can write this as

$$\frac{\partial}{\partial \alpha_k} \{E[1_p(x,\alpha) < q_j]\} \bigg|_{\theta=\theta_o} = \frac{\partial}{\partial \alpha_k} \int f_p(\alpha) \, dp \bigg|_{\theta=\theta_o}.$$

Interchanging the order of differentiation and integration gives

$$\frac{\partial}{\partial \alpha_k} \{E[1_p(x,\alpha) < q_j]\} \bigg|_{\theta=\theta_o} = \int \frac{\partial}{\partial \alpha_k} \{f(p, \alpha)\} \bigg|_{\theta=\theta_o} \, dp.$$

To estimate this integral, we merely substitute the kernel estimate of the derivative of the probability density function of the propensity score (6.8), with respect to $\alpha_k$, and estimate the integral using the trapezium rule (Section 6.1.1).
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Estimating $e_{ak}$

For $k = 1, \ldots, m$,

$$e_{ak} = \sum_{s=1}^{K} \frac{(I_{Y_{1k} - E[Y \mid Z = 1, S_{so} = 1] I_{f_{1k}}} - (I_{Y_{0k} - E[Y \mid Z = 0, S_{so} = 1] I_{f_{0k}}}))}{d_{so}}.$$

As for the component $V_2$, although we could estimate $E[Y \mid Z = 1, S_{so} = 1]$ and $d_{so}$ by a simple sample average, we estimate them using kernel density estimation techniques (see Section 6.3.2) since this appears to produce more precise estimates of $V_4$. Now

$$I_{f_{1k}} = \int_{q_{(s-1)o}}^{q_{so}} r \frac{\partial}{\partial \alpha_k} \{f_p(r; \alpha)\} |_{\theta = \theta_o} dr.$$

Then $I_{f_{1k}}$ can be estimated very simply by replacing the derivative of the probability density function of the propensity score with its kernel density estimate (6.8) and using the trapezium rule (Section 6.1.1) to estimate the integral. We estimate $I_{f_{0k}}$ in the same way.

The integral $I_{Y_{1k}}$ is defined as

$$I_{Y_{1k}} = \int_{q_{(s-1)o}}^{q_{so}} r \frac{\partial}{\partial \alpha_k} \{E[Y_1 \mid p(X; \alpha) = r] f_p(r; \alpha)\} |_{\theta = \theta_o} dr.$$

We can write

$$I_{Y_{1k}} = \int_{q_{(s-1)o}}^{q_{so}} r E[Y_1 \mid p(X; \alpha) = r] \frac{\partial}{\partial \alpha_k} \{f_p(r; \alpha)\} |_{\theta = \theta_o} dr$$

$$+ \int_{q_{(s-1)o}}^{q_{so}} r f_p(r; \alpha) \frac{\partial}{\partial \alpha_k} \{E[Y_1 \mid p(X; \alpha) = r]\} |_{\theta = \theta_o} dr.$$

We have already seen how we can obtain kernel density estimates of the two derivatives above, the conditional expectation and the probability density function of the propensity score. These are substituted into the equation above and the trapezium rule is used to estimate the integral.
6.4 An alternative approach

Recollect that we calculated the variances $\text{V}_k[\hat{\beta}^s]$ and $\text{V}_e[\hat{\beta}^s]$ using the formula

$$\text{V}[\hat{\beta}^s] = A^{-1}BA^{-T}, \quad (6.14)$$

with

$$A = \mathbb{E}\left[-\frac{\partial}{\partial \theta^T}\{\psi(W; \theta)\}\right]_{\theta=\theta^o},$$

and

$$B = \mathbb{E}\left[\psi(W; \theta_o) \psi^T(W; \theta_o)\right],$$

where the function $\psi(W; \theta)$ is defined in Sections 3.2 and 3.3 for the situations where the propensity score is known and estimated, respectively. By calculating all the components of the matrices $A$ and $B$ analytically and multiplying out the matrices we obtained the formulae $\text{V}_k[\hat{\beta}^s]$ and $\text{V}_e[\hat{\beta}^s]$. However, there is an alternative — and much simpler — method of obtaining an estimator of the variance of the stratified treatment effect estimator. We simply estimate each component of the matrices $A$ and $B$ by a sample estimate and then substitute the estimates of $A$ and $B$ into $(6.14)$. This is then an estimate of the variance of the stratified treatment effect estimator.

To obtain a sample estimate of the matrix $B$ we simply replace the expectation by a sample average. So

$$\hat{B}_{jk} = \frac{1}{n} \sum_{i=1}^{n} \psi_j(W_i; \hat{\theta}) \psi_k(W_i; \hat{\theta}).$$

Similarly, when the component $\psi_j$ is differentiable with respect to $\theta_k$, we can estimate

$$\hat{A}_{jk} = \frac{1}{n} \sum_{i=1}^{n} \left[-\frac{\partial}{\partial \theta_k}\{\psi_j(W_i; \theta)\}\right]_{\theta=\hat{\theta}}. \quad (6.15)$$

When, however, the component $\psi_j$ is not differentiable with respect to $\theta_k$, this is not possible. For example, we cannot estimate the sub-matrix $a_{14}$ in this way (Appendix B). In this case, we use the alternative definition of the matrix $A$,

$$A = \left.\frac{\partial}{\partial \theta^T}\{\mathbb{E}[-\psi(W; \theta)]\}\right|_{\theta=\theta^o}, \quad (6.16)$$

which we then estimate using the kernel density methods described earlier in this chapter.
We describe this method as the 'direct' method, and the variance formulae calculated earlier as the 'components' method.

6.5 Estimating the variance using hypothetical examples

In order to see how precisely we can estimate the four variance components from a sample dataset, we simulated 1,000 datasets each of size $n = 2,000$ from examples (a) and (b) and estimated the four variance components for each dataset. Figure 6.8 shows boxplots of the resulting 1,000 estimated variance components for example (a) and Figure 6.9 shows the analogous boxplots for example (b).

Figure 6.8: Boxplots showing the range of estimates of the four variance components from 1,000 simulated datasets for hypothetical example (a) of Chapter 5, with a sample size of 2,000.

We see that the estimated variance components $V_1$ and $V_3$ are very variable. This is because we are not making any parametric assumptions about the variance of the outcome and hence we may only have four or five observations with which to estimate a within-stratum outcome variance. The two components $V_1$ and $V_3$ are, however, negatively correlated since they both depend on the within-strata outcome variance. Thus some of the error incurred in estimating these components is cancelled out when they are added together.
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Figure 6.9: Boxplots showing the range of estimates of the four variance components from 1,000 simulated datasets for hypothetical example (b) of Chapter 5, with a sample size of 2,000.

The variance component \( V_4 \) is mostly well estimated. In some datasets, however, it is much too large. This tends to happen when the empirical distribution of the estimated propensity score in the sample dataset is very dissimilar to the true propensity score distribution. However, in practice we do not know when this occurs. Although we have not proved that the sum \( V_3 + V_4 \) is always negative, a procedure that uses the estimated variance \( V_1 + V_2 + V_3 + V_4 \) whenever the estimate of \( V_3 + V_4 \) is negative, as we expect it to be, but uses the estimated variance \( V_1 + V_2 \) if the estimate of \( V_3 + V_4 \) is positive may perform well in practice.

Figure 6.10 shows boxplots of the estimated variances \( V_k[\hat{\beta}^a] \) and \( V_k[\hat{\beta}^b] \) from 1,000 simulated datasets for hypothetical example (a) of Chapter 5, each of size \( n = 2,000 \). These two variances were estimated using two different methods. Firstly, each variance was estimated by separately estimating the four variance components \( V_1, V_2, V_3 \) and \( V_4 \) (the components method). Secondly, the two variances were estimated by the direct method (Section 6.4). Figure shows the boxplots for example (b). We see that although the variances are mostly well estimated, in some datasets the variance estimates are unacceptably large. This is particularly true for the direct method.
6.6 Confidence intervals

We finish this chapter by using these variance estimators to construct confidence intervals for the stratified treatment effect estimator. We compare various normal-based confidence intervals of the form

$$
\left( \hat{\beta}^* - 1.96 \times \sqrt{V}, \hat{\beta}^* + 1.96 \times \sqrt{V} \right),
$$

where $V$ is some variance estimator for $\hat{\beta}^*$. Five variance estimators are considered: $V_k[\hat{\beta}^*]$ estimated using the components method, $V_k[\hat{\beta}^*]$ estimated using the direct method, $V_e[\hat{\beta}^*]$ estimated using the components method, $V_e[\hat{\beta}^*]$ estimated using the direct method, and a pragmatic approach to the estimation of $V_e[\hat{\beta}^*]$ that uses the direct method of estimation but replaces the variance estimator with an estimator of $V_k[\hat{\beta}^*]$ when the latter is smaller. For brevity, we refer to the resulting confidence intervals as $C_k, D_k, C_e, D_e, P_e$, where the $C$ refers to the components method, $D$ refers
6.6 Confidence intervals

Figure 6.11: Boxplots showing the range of estimates of $\nabla_k[\beta^*]$ and $\nabla_e[\beta^*]$, using both the components method (separately estimating $V_1, V_2, V_3, V_4$) and the direct method (Section 6.4) from 1,000 simulated datasets for hypothetical example (b) of Chapter 5, with a sample size of 2,000.

An alternative method for constructing confidence intervals for the stratified treatment effect estimator would be to use bootstrap methods [20]. For comparison, we use the percentile and bias-corrected and accelerated methods in our simulations.

We simulated 1,000 datasets each of size $n = 2,000$ from hypothetical example (a) of Chapter 5. For each of these datasets, seven 95% confidence intervals were calculated: the percentile and the bias-corrected and accelerated bootstrap confidence intervals, $C_k, D_k, C_e, D_e,$ and $P_e$. Table 6.1 shows the resulting coverage probabilities, and the average confidence interval length.

We see that all seven methods have good coverage properties. The smallest average confidence interval length is achieved by the $C_e$ confidence interval. This is the confidence interval that uses the estimate of $\nabla_e[\beta^*]$ obtained by separately estimating
the four variance components. Confidence interval $D_e$ — the method which uses the estimate of $V_c[\hat{\beta}^*]$ obtained by the direct method — has large variability. This is due to the problem discussed previously in this chapter with the estimation of the variance using the direct method in some examples. Confidence interval $P_e$ — the method which uses the estimate of $V_c[\hat{\beta}^*]$ obtained by the direct method but substitutes the estimate of $V_k[\hat{\beta}^*]$ when the latter is smaller — also has good coverage, small average length and small standard deviation of the length.

Table 6.1: 95% confidence intervals for hypothetical example (a) of Chapter 5, using 1,000 simulated datasets of size 2,000.

<table>
<thead>
<tr>
<th>Method</th>
<th>Coverage (%)</th>
<th>Average length of C.I. (standard deviation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentile</td>
<td>94.6</td>
<td>2.230 (0.10)</td>
</tr>
<tr>
<td>Bias-corrected and accelerated</td>
<td>94.6</td>
<td>2.231 (0.10)</td>
</tr>
<tr>
<td>$C_k$</td>
<td>96.0</td>
<td>2.233 (0.09)</td>
</tr>
<tr>
<td>$C_e$</td>
<td>95.4</td>
<td>2.167 (0.07)</td>
</tr>
<tr>
<td>$D_k$</td>
<td>96.0</td>
<td>2.222 (0.09)</td>
</tr>
<tr>
<td>$D_e$</td>
<td>95.5</td>
<td>2.455 (3.93)</td>
</tr>
<tr>
<td>$P_e$</td>
<td>95.4</td>
<td>2.179 (0.07)</td>
</tr>
</tbody>
</table>

6.7 Discussion

In this chapter we have seen that the variance of the stratified treatment effect estimator can be estimated from a sample dataset using kernel density estimation methods. This estimation process appears to work relatively well, especially given the inherent variability of the sample estimate of the component $V_1$, which is the variance estimator that is typically used in practice [59]. At present, however, it is not clear how we can tell in advance whether the kernel density estimation will perform well on a particular dataset.

In the simulation study comparing confidence intervals obtained with these variance estimators with bootstrap confidence intervals, both performed well. The average length of the confidence interval was smallest for the method that used a variance estimate obtained by estimating the four variance components separately. Using the estimate of the variance obtained from the direct method but replacing this with an estimate of $V_k[\hat{\beta}^*]$ when the latter was smaller seems to be a promising method. The
direct method has the advantage that it could be extended to different situations, such as non-continuous outcomes, fairly easily.

So far we have only used these methods on hypothetical simulated datasets. In the following chapter, therefore, we apply these methods to a real dataset.
Chapter 7

Application to the ESCAPE dataset

We have so far calculated formulae for the variance of the stratified treatment effect estimator both when the propensity score is known and when it is estimated using a correctly specified logistic regression model. We have shown how kernel density estimation methods can be used to estimate these variances from hypothetical sample datasets. We now apply these methods to a real dataset. The data is taken from a cluster randomised trial — the ESCAPE trial — designed to investigate the effect of an exercise programme on disability, for elderly patients with knee pain.

7.1 Introduction

The high prevalence of chronic knee pain in the elderly [74] leads to substantial disability and socioeconomic costs [60]. As the population ages this problem will increase. There are concerns about the efficacy and side-effects associated with the palliative drugs typically used to treat knee pain [51]. Furthermore, lessening pain will not necessarily decrease disability, which is often as important as pain [45]. There is therefore a need for safe and practical interventions that can lessen pain and disability in elderly patients with chronic knee pain.

It has been shown that psychosocial variables, such as depression and self-efficacy, are associated with perceived levels of pain, mood, and coping efficacy [53]. If these psychosocial variables can be manipulated through, for example, counselling and stress-management classes then it may be possible to reduce pain and disability of elderly patients with chronic knee pain in a safe and effective manner, removing some of the associated socioeconomic costs.

The psychosocial variable we investigate here is the patient's belief in their ability to influence their condition through exercise [28]. This is comprised of four components:
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the patient's belief in their ability to exercise (self-efficacy for exercise), the patient's perception of barriers to exercise, the patient's expectations of the benefit of exercise, and the patient's expectations of the impact of exercise. Our primary hypothesis is that the higher a patient's belief in their ability to influence their condition through exercise, the lower their self-reported disability in the future.

In order to investigate this question, data was taken from a cluster randomised trial, which was designed to estimate the effect of a personalised, progressive rehabilitation program on disability, when compared with standard GP care.

7.2 Methods

7.2.1 The ESCAPE dataset

The data is taken from the ESCAPE cluster randomised trial, details of which can be found elsewhere [45]. Data was collected on 418 patients from 54 different surgeries, where the surgeries were block randomised in groups of three to receive one of three interventions: usual GP care, an individual rehabilitation program or a group rehabilitation program. The rehabilitation program, whether administered in groups (approx. 8-10 patients) or individually, consisted of 12 supervised sessions over the course of 6 weeks. During each session, the physiotherapist facilitated a discussion on a topic such as diet or pain control. This was followed by exercises focussing on balance, control and function. The trial recruited people aged 50 years or older who had consulted their primary care physician previously for recurrent knee pain, without excluding those with stable co-morbidities common to that age group. People were excluded if they had had physiotherapy for knee pain in the preceding 12 months, intra-articular injections in the preceding 6 months, lower limb arthroplasty or unstable medical conditions. Also excluded were those who were unable or unwilling to exercise, patients with a severe lack of mobility and patients who were unable to understand English.

Primary outcome. The Western Ontario and McMaster University Osteoarthritis Index (WOMAC) [8] was administered at baseline and approximately six months later. The questionnaire produces a total score consisting of three sub-scores: physical function, pain and stiffness. Our primary outcome is the sub-score measuring physical
function, or disability (WOMAC-function). Higher values on this scale indicate lower function (more disability).

**Exposure of interest.** A questionnaire asking about the patient's belief in their ability to influence their condition through exercise (Exercise Beliefs) was also administered at baseline [28]. This gave a score comprised of four sub-scores: belief in ability to perform the exercise, perceptions of barriers to exercise, expectations of the benefit of exercise, and expectations of the impact of exercising. The total of these four sub-scores measures the patient's overall belief in their ability to influence their condition through exercise. Higher values on this scale indicate that the patient has more confidence in their ability to improve their knee condition. This is a slightly broader concept than self-efficacy which, strictly speaking, is measured by the first of the four sub-scores mentioned. Following Maliski et al. [61] we dichotomize the total score into low and high exercise beliefs on the basis of the empirical sample distribution. Since these exercise beliefs are not randomly allocated and are likely to be associated with other factors that affect the outcome, the ESCAPE dataset is then effectively an observational dataset within which some subjects also had access to an exercise program.

Baseline data was collected on the following variables: sex, age, height, weight, BMI, duration of symptoms, aggregate functional performance time (AFPT) — an objective measure of the time taken to perform certain routine tasks, hospital depression and anxiety score (HAD-depression, HAD-anxiety) [116], and condition-specific health related quality of life (MACTAR) [13].

Patients who had missing data for the outcome, exposure or any of the potential confounders listed were excluded from the following analyses.

Beliefs about exercise may influence function in various ways, one of which is through willingness to take advantage of available methods of exercise. For patients who were allocated to a rehabilitation arm of the trial, the number of exercise sessions attended (which ranged from 0 to 12) is likely to be associated with beliefs about exercise. Therefore, although we adjust for allocation to a rehabilitation arm of the trial, we do not adjust for the number of exercise sessions attended as this is likely to be on the causal pathway.
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All confidence intervals calculated in the following analyses are 95% confidence intervals.

7.2.2 Outcome regression analysis

The ESCAPE data is hierarchical since patients are clustered within GP surgeries. However, the original analysis of the dataset [45] found no evidence of a surgery-level effect. We therefore begin by analysing the data as if it were independent. We later perform a sensitivity analysis to assess the effect of ignoring the clustering.

An ordinary least-squares model was fitted to estimate the effect of the dichotomized exercise beliefs on WOMAC-function score at six months, adjusting for a set of covariates. Possible confounders of the relationship between exercise beliefs and function, measured at baseline, are: WOMAC-function, WOMAC-pain, WOMAC-stiffness, HAD-depression, HAD-anxiety, sex, age, height, weight, BMI, duration of symptoms, MACTAR quality of life, and allocation to rehabilitation. The selection of covariates to include in the regression model was done in two ways. Firstly, a model containing all candidate covariates was fitted. Secondly, backward selection was used to select a model from the list of candidate covariates above plus quadratic and logarithmic terms for each continuous covariate and also one-way interactions with age, using a p-value of 0.05 for retention in the model. Standard model checks were carried out for both models, using graphical methods and the Cook-Weisberg test for heteroskedasticity.

7.2.3 Propensity score analysis

The propensity score was estimated using a logistic regression model of dichotomized exercise beliefs on the following baseline covariates: WOMAC-function, WOMAC-pain, WOMAC-stiffness, HAD-depression, HAD-anxiety, sex, age, height, weight, BMI, duration of symptoms, MACTAR quality of life, and allocation to rehabilitation. Since parsimony is not a goal in a propensity score analysis, it is common to include non-linear terms and interactions. However, there must be few enough covariates for the estimated propensity score to be consistent. Since the ESCAPE dataset is relatively small, with only 418 subjects, non-linear terms and interactions were not included in the model.
The common support condition was imposed by deleting subjects with high exercise beliefs who had a propensity score higher than any subject with low exercise beliefs and deleting subjects with low exercise beliefs who had a lower propensity score than any subject with high exercise beliefs. These subjects are ignored in the analysis since they may be intrinsically non-comparable with any subject in the other exposure group. The propensity score was then re-fitted on the smaller dataset.

The dataset was split into 5 strata based on the quintiles of the estimated propensity score. The distribution of the propensity score was examined using both a histogram and a kernel density estimate. Balance of the distribution of the propensity score within strata between subjects with high and low exercise beliefs was assessed graphically using boxplots, and also analytically using two-sample Kolmogorov-Smirnov tests within strata. Balance of the observed covariates within strata was also assessed by within-strata Kolmogorov-Smirnov tests.

The treatment effect within each strata was estimated by taking the difference in mean WOMAC function, measured at six months, between subjects with high and low exercise beliefs, in each strata. The stratified treatment effect estimate was calculated by taking the unweighted mean of the five within-strata treatment effect estimates. Confidence intervals for the estimate were calculated firstly by using a normal-based confidence interval with the variance derived previously in this thesis, and secondly using the bias-corrected and accelerated bootstrap confidence interval.

7.2.4 Continuous exercise beliefs

In the previous analyses, the exposure variable — exercise beliefs — was dichotomized in order to create two exposure groups. The questionnaire used to measure exercise beliefs initially returned a continuous score. Although in this thesis we have focussed mainly on dichotomous exposure groups, several propensity score methods have been developed to analyse situations where the exposure variable is continuous (see Section 2.4). The method we now apply was developed by Hirano and Imbens [39].

We assume that the exposure $Z$ lies in an interval, $Z \in [z_0, z_1]$. The propensity score for the continuous exposure, which Hirano and Imbens term the generalised propensity score, is defined as the conditional density of the exposure given the covariates,
\[ p(Z, X) = f_{Z|X}(Z|X). \] The generalised propensity score has a similar balancing property to the usual propensity score, \( X \perp I_{[Z=z]} p(z, X). \)

The potential outcomes for subject \( i \) can be viewed as a function of the continuous exposure, \( Y_i(z) \), called the unit-level dose-response function. We wish to estimate the expected outcome in the population that we would see if everyone were given level \( z \) of the exposure, \( E[Y_i(z)] \). Analogously to our assumption of strongly ignorable treatment assignment (Assumption 2.2), Hirano and Imbens assume that any potential outcome is independent of the exposure conditional on the generalised propensity score, \( Y(z) \perp Z | p(z, X) \). Using this assumption,

\[
E[Y_i(z)] = E_p(z, x)[E[Y_i(z) | p(z, X)]]
= E_p(z, x)[E[Y | Z = z, p(z, X)]].
\]

Therefore, there are three steps to estimate \( E[Y_i(z)] \). We begin by estimating the generalised propensity score. We then estimate the outcome given exposure level and generalised propensity score. Finally, we estimate the expectation of this over the distribution of the generalised propensity score.

More specifically, Hirano and Imbens assume that the continuous treatment is normally distributed with some unknown constant variance and a mean that depends linearly on a vector of covariates, \( Z \sim N(\alpha^T X, \sigma^2) \). This model is fitted using least-squares to get estimated parameters \( \hat{\alpha} \). Then the estimated generalised propensity score is

\[
\hat{p}(z, X) = \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{(z - \hat{\alpha}^T X)^2}{2\sigma^2}}.
\]

We then need to estimate \( E[Y | Z = z, p(z, X)] \). Hirano and Imbens estimate this using the model,

\[
E[Y | Z = z, p(z, X) = p] = \gamma_0 + \gamma_1 z + \gamma_2 z^2 + \gamma_3 p + \gamma_4 p^2 + \gamma_5 z p.
\]

Estimates \( (\hat{\gamma}_0, \hat{\gamma}_1, \hat{\gamma}_2, \hat{\gamma}_3, \hat{\gamma}_4, \hat{\gamma}_5) \) can be obtained by fitting a least-squares model. Then to estimate the expectation of the potential outcome at a particular exposure level, \( z \), we take a sample average,

\[
\hat{E}[Y(z)] = \frac{1}{n} \sum_{i=1}^{n} \{ \gamma_0 + \hat{\gamma}_1 z + \hat{\gamma}_2 z^2 + \hat{\gamma}_3 \hat{p}(z, X_i) + \hat{\gamma}_4 \hat{p}(z, X_i)^2 + \hat{\gamma}_5 z \hat{p}(z, X_i) \}.
\]
For the ESCAPE data the generalised propensity score was estimated using an ordinary least squares model of (continuous) exercise beliefs on the following baseline covariates: WOMAC-function, WOMAC-pain, WOMAC-stiffness, HAD-depression, HAD-anxiety, sex, age, height, weight, BMI, duration of symptoms, MACTAR quality of life, and allocation to rehabilitation. Balance of the covariates was assessed as follows. The sample was split into three groups by the tertiles of the continuous exercise beliefs. The generalised propensity score was estimated at the median of the exercise beliefs in the first of the three tertiles. Then the whole sample was split into five strata by the estimated generalised propensity score. Within each of these five strata, we expect the distribution of, for example, age to be approximately the same in the first tertile as in the second and third tertiles combined. This was assessed using a two-sample Kolmogorov-Smirnov test. The expectation of the potential outcomes, $E[Y(z)]$, was then estimated at ten values of exercise beliefs, equally spread over the observed range of exercise beliefs. In order to compare this method with the dichotomous propensity score method, the expectation of the potential outcome, $E[Y(z)]$, was estimated using the generalised propensity score method at the median of each of the two groups of dichotomized exercise beliefs and the difference between these two expected potential outcome was compared with the previously obtained estimated of exposure effect.

7.2.5 Mixed effect models

The previous analyses all assumed that the data was independent, whereas in fact the subjects are clustered within GP surgeries. We now perform both an outcome regression analysis and a propensity score analysis taking account of the clustered nature of the data.

For the outcome regression analysis, a random-effects model of WOMAC-function at three months was fitted including the dichotomous exposure and the following baseline covariates: WOMAC-function, WOMAC-pain, WOMAC-stiffness, HAD-depression, HAD-anxiety, sex, age, height, weight, BMI, duration of symptoms, MACTAR quality of life, and allocation to rehabilitation. A random effect at the surgery level was also added. A Breusch and Pagan test for random effects was used to assess the statistical evidence of clustering.
There is no clear consensus about how to handle clustered data in a propensity score analysis. Some studies have estimated the propensity score separately within each cluster [76], some have ignored the clustering [94], and others have included cluster-level random-effects in the propensity score model. In the ESCAPE dataset, there are insufficient observations in many of the GP surgeries to estimate the propensity score separately within each surgery. The previous analysis ignored the clustering. We now adopt the third approach towards clustered data. The propensity score was modelled using a logistic regression model of dichotomized exercise beliefs on the following covariates: WOMAC-function, WOMAC-pain, WOMAC-stiffness, HAD-depression, HAD-anxiety, sex, age, height, weight, BMI, duration of symptoms, MACTAR quality of life, and allocation to rehabilitation. A random-effect was also added at the surgery level. The resulting estimated propensity score was then used to create five strata and the stratified treatment effect estimate was calculated as before. Since the variance formula calculated previously in this thesis is not valid for clustered data, a normal-based confidence interval was derived using a bootstrap estimate of variance.

7.3 Results

7.3.1 Trial characteristics

Data was collected from 54 GP practices, on 418 patients. By 6-months 81 (19%) participants had withdrawn from the ESCAPE trial. Five of these patients agreed to fill in a postal questionnaire leaving available outcome data for 342 (82%) of the patients. A further 37 (8.9%) have data missing on either the exposure variable — exercise beliefs — or at least one of the following baseline covariates: WOMAC-function, WOMAC-pain, WOMAC-stiffness, HAD-depression HAD-anxiety, sex, age, height, weight, BMI, duration of symptoms, and MACTAR quality of life. This leaves complete data on 305 (73.0%) patients.

Since most variables in this dataset are highly skewed, we report medians and ranges rather than means. The level of exercise beliefs, as measured by the questionnaire, had a median (range) of 69 (65 – 85) in the group with high exercise beliefs, and 60 (42 – 64) in the group with low exercise beliefs. The median (range) of WOMAC-function in subjects with high exercise beliefs was 15 (0 – 57) and the median in subjects with low exercise beliefs was 28 (0 – 62).
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Table 7.1 shows the baseline covariates. The demographic covariates are all well balanced between subjects with low and high exercise beliefs. Covariates measuring pain and function, however, are less balanced. Aggregate functional performance time (AFPT) appears to be slightly lower in subjects with high exercise beliefs, indicating higher objective levels of function. Similarly, baseline WOMAC-function appears to be lower in subjects with high exercise beliefs, indicating higher perceived levels of function. Depression and anxiety are marginally lower in those subjects with high exercise beliefs and health-related quality of life is slightly higher for those subjects with high exercise beliefs.

Table 7.1: Baseline data for subjects with high and low exercise beliefs. Continuous variables are reported as median (range).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Low self-efficacy</th>
<th>High self-efficacy</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex (% female)</td>
<td>70.6</td>
<td>69.9</td>
</tr>
<tr>
<td>Age (years)</td>
<td>66 (50, 91)</td>
<td>66 (51, 90)</td>
</tr>
<tr>
<td>Height (metres)</td>
<td>1.62 (1.39, 1.89)</td>
<td>1.65 (1.17, 1.97)</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>80 (48, 139)</td>
<td>79 (47, 133)</td>
</tr>
<tr>
<td>BMI</td>
<td>30.5 (21.2, 49.8)</td>
<td>28.4 (19.2, 51.3)</td>
</tr>
<tr>
<td>Symptom duration (yrs)</td>
<td>6.0 (0.2, 60.0)</td>
<td>5.0 (0.3, 56.0)</td>
</tr>
<tr>
<td><strong>Pain and function</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WOMAC-function</td>
<td>32 (0, 65)</td>
<td>21 (0, 55)</td>
</tr>
<tr>
<td>WOMAC-pain</td>
<td>8 (0, 20)</td>
<td>6 (0, 17)</td>
</tr>
<tr>
<td>WOMAC-stiffness</td>
<td>4 (0, 8)</td>
<td>4 (0, 8)</td>
</tr>
<tr>
<td>AFPT</td>
<td>58.5 (28.0, 282.0)</td>
<td>44.6 (24.4, 225.7)</td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAD-anxiety</td>
<td>7 (0, 21)</td>
<td>5 (0, 17)</td>
</tr>
<tr>
<td>HAD-depression</td>
<td>5 (0, 19)</td>
<td>3 (0, 14)</td>
</tr>
<tr>
<td><strong>Health-related quality of life</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MACTAR</td>
<td>30 (19, 40)</td>
<td>33 (21, 40)</td>
</tr>
<tr>
<td><strong>Trial variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Allocated to treatment (%)</td>
<td>67.3</td>
<td>64.8</td>
</tr>
</tbody>
</table>

7.3.2 Outcome regression analysis

The first outcome regression model of WOMAC-function at six months containing all candidate covariates estimated that the effect of high exercise beliefs was
-2.92 (-5.38, -0.45), indicating an improvement in self-reported function. Standard model checks identified significant evidence of heteroskedasticity, (p = 0.01, Cook-Weisberg test). The second model, using a stepwise procedure including all candidate covariates plus quadratic and natural logarithm terms for each continuous covariate and all one-way interactions with sex, selected a model containing 31 covariates. The effect of high exercise beliefs on WOMAC-function at six months was estimated by this model as -3.43 (-5.93, -0.92), a slightly greater estimate of effect than the previous regression model. This second, less parsimonious model also showed some evidence of heteroskedasticity, (p = 0.06, Cook-Weisberg test). No other violation of the model assumptions was detected for either outcome regression model.

7.3.3 Propensity score analysis

Imposing the common support condition resulted in the deletion of five subjects. Figure 7.1 shows a histogram of the estimated propensity score, along with a kernel density estimate. The density appears to be fairly continuous with a range from 0.1 to 0.93. Figure 7.2 shows boxplots of the distribution of the estimated propensity score within each of the five strata, for subjects with high and low exercise beliefs. The distribution of the propensity score across exposure groups appears to be fairly balanced within strata, although two-sample Kolmogorov-Smirnov tests indicate some evidence of imbalance in the second and fifth strata (p = 0.09, p = 0.05). Two-sample Kolmogorov-Smirnov tests (results not shown) indicate no evidence of within-strata covariate imbalance across exposure groups among the covariates measuring pain and function, although there is some evidence of imbalance of the duration of symptoms.

Figure 7.1: Histogram and kernel density estimate of the propensity score.
7.3 Results

Figure 7.2: Boxplots of the estimated propensity score within strata, for subjects with high and low exercise beliefs.

Stratification by this propensity score, using five equal-sized strata, estimated that the effect of high exercise beliefs on WOMAC-function at six months was -2.99. Estimated variance components are shown in Table 7.2. Estimation of the propensity score is estimated to have reduced the variance of the effect estimate by about 34.9%. Normal-based confidence intervals obtained using the variance estimated by the sum of the four variance components and using the variance estimated by the direct method described in Chapter 6 are respectively: (-5.60, -0.37) and (-5.73, -0.24). All conditions required for the validity of the variance formulae calculated earlier in the thesis (listed in detail in Chapter 3) appeared to be satisfied. The bias-corrected and accelerated confidence interval is: (-6.07, 0.19). The first two confidence intervals indicate that higher exercise beliefs are associated with a significant improvement in self-reported function. The bootstrap confidence interval is slightly wider and includes zero.

7.3.4 Continuous exercise beliefs

Two-sample Kolmogorov-Smirnov tests indicated evidence of imbalance of baseline WOMAC-function between different levels of exercise beliefs, conditional on the gen-
Table 7.2: Estimated variance components for the stratified estimate of the effect of high exercise beliefs on WOMAC-function at 6 months.

<table>
<thead>
<tr>
<th>Component</th>
<th>Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_1$</td>
<td>815.6</td>
</tr>
<tr>
<td>$V_2$</td>
<td>0.11</td>
</tr>
<tr>
<td>$V_3$</td>
<td>-284.4</td>
</tr>
<tr>
<td>$V_4$</td>
<td>4.03</td>
</tr>
</tbody>
</table>

Therefore, baseline WOMAC-function was added to the regression model of WOMAC-function at six months on the generalised propensity score and exercise beliefs. This resulted in the estimated dose-response function shown in Figure (7.3). The relationship between exercise beliefs and WOMAC-function appears to be fairly linear, with higher exercise beliefs being associated with lower WOMAC-function (less disability). In order to compare this method with the previous propensity score analysis, the dose-response function was evaluated at levels of exercise beliefs of 60 and 69, the median exercise beliefs in the high and low exercise belief groups used in previous analyses. This estimated that the effect of high versus low exercise beliefs on WOMAC-function at six months was -3.22.

Figure 7.3: Estimated dose-response function for WOMAC-function at six months for a range of exercise beliefs.
7.3.5 Mixed-effects models

A mixed-effects model of WOMAC-function at six months including all candidate covariates, the dichotomised exercise beliefs, and a random effect of surgery estimated that the effect of high exercise beliefs was $-2.51 (-4.96, -0.06)$. The Breusch and Pagan test for random effects showed no evidence of a surgery level effect ($p = 0.76$).

The propensity score was modelled as before but with the addition of a random effect for surgery. The stratified treatment effect estimate was calculated as before with the resulting estimated propensity score. As before, two-sample Kolmogorov-Smirnov tests showed no evidence of imbalance of covariates within strata between subjects with high and low exercise beliefs, other than the duration of symptoms. Since the variance formula calculated earlier in this thesis assumed that the propensity score was calculated using a logistic regression model with no random effects, a normal-based bootstrap confidence interval was calculated. This analysis estimated that the effect of high exercise beliefs on WOMAC-function at six months was $-3.03 (-6.02, -0.05)$.

7.4 Discussion

7.4.1 Comparison of methods

Table 7.3 shows the estimates of the effect of high exercise beliefs on WOMAC-function at six months with 95% confidence intervals from each of the methods used in this analysis. All methods produce similar point estimates. The highest estimate of effect comes from the non-parsimonious outcome regression model, and the lowest comes from the outcome regression model including a surgery-level random effect. Only the confidence interval using the bias-corrected and accelerated bootstrap confidence interval in the propensity score analysis includes zero.

For this analysis, the conditions for the validity of the formula for the variance of the stratified treatment effect estimate assuming that the propensity score is estimated using a correctly specified logistic regression model appeared to be satisfied. The resulting variance, when calculated using either the component or the direct method, was similar to the variances from the outcome regression models. However, simulations carried out in Chapter 5 suggest that a sample size of about $n = 2,000$ is needed.
Table 7.3: Point estimates and 95% confidence intervals for the effect of high exercise beliefs on WOMAC-function at 6 months.

<table>
<thead>
<tr>
<th>Method</th>
<th>Estimate (Lower, Upper)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outcome regression with all covariates</td>
<td>-2.92 (-5.38, -0.15)</td>
</tr>
<tr>
<td>Less parsimonious outcome regression</td>
<td>-3.43 (-5.93, -0.92)</td>
</tr>
<tr>
<td>Propensity score (components variance estimate)</td>
<td>-2.99 (-6.29, -0.76)</td>
</tr>
<tr>
<td>Propensity score (direct variance estimate)</td>
<td>-2.99 (-6.27, -0.78)</td>
</tr>
<tr>
<td>Propensity score (BCa bootstrap variance)</td>
<td>-2.99 (-6.07, 0.19)</td>
</tr>
<tr>
<td>Generalised propensity score</td>
<td>-3.22 -</td>
</tr>
<tr>
<td>Outcome regression with random effects</td>
<td>-2.51 (-1.96, -0.06)</td>
</tr>
<tr>
<td>Propensity score with random effects</td>
<td>-3.03 (-6.02, -0.05)</td>
</tr>
</tbody>
</table>

for the asymptotic variance to be close to the finite-sample variance. Therefore, the bootstrap confidence interval may be preferable in this situation.

The main limitation of this study is the sample size. Data was available only on 418 subjects. Propensity score methods are typically used on larger datasets. Balance is more readily achieved in such datasets and, for example, whilst in such a small dataset a non-significant test for within-strata balance may be due to the small within-strata sample sizes, in a larger dataset any imbalance would be more likely to be detected.

The propensity score method used for continuous exposure variables could not balance an important prognostic covariate, baseline WOMAC-function, and so the method had to be adapted to produce a reasonable estimate. In a larger sample this problem would be much less likely to occur.

7.4.2 Possible extensions of the analysis

When analysing an observational dataset that has also been used as part of a randomized trial, it is often possible to use the random treatment allocation as an instrumental variable [101]. In this case, however, the exposure of interest has a very weak correlation with allocation to treatment, which precludes an instrumental variables approach (p = 0.624, t-test of continuous exercise beliefs by allocation to treatment).

Various methods have been proposed to deal with missing data in the context of propensity scores. Rosenbaum and Rubin suggest a pattern-mixture model based approach [85]. When there are only missing discrete covariates, this method is equivalent to creating a ‘missing’ category for each covariate with missing values. Alternatively,
when there are only a few missing data patterns, a separate logistic regression model can be fitted for each pattern. In this dataset, however, the missing values are all in continuous covariates so the first method cannot be used. Furthermore, there are too many different missing data patterns to use the second. More complex alternatives have been proposed [19] but these are often difficult to implement and there is, as yet, no available software that performs such analyses on general datasets. General missing data methods such as multiple imputation would be a better approach with this dataset.

7.4.3 Clinical significance

This study offers additional evidence of the importance of a patient's belief in the efficacy of an intervention on the outcome. In particular, we found that the higher a patient's belief in their ability to improve their chronic knee pain through exercise, the lower their self-reported disability when measured six months later. A patient's belief in their ability to influence their condition is not an unchanging characteristic. It can be modified through, for example, educational classes or stress-management classes. Various self-management programmes, that attempt to enhance coping skills for better symptom management, have been studied and found to be effective [33] [35].

The magnitude of the effect of high exercise beliefs on WOMAC-function is small, in clinical terms. It is, however, comparable with the size of the effect of the exercise program that the ESCAPE trial was designed to assess [45]. If safe but effective interventions to raise beliefs about exercise could be produced, then it might be possible to substantially reduce the disability and the socioeconomic costs associated with chronic knee pain in the elderly.
8.1 Summary

In this thesis we began by placing the various propensity score methods in a clear, cohesive framework in order to better understand how they relate to each other. This was used to consider how we might expect each method to behave in different situations.

We then moved on to ascertain the theoretical properties of the stratified treatment effect estimator, the estimator obtained by stratification on the propensity score. We derived conditions under which this estimator is consistent and asymptotically normal. We then calculated its variance, demonstrating that this variance is distinct from the variance used routinely in epidemiological applications. Simulation studies suggest that the variance of the stratified treatment effect estimator, assuming that the propensity score is estimated using a correctly specified logistic regression model, is always smaller than the variance when the propensity score is known. This, in turn, suggests that the variance used in applications is producing hypothesis tests and confidence intervals that are too conservative.

We calculated the conditional variance of the stratified treatment effect estimator given the observed treatment and covariates and, by marginalising this conditional variance, demonstrated that the variances calculated previously in the thesis are asymptotic marginal variances.

We developed a method for estimating the variance of the stratified treatment effect estimator from a sample dataset using kernel density estimation methods, which we called the components method. For most datasets this estimates the variance well. However, occasionally the variance is greatly overestimated. It is not, at present, clear when this is likely to happen or how we can avoid this problem.
8.2 Strengths and weaknesses of this thesis

We also developed a second, quicker, but less consistent method of estimating the variance of the stratified treatment effect estimator, which we referred to as the direct method. This method produces an unacceptably large variance estimate more frequently than the components method.

Simulation studies were used to compare the frequentist properties of normal-based confidence intervals for the stratified treatment effect estimate using the variance formulae derived in this thesis and bootstrap confidence intervals. Despite the odd large variance estimate, the confidence intervals constructed using the variance estimated by the components method appeared to have good theoretical properties, as did the pragmatic (but biased) approach of taking the direct estimate of variance but substituting the routinely-used variance when the direct estimate was obviously too large.

We ended by applying these methods to an example dataset, demonstrating that the results derived in this thesis produced similar inference to a well conducted outcome regression analysis.

8.2 Strengths and weaknesses of this thesis

8.2.1 Strengths

The framework proposed in Chapter 2 clearly ties the various propensity score methods together, allowing hypotheses to be more easily formed about the behaviour that can be expected from each of the methods in various situations. This was applied to the issue of the implications of estimating the propensity score. A similar approach can also be used to think about the effect of, for example, non-linearities and interactions on each of the methods.

The explicit variance formula for the stratified treatment effect estimator clearly shows the four sources of variance that effect the estimator. This throws up some unexpected conditions about, for example, the placing of strata boundaries. In particular, we found that when viewed from a marginal frequentist perspective, placing a strata boundary at a point in which the probability distribution of the propensity score is low
often results in a large increase in both the finite-sample and the asymptotic variance. The mathematical discussion of the four variance components clearly shows that the estimation of the strata boundaries will always increase the variance, although we show that the increase can be expected to be negligible. The discussion of the third and fourth variance, along with empirical evidence both in this thesis and in other studies, provides a reasonable argument that the estimation of the propensity score will always reduce the variance of the stratified treatment effect estimate.

The careful calculation of the conditional variance, and its marginalisation over the distribution of treatment and covariates, shows the link, in this problem, between the variance formula used typically in applications of stratification on the propensity score, conditional variance estimates such as those typically used in regression models, and marginal variance estimates such as the ones calculated in this thesis.

### 8.2.2 Weaknesses

Although we have focussed, for most of this work, on stratification on the propensity score, there is growing interest in the doubly robust methods of analysis. It is likely that this method produces less biased and less variable estimates than does stratification on the propensity score. However, despite this limitation of the analysis method studied, whilst epidemiologists continue to use stratification on the propensity score it is important to develop methods that improve the inferences obtained using that method as well as developing new methods.

The marginal variance of the stratified treatment effect estimate was calculated in this thesis. Some epidemiologists would argue that we should only attempt to estimate causal parameters for the sample at hand [69] and therefore we would use a conditional variance, given the observed covariate distributions. However, we often wish to generalise our results to a wider population. For example, in public health, we may wish to estimate the treatment effect we would see if we chose to make an intervention available throughout the country, in which case the most appropriate variance would be the marginal variance. Moreover, conditioning on a variable that has no intrinsic meaning seems rather arbitrary, whereas marginalising over it is philosophically a more attractive approach.
One of the initial aims of this thesis was to use the variance formula to show that the estimation of the propensity score always reduces the variance of the stratified treatment effect estimator — a result which has been proven for other propensity score methods. Unfortunately, this was not possible due to the complex nature of the variance formula.

The variance formula derived in this thesis, when the propensity score is estimated, is rather complex and involves unknown derivatives. The methods developed to estimate the variance using kernel density estimation are promising but still have several drawbacks. The variance is occasionally drastically overestimated, especially with the second method of estimation, the direct method. It is not clear at present whether we can reduce this error in any way or whether we could develop methods that could tell us whether the kernel density estimation methods are likely to work for a particular dataset. A bootstrap estimate of variance, or confidence interval, has attractive theoretical properties in this situation and may be an easier and more practical solution.

The simulation studies used to assess the accuracy and the convergence rates of the variance formulae all contained the same structure of covariates so these methods have not been tested on a wide variety of situations. Furthermore, in all examples used, the propensity scores were created from a combination of normal covariates. These examples are therefore likely to show the gaussian-kernel-based methods at their best. It would be sensible to try the methods on propensity score distributions that are less close to the normal distribution.

The variance formulae calculated in this thesis are not easily extendible to more complex situations. The direct method is more promising in this respect, but there is still work to be done making this method less prone to substantial error if this is to be applied to other situations.

8.3 Further work

Further work is needed looking at the kernel density estimation method to estimate the variance of the stratified treatment effect estimate. For the components method, a promising idea is to use kernel density estimation techniques to estimate the third variance component as well as the fourth. Since these two components overlap greatly
in terms of the error measured, the two terms substantially cancel one another out. If both components are estimated with error where the error is in the same direction for each, then the subtraction of one estimate from the other will cancel out some of the error. Simulation studies are needed to assess the large sample properties of such a method. This solution will not increase the accuracy of the direct method. Methods that can identify situations where the direct method is likely to fail or that reduce the magnitude or frequency of the mis-estimation of the variance using the direct method would be useful.

The variance formulae derived in this thesis can be applied to the estimation of \( \text{E}[Y_1] - \text{E}[Y_0] \) for any type of data. If the data is continuous, this is the usual estimate of treatment effect. If the data is binary, this is the risk difference. Whilst the risk difference can only be used in observational datasets that are representative samples from the population, when this is the case, the risk difference may be the quantity of interest, in which case the variance formulae derived in this thesis can be used. Note, however, that with small samples or probabilities of success (or failure) close to zero or one, the normal-based confidence intervals may cross zero or one.

The variance calculation in this thesis could be extended to calculate the marginal variance for the estimate of an odds ratio, using stratification on the propensity score. However, given the results of this calculation, it may be more sensible to use bootstrap methods, since it is likely that the explicit variance formula for the odds ratio variance will also be complex and hard to estimate.

A Bayesian approach would be possible here, which would avoid the problem of the estimation of the variance components since we would estimate the variance by the variance of the posterior distribution. However, the goal here is to provide a simple method of analysis that is clear and easily applied. Whilst the kernel density estimation of the variance components is not simple, the frequentist point estimate is simple, and an epidemiologist using the method would not need to understand the kernel density estimation methods to make inferences from the resulting confidence intervals. A Bayesian analysis is more complex to apply and often involves specialist software. Therefore, we do not pursue the Bayesian option further.

On a more general level, more work is needed to look at situations in which propensity score methods are likely to produce 'better' results than the standard regression
analyses. Also, studies comparing the various propensity score methods, looking at situations where one method outperforms the others, would be instructive. In particular, the discussion in Chapter 2 suggests that the covariate-adjustment method of including the propensity score as a covariate is both the most likely to produce biased estimates of effect and the most popular choice of propensity score method. Clear guidelines indicating when each propensity score method is likely to work well would be very beneficial for epidemiologists and statisticians wishing to use propensity score methodology to estimate causal effects.

8.4 Practical implications for epidemiologists

We would recommend that propensity score methods be used when the treatment or exposure is common, and thus the propensity score can be well estimated, and the assumptions of a standard outcome regression model may be questionable. For example, when there are non-linear relationships between covariates and the outcome, it may be easier to use a propensity score than to correctly model the non-linearity. Situations in which the outcome is rare but the treatment is common are also suitable for propensity score analyses.

When using the method of stratification on the propensity score, we would recommend that the variance $V_e[\hat{\beta}^s]$ should be used in applications, rather than $V_h[\hat{\beta}^s]$ as is routinely used at the moment, since the latter appears to produce conservative hypothesis tests and confidence intervals. It is fairly easy to violate the conditions necessary for the validity of the variance formulae, $V_h[\hat{\beta}^s]$ and $V_e[\hat{\beta}^s]$. In most cases, however, we would expect these violations to be apparent during the analysis of the dataset.

The investigation of the convergence rates of the variance formulae suggest that, ideally, a sample size of at least 2,000 should be used for the variance estimator to be valid. Therefore, with small sample sizes we recommend that a bootstrap estimate of variance should be used. However, in our example dataset, the variance estimator of $V_e[\hat{\beta}^s]$ was very similar to that obtained using standard regression analysis. Since the modelling assumptions appeared to be fairly well satisfied in this case, this suggests that our variance estimator was valid in this dataset, even with such a small sample size.
The confidence intervals using kernel density estimation are appealing in that they are non-parametric, much quicker than bootstrap confidence intervals, and there is some indication that they have nice theoretical properties — nominal coverage and a smaller average confidence interval length than the bootstrap confidence intervals. In particular, this will be useful in simulation studies comparing stratification on the propensity score with other methods since, previously, such simulations were limited by computation time. When the conditions for the validity of the variance formula \( V_e(\hat{\beta}) \) appear to be satisfied, and the sample size is relatively large, we would recommend use of the components method to derive a confidence interval for the stratified treatment effect estimate. When the conditions are not satisfied, and the problem cannot be modified to satisfy them, bootstrap methods can be used. This, however, is very computer-intensive when large datasets are used. In such situations, a jack-knife estimate of variance is likely to be the best approach.

If using a marginal frequentist approach to inference, it is important to make sure that the strata boundaries do not fall in areas where the probability density function of the propensity score is particularly low, as this results in large increases in variance.

Although various missing data methods have been developed to use within a propensity score context, we found that in practice their application is limited. Until software is available to help epidemiologists and statisticians implement these methods, it seems at present easier to use standard missing data methods, such as multiple imputation.
Appendix A

Proof of Theorem 3.1

A.1 Introduction

In this appendix we investigate the asymptotic properties of the stratified treatment effect estimator, \( \hat{\beta}^s \), assuming that the propensity score is a known function of the observed covariates. We begin, in Section A.2, by using standard asymptotic theory to demonstrate that \( \hat{\beta}^s \) is a consistent estimator of \( \beta_o^s \). We then, in Section A.3, show that \( \hat{\beta}^s \) is asymptotically normally distributed. We finish by determining its asymptotic variance using M-estimation theory, in Section A.4.

This appendix uses the notation given in Section 3.1.1. In order to ease our way into the proof, we give a brief review of the estimator, \( \hat{\beta}^s \), and the estimating equations used to obtain it.

A.1.1 Estimating the stratified treatment effect

In the notation of Section 3.1.1, where, for subject \( i \), \( Y_i \) and \( Z_i \) denote the outcome and treatment, \( \hat{S}_{si} = 1[\hat{q}(i-1) \leq p_o(x) < \hat{q}] \) is an indicator for the \( s^{th} \) sample stratum, \( r_s \) is the fraction of the sample in the \( s^{th} \) stratum, and \( \hat{d}_s \) is the fraction of the sample who are treated and in the \( s^{th} \) sample stratum, the stratified treatment effect estimator is

\[
\hat{\beta}^s = \frac{1}{n} \sum_{s=1}^{K} r_s \sum_{i=1}^{n} \left( \frac{Y_i Z_i \hat{S}_{si}}{\hat{d}_s} - \frac{Y_i (1 - Z_i) \hat{S}_{si}}{r_s - \hat{d}_s} \right).
\]

\( ^1 \)We show that \( \hat{\beta}^s \) is consistent for the population parameter \( \beta_o^s \). Since this is usually different from the population average causal treatment effect, \( \beta_o \), this means that \( \hat{\beta}^s \) will usually not be consistent for \( \beta_o \).
As discussed in Chapter 3, we obtain \( \hat{\beta}^s \) as a component of the vector solution to the set of estimating equations

\[
\sum_{i=1}^{n} \psi(Y_i, Z_i, X_i; \beta^s, d, q) = 0 \quad (A.1)
\]

We call the solution \( \hat{\theta} \), defined by \( \hat{\theta}^T = (\hat{\beta}^s, \hat{\alpha}^T, \hat{q}^T) \), where the population values of these parameters are: \( q_0 \), the population strata boundaries, \( d_0 \), the population probabilities of being both treated and in each stratum, and \( \beta_0^s \), the 'true' stratified treatment effect.

The estimating equations (A.1) are defined by \( \psi^{2K \times 1} \) where \( \psi^T = (\psi_1, \psi_2, \psi_3^T) \), with

\[
\psi_1^{1 \times 1} (Y_i, Z_i, X_i; \beta^s, d, q) = \left( \sum_{s=1}^{K} r_s \left( \frac{Y_i Z_i S_{si}}{d_s} - \frac{Y_i (1-Z_i) S_{si}}{r_s-d_s} \right) - \beta^s \right)
\]

\[
\psi_2^{K \times 1} (Z_i, X_i; d, q) = \begin{pmatrix}
Z_i S_{i1} - d_i \\
\vdots \\
Z_i S_{iK} - d_K
\end{pmatrix}
\]

\[
\psi_3^{(K-1) \times 1} (X_i; q) = \begin{pmatrix}
S_{i1} - r_1 \\
\vdots \\
S_{(K-1)i} - r_{(K-1)}
\end{pmatrix},
\]

where \( S_{si} = 1_{[q_{s-1} \leq p_s(x) < q_s]} \) is an indicator for the \( s^{th} \) stratum. We define \( q_0 = 0 \) and \( q_K = 1 \). We now use this representation of the estimation process to ascertain the theoretical properties of the stratified treatment effect estimator, \( \hat{\beta}^s \).

A.2 Consistency

We now show that each component of the estimator \( \hat{\theta}^T = (\hat{\beta}^s, \hat{\alpha}^T, \hat{q}^T) \) is consistent. We begin by establishing the consistency of the estimated strata boundaries, \( \hat{\alpha} \). We then consider the consistency of the estimates of the probabilities of being treated and in each stratum, \( \hat{d} \), treating the strata boundaries as nuisance parameters. Given the consistency of both \( \hat{q} \) and \( \hat{d} \), we then demonstrate the consistency of the stratified treatment effect estimator, \( \hat{\beta}^s \).
A.2 Consistency

A.2.1 Consistency of the estimated strata boundaries

Intuitively, we would expect the estimated strata boundaries, \( \hat{\mathbf{q}} = (\hat{q}_1, \ldots, \hat{q}_{K-1})^T \) to be consistent estimators of the population strata boundaries, \( \mathbf{q}_0 = (q_{10}, \ldots, q_{(K-1)0})^T \), which are defined as the quantiles of the population distribution of the propensity score that split the population into strata containing fractions \( (r_1, \ldots, r_K)^T \) of the population. We obtain \( \hat{\mathbf{q}} \) by solving the estimating equations \( \sum_{i=1}^n \psi_3(X_i; \mathbf{q}) = 0 \), for \( \mathbf{q} \), where \( \psi_3 \) is defined in Section A.1. We now show that the estimate of the first strata boundary, \( \hat{q}_1 \), is a consistent estimator of the \( q_{10} \) quantile of the population distribution of the propensity score, \( q_{10} \). The consistency of the estimators of all other strata boundaries can be demonstrated in the same way.

The quantile \( q_{10} \) is estimated by solving the first component of the set of estimating equations \( \sum_{i=1}^n \psi_3(X_i; \mathbf{q}) = 0 \), which is

\[
\sum_{i=1}^n (S_{1i} - r_1) = \sum_{i=1}^n (\mathbf{1}_{0 \leq \rho(X_i) < q_1} - r_1) = 0.
\]

Equivalently, if we define

\[
\text{sign}(a) = \begin{cases} 
1 & \text{if } a > 0 \\
-1 & \text{if } a < 0 \\
0 & \text{otherwise}
\end{cases}
\]

then we can estimate \( q_{10} \) by solving the estimating equation

\[
\Psi_n(q_1) \equiv \frac{1}{n} \sum_{i=1}^n \text{sign}(\rho(X_i) - q_1) + (2r_1 - 1) = 0.
\]

In order to establish consistency of this sample quintile, we now use the following lemma from van der Vaart [108, p.47]. This lemma is concerned with the situation where the estimated parameter, \( \hat{\theta} \), is obtained as the solution to an estimating equation \( n \Psi_n(\theta) = 0 \) where \( \Psi_n(\theta) = \frac{1}{n} \sum_{i=1}^n \psi(\theta) \).

**Lemma A.1** Let \( \Theta \) be a subset of the real line and let \( \Psi_n \) be random functions and \( \psi \) a fixed function of \( \theta \) such that \( \Psi_n \xrightarrow{P} \Psi \) for every \( \theta \). Assume that each map \( \theta \rightarrow \Psi_n(\theta) \) is continuous and has exactly one zero, \( \hat{\theta}_n \), or is non-decreasing with \( \Psi_n(\theta) = \omega_p(1) \). Let \( \theta_0 \) be a point such that \( \Psi(\theta_0 - \epsilon) < 0 < \Psi(\theta_0 + \epsilon) \) for every \( \epsilon > 0 \). Then \( \hat{\theta} \xrightarrow{P} \theta_0 \).
By the law of large numbers, as \( n \to \infty \), for any \( q_1 \),

\[
\Psi_n(q_1) \overset{P}{\to} \Psi(q_1) = \mathbb{E} \left[ \text{sign} (p_o(X) - q_1) \right] + 2r_1 - 1
= 2(r_1 - \mathbb{P}(p_o(X) < q_1)).
\]

The map \( q_1 \to \Psi_n(q_1) \) is non-increasing. So in order to prove consistency of \( \hat{q}_1 \), we merely need to show that there exists a value \( q_{10} \) such that, for every \( \epsilon > 0 \),

\[
\Psi(q_{10} + \epsilon) < 0 < \Psi(q_{10} - \epsilon).
\]

The equation \( \Psi(q_1) = 0 \) is solved by \( q_{10} \), the \( r_1^{th} \) quantile of the population distribution of the propensity score, since \( \mathbb{P}(p_o(X) < q_{10}) = r_1 \). If the cumulative distribution function of the propensity score is strictly monotone and continuous at \( q_{10} \) then for every \( \epsilon > 0 \),

\[
\Psi(q_{10} - \epsilon) = 2(r_1 - \mathbb{P}(p_o(X) < q_{10} - \epsilon)) > \Psi(q_{10}).
\]

In this way we see that

\[
\Psi(q_{10} + \epsilon) < \Psi(q_{10}) = 0 < \Psi(q_{10} - \epsilon).
\]

Therefore, applying Lemma A.1 shows that \( \hat{q}_1 \overset{P}{\to} q_{10} \). Under the same condition on the cumulative density function of the propensity score, we note further that the quantile \( q_{10} \) is unique and therefore globally identifiable. This condition will be needed later to demonstrate the consistency of other parameters.

We finally note that the \( r_s^{th} \) quantile of the sample distribution of the propensity score, \( \hat{q}_s \), can be obtained by solving the estimating equation

\[
\Psi_n(q_s) \equiv \sum_{i=1}^{n} \text{sign} (p_o(X_i) - q_s) + (2(r_1 + \ldots + r_s) - 1) = 0.
\]

This parameterization removes the apparent dependency of the estimated strata boundaries on the other estimates and so the argument above can again be applied to show that \( \hat{q}_s \) is consistent and that \( q_{s0} \) is globally identifiable.
A.2 Consistency

A.2.2 Consistency of the estimated probabilities of being treated and in each stratum

We now consider the consistency of \( \hat{d} = (\hat{d}_1, ..., \hat{d}_K)^T \), the estimated probabilities of being treated and in each stratum. These are obtained by solving the estimating equation \( \sum_{i=1}^n \psi_2(Z_i, X_i; \hat{q}, \hat{d}) = 0 \), where \( \psi_2 \) is defined in Section A.1. The parameters \( \hat{d} \) depend on the estimated strata boundaries, \( \hat{q} \). Therefore, we need to take the estimation of the strata boundaries into account when we consider the consistency of \( \hat{d} \).

Consistency in the presence of a nuisance parameter

In order to demonstrate consistency in the presence of nuisance parameters, we use a theorem from Giurcanu and Trinidade [29]. The theorem considers consistency of an estimator, \( \hat{\theta}_2 \), under consistent estimation of a nuisance parameter, \( \theta_1 \). The estimator of interest, \( \hat{\theta}_2 \), is obtained by finding the value of \( \theta_2 \) that maximises a (criteria) function \( M_n(\hat{\theta}_1, \theta_2) \). The notation \( b^* = \text{arg max}_b M_n(a, b) \) defines \( b^* \) as the value of \( b \) that maximises the function \( M_n(a, b) \).

Theorem A.1 Let \( \theta_o = (\theta_{1o}, \theta_{2o}) \) define the population values of the two parameters, assumed to be an interior point of the parameter space, \( \Theta \). Let also \( M(\theta_1, \theta_2) \) and \( M_n(\theta_1, \theta_2) \) be the population and sample criteria functions respectively, where we have \( \theta_{2o} = \text{arg max}_{\theta_2} M(\theta_{1o}, \theta_2) \). Suppose that \( \hat{\theta}_1 \) is a consistent estimator of \( \theta_{1o} \), and \( \hat{\theta}_2^* (\hat{\theta}_1) = \text{arg max}_{\theta_2} M_n(\hat{\theta}_1, \theta_2) \). Assume further that the following conditions hold:

(i) For all \( \theta_1 \), \( M_n(\theta_1, \theta_2) \) is concave in \( \theta_2 \) with probability tending to 1;

(ii) \( \theta_o = (\theta_{1o}, \theta_{2o}) \) is globally identifiable;

(iii) \( M(\theta_1, \theta_2) \) is locally Lipschitz in \( \theta_1 \), uniformly in \( \theta_2 \), in a neighbourhood of \( \theta_o \). That is, for all \( (\theta_1, \theta_2) \) and \( (\theta'_1, \theta'_2) \) in a neighbourhood of \( \theta_o \), there exists a constant \( k \) such that \( |M(\theta_1, \theta_2) - M(\theta'_1, \theta'_2)| \leq k |\theta_1 - \theta'_1| \).

Then \( \hat{\theta}_2 \equiv \hat{\theta}_2^*(\hat{\theta}_1) \xrightarrow{p} \theta_{2o} \).

Consistency in the presence of many nuisance parameters

Theorem A.1 deals with the situation where there is a single nuisance parameter. In our problem, however, there are many nuisance parameters and we therefore need to
generalise the theorem to cover these situations. Inspection of the proof of Theorem A.1 shows that the nuisance parameter $\theta_1$ enters the proof only through the condition that for every $\epsilon > 0$, as $n \to \infty$,

$$\mathbb{P}(\sup_{\theta_2 \in C} | M(\hat{\theta}_1, \theta_2) - M(\theta_{1o}, \theta_2) | \geq \epsilon/2) \to 0,$$

where $C$ represents a neighbourhood of $\theta_{2o}$. This is ensured by condition (iii) of the theorem. We now consider the situation where there are two nuisance parameters, $\theta_1 = (\theta_{1a}, \theta_{1b})$ with population values $\theta_{1o} = (\theta_{1ao}, \theta_{1bo})$, where $\theta_2$ is estimated by maximising the criteria function $M(\theta_{1a}, \theta_{1b}, \theta_2)$. The same proof would show that

$$\hat{\theta}_2 = \hat{\theta}_2^*(\hat{\theta}_{1a}, \hat{\theta}_{1b}) \overset{p}{\to} \theta_{2o},$$

provided that, for every $\epsilon > 0$ as $n \to \infty$,

$$\mathbb{P}(S \geq \epsilon/2) \to 0, \quad (A.2)$$

where

$$S = \sup_{\theta_2 \in C} | M(\hat{\theta}_{1a}, \hat{\theta}_{1b}, \theta_2) - M(\theta_{1ao}, \theta_{1bo}, \theta_2) |.$$

Under two Lipschitz conditions, rather than the single one used in Theorem A.1, we can show that (A.2) holds. To begin with,

$$\mathbb{P}(S \geq \epsilon/2) \leq \mathbb{P}(S_1 + S_2 \geq \epsilon/2),$$

where

$$S_1 = \sup_{\theta_2 \in C} | M(\hat{\theta}_{1a}, \hat{\theta}_{1b}, \theta_2) - M(\hat{\theta}_{1a}, \theta_{1bo}, \theta_2) |,$$

$$S_2 = \sup_{\theta_2 \in C} | M(\hat{\theta}_{1a}, \theta_{1bo}, \theta_2) - M(\theta_{1ao}, \theta_{1bo}, \theta_2) |.$$

Suppose there exist Lipschitz constants $k_1$ and $k_2$ such that for all $(\theta_{1a}, \theta_{1b}, \theta_2)$, $(\theta'_{1a}, \theta'_{1b}, \theta_2)$ and $(\theta_{1a}, \theta'_{1b}, \theta_2)$ in a neighbourhood of $\theta_o$,

$$| M(\theta_{1a}, \theta_{1b}, \theta_2) - M(\theta'_{1a}, \theta_{1b}, \theta_2) | \leq k_1 | \theta_{1a} - \theta'_{1a} |,$$

$$| M(\theta_{1a}, \theta_{1b}, \theta_2) - M(\theta_{1a}, \theta'_{1b}, \theta_2) | \leq k_2 | \theta_{1b} - \theta'_{1b} |.$$

Using the Lipschitz constants $k_1$ and $k_2$,

$$\mathbb{P}(S_1 + S_2 \geq \epsilon/2) \leq \mathbb{P}(k_1 | \hat{\theta}_{1a} - \theta_{1ao} | + k_2 | \hat{\theta}_{1b} - \theta_{1bo} | \geq \epsilon/2) \to 0,$$

since $\hat{\theta}_{1b} \to \theta_{1ao}$ and $\hat{\theta}_{1b} \to \theta_{1o}$. Then condition (A.2) is satisfied and so we have the required consistency, $\hat{\theta}_2 = \hat{\theta}_2^*(\hat{\theta}_{1a}, \hat{\theta}_{1b}) \overset{p}{\to} \theta_{2o}$.
Therefore, if we have more than one nuisance parameter, we merely replace condition (iii) in Theorem A.1 by the following condition:

(iii*) Suppose the nuisance parameter is $\theta_1^{L \times 1} = (\theta_{11}, ..., \theta_{1L})$ and the parameter of interest, $\theta_2$, is obtained by maximising the sample criteria function $M_n(\theta_1, \theta_2)$. Then suppose there exists Lipschitz constants $k_1, ..., k_L$ such that, for $l = 1, ..., L$, for all $\theta$ and $\theta'$ in a neighbourhood of $\theta_o$,

$$| M(\theta) - M(\theta') | \leq k_l | \theta_{1l} - \theta'_{1l} |,$$

where $\theta = (\theta_{11}, ..., \theta_{1l}, ..., \theta_{1L}, \theta_2)$ and $\theta' = (\theta_{11}, ..., \theta'_{1l}, ..., \theta_{1L}, \theta_2)$. Then provided that all other conditions of Theorem A.1 are satisfied, we have the required consistency, $\hat{\theta}_2 \equiv \hat{\theta}_2^*(\hat{\theta}_1) \overset{p}{\rightarrow} \theta_2^o$.

An application of Theorem A.1

We now apply the generalised version of Theorem A.1 to $\hat{\mathbf{d}} = (\hat{d}_1, ..., \hat{d}_K)^T$, the estimated probabilities of being treated and in each stratum. These probabilities are obtained by solving the set of estimating equations

$$\sum_{i=1}^{n} \psi_2(Z_i, X_i; \mathbf{d}, \hat{\mathbf{q}}) = 0,$$

where $\psi_2$ is defined in Section A.1. We now demonstrate the consistency of $\hat{d}_1$, obtained by solving the first component of the above estimating equations, which is

$$\sum_{i=1}^{n} (Z_i \hat{S}_{1i} - d_1) = 0. \quad (A.3)$$

As before, $\hat{S}_{1i} = 1_{[0 \leq r_i(x) < \hat{q}_1]}$ is an indicator for the first sample stratum, which is a function of the previously estimated strata boundaries. In order to apply Theorem A.1 to this problem we need to write this estimating equation as a criteria function — a function that is maximised by the same estimate, $\hat{d}_1$. Solving (A.3) is equivalent to finding the value of $d_1$ that maximizes the criteria function

$$M_n(d_1; \hat{q}_1) = -\frac{1}{n} \sum_{i=1}^{n} (Z_i \hat{S}_{1i} - d_1)^2.$$
A.2 Consistency

We now merely need to verify that all the conditions of Theorem A.1 are satisfied. Firstly, the population parameters $d_{1o}$ and $q_{1o}$ must be on the interior of the parameter space. Therefore, $d_{1o}$ cannot be equal to either 0 or 1, and the first population strata boundary cannot be zero or one — a condition which is satisfied since we have already assumed that the propensity score is neither zero nor one for each subject. The function $M_n(d_1; q_1)$ is concave in $d_1$ and so condition (i) of the theorem is satisfied. We have seen that the population strata boundaries are globally identifiable. In order to satisfy condition (ii) of the theorem we now show that $d_{1o}$ is globally identifiable. By the law of large numbers, as $n \to \infty$, for any $q_1$,

$$M_n(d_1; q_1) \xrightarrow{p} M(d_1; q_1) = -\mathbb{E}[(Z S_1 - d_1)^2].$$

By expanding the expectation on the right-hand side of this equation, we can write

$$M(d_1; q_1) = (1 - 2d_1)\mathbb{E}[Z S_1] + d_1^2,$$

which can be expressed as

$$M(d_1; q_1) = (d_1 - \mathbb{E}[Z S_1])^2 - \mathbb{E}[Z S_1] (\mathbb{E}[Z S_1] - 1).$$

Then $M(d_1; q_{1o})$ is maximised when $d_1 = \mathbb{E}[Z S_{1o}]$. This is exactly the definition of the population probability of being treated and in the first population stratum, $d_{1o}$, which is the parameter we wish to estimate. Therefore, the function $M(d_1; q_{1o})$ is maximised when $d_1 = d_{1o}$. Since this point is unique, $d_{1o}$ is globally identifiable and condition (ii) of Theorem A.1 is satisfied.

We have now verified each condition of Theorem A.1 except condition (iii*). In order to verify this condition we need to show that, given $\delta > 0$, for all $d_1$ and $q_1 \in [q_{1o} - \delta, q_{1o} + \delta]$, there exists a constant $k$ such that

$$| M(d_1; q_1) - M(d_1; q'_1) | \leq k |q_1 - q'_1|.$$  \hspace{1cm} (A.5)

Using (A.4) and conditioning on the observed covariates, $X$, we have

$$| M(d_1; q_1) - M(d_1; q'_1) | = | (1 - 2d_1) \mathbb{E}[p_0(X)(1_{0 \leq p_0(X) < q_1} - 1_{0 \leq p_0(X) < q'_1})] |.$$
A.2 Consistency

Then letting $[q_1, q'_1]$ refer to the real interval between the two values $q_1$ and $q'_1$,

$$
| M(d_1; q_1) - M(d_1; q'_1) | \leq |(1 - 2d_1)| \int_{[q_1, q'_1]} f_p(r) \, dr \\
\leq |(1 - 2d_1)| \times \sup_{r \in [q_1, q'_1]} \{f_p(r)\} \times |q_1 - q'_1|.
$$

So provided that the probability density function of the propensity score is bounded near $q_{1o}$, we can choose $k = |(1 - 2d_1)| \times \sup_{r \in [q_{1o} - \delta, q_{1o} + \delta]} \{f_p(r)\}$. Then condition (A.5) is satisfied. Therefore, all the conditions of Theorem A.1 are satisfied and $\hat{d}_1$ is consistent.

Exactly the same argument can be applied to each estimated probability of being treated and in each stratum, showing that $d_o$ is globally identifiable, and that when the probability density function of the propensity score is bounded near the population strata boundaries, $\hat{d}$ is a consistent estimator of $d_o$. The former result will be useful in demonstrating the consistency of the stratified treatment effect estimator.

A.2.3 Consistency of the stratified treatment effect estimator

We now show that when the strata boundaries and the probabilities of being treated and in each stratum are consistently estimated, the stratified treatment effect estimator, $\hat{\beta}^s$, is consistent. This estimator is obtained by solving the estimating equation

$$
\psi_1^{1 \times 1}(Y, Z, X; \beta^s, \hat{d}, \hat{q}) = (Y, Z, X; \beta^s, \hat{d}, \hat{q}) = \sum_{s=1}^K \left( \frac{Y}{\hat{d}_s} - \frac{Y(1 - Z)}{r_s - d_s} \right) - \beta^s,
$$

In order to apply Theorem A.1 to this estimator, we need to find a criteria function — a function that is maximised by the estimator $\hat{\beta}^s$. We can obtain this estimator by finding the value of $\beta^s$ that maximises the criteria function

$$
M_n(\beta^s; \hat{d}, \hat{q}) = -\frac{1}{n} \sum_{i=1}^n \left( \sum_{s=1}^K \left( \frac{Y}{\hat{d}_s} - \frac{Y(1 - Z)}{r_s - d_s} \right) - \beta^s \right)^2
$$

We now merely need to verify the conditions of Theorem A.1. The criteria function $M_n(\beta^s; d, q)$ is concave in $\beta^s$ and so condition (i) of the theorem is satisfied. We have seen that both $q_o$ and $d_o$ are globally identifiable. We now need to show that $J_o$ is...
globally identifiable. By the law of large numbers, for any \( d \) and \( q \), as \( n \to \infty \).

\[
M_n(\beta^*; d, q) \overset{p}{\to} M(\beta^*; q, d)
\]

where

\[
M(\beta^*; d, q) = -E \left( \sum_{s=1}^{K} r_s \left\{ \frac{YZS_s}{d_s} - \frac{Y(1-Z)S_s}{r_s-d_s} \right\} - \beta^* \right)^2
\]

By expanding the expectation on the right-hand side, we see that the criteria function \( M(\beta^*; d_o, q_o) \) is maximised at the point

\[
\beta_o^* = \sum_{s=1}^{K} r_s \left\{ \frac{E[YZS_{so}]}{d_{so}} - \frac{E[Y(1-Z)S_{so}]}{r_s-d_{so}} \right\}.
\]

Remembering that \( d_{so} = E[ZS_{so}] \), this can be simplified to give

\[
\beta_o^* = \sum_{s=1}^{K} r_s \left\{ E[Y \mid Z = 1, S_{so} = 1] - E[Y \mid Z = 0, S_{so} = 1] \right\}.
\]

This estimand \( \beta_o^* \) is unique provided that the population strata boundaries are globally identifiable. Then condition (ii) of Theorem A.1 is satisfied.

It only remains to verify condition (iii*) of Theorem A.1. In order to do this, we need to show that the Lipschitz condition holds for each nuisance parameter with respect to the criteria function \( M(\beta^*; d, q) \) in a neighbourhood of the population parameters. This is demonstrated for the first strata boundary, \( q_1 \), and the probability of being treated and in the first stratum, \( d_1 \).

Expanding the expectation on the right-hand side of (A.6), since \( S_iS_j = 0 \) for \( i \neq j \), we see that

\[
M(\beta^*; d, q) = -\sum_{s=1}^{K} r_s^2 E \left[ \frac{Y^2ZS_s}{d_s^2} + \frac{Y^2(1-Z)S_s}{(r_s-d_s)^2} \right] - (\beta^*)^2
\]

\[
+ 2\beta^* \sum_{s=1}^{K} r_s E \left[ \frac{YZS_s}{d_s} - \frac{Y(1-Z)S_s}{r_s-d_s} \right].
\]
A.2 Consistency

For the moment, we ignore all but the first term of this, and let

\[ M^*(\beta^s; d, q) = - \sum_{s=1}^{K} r_s^2 E \left[ \frac{Y^2 Z S_s}{d^2_s} \right] \]

and show that the Lipschitz criteria holds for \( q_1 \) and \( d_1 \) with respect to this subfunction \( M^*(\beta^s; d, q) \). The whole Lipschitz condition can be demonstrated in the same way. Given \( d, q = (q_1, q_2, ..., q_{(K-1)})^T \) and \( q' = (q'_1, q_2, ..., q'_{(K-1)})^T \), where \( q_1, q'_1 \in [q_{10} - \delta, q_{10} + \delta] \),

\[
|M^*(\beta^s; d, q) - M^*(\beta^s; d, q')| = \left| \sum_{s=1}^{K} \frac{r_s^2}{d^2_s} E \left[ Y^2 Z \left( \mathbb{1}_{[q_{(s-1)} \leq p_o(X) < q_s]} - \mathbb{1}_{[q_{(s-1)} \leq p_o(X) < q'_s]} \right) \right] \right|
\]

\[
= \frac{r_1^2}{d_1^2} \left| E \left[ Y^2 Z \left( \mathbb{1}_{[q_0 \leq p_o(X) < q_1]} - \mathbb{1}_{[q_0 \leq p_o(X) < q'_1]} \right) \right] \right|.
\]

\[
\leq \frac{r_1^2}{d_1^2} \int_{[q_1, q'_1]} E \left[ Y^2 | Z = 1, p_o(X) = r \right] f_p(r | Z = 1) dr,
\]

where, as before, \([q_1, q'_1]\) denotes the interval between the values \( q_1 \) and \( q'_1 \). Then, provided that \( E \left[ Y^2 | Z = 1, p_o(X) = r \right] \) and \( f_p(r | Z = 1) \) are bounded near \( r = q_{10} \), we can pick

\[
k = \frac{r_1^2}{d_1^2} \times \sup_{r \in [q_{10} - \delta, q_{10} + \delta]} \{ E \left[ Y^2 | Z = 1, p_o(X) = r \right] \} \times \sup_{r \in [q_{10} - \delta, q_{10} + \delta]} \{ f_p(r | Z = 1) \},
\]

in which case we have, as required,

\[
|M^*(\beta^s; d, q) - M^*(\beta^s; d, q')| \leq k |q_1 - q'_1|.
\]

Note that since \( P(Z = 1) \) is non-zero, the condition that \( f_p(r | Z = 1) \) is unbounded is equivalent to \( f_p(r) \) being unbounded. We now show that the Lipschitz condition holds for \( d_1 \) with respect to the function \( M^*(\beta^s; d, q) \). Given \( d, d = (d_1, d_2, ..., d_K)^T \) and \( d' = (d'_1, d_2, ..., d_K)^T \), where \( d_1, d'_1 \in [d_{10} - \delta, d_{10} + \delta] \), We have

\[
|M^*(\beta^s; d, q) - M^*(\beta^s; d', q)| = \left| \sum_{s=1}^{K} r_s^2 E \left[ Y^2 Z S_s \right] \left( \frac{1}{d^2_s} - \frac{1}{(d'_s)^2} \right) \right|
\]

\[
= r_1^2 \left| E \left[ Y^2 Z S_1 \right] \left( \frac{1}{d^2_1} - \frac{1}{(d'_1)^2} \right) \right|.
\]

By writing this as an integral, we find that the Lipschitz condition is satisfied provided that \( E \left[ Y^2 | Z = 1, p_o(X) = r \right] \) and \( f_p(r) \) are bounded for all \( r \in S_1 \), and that \( d_{10} \) is not equal to zero.
A.3 Asymptotic normality

In this way, we can show that all the required Lipschitz conditions are satisfied provided that the functions $E[Y^2 | Z = t, p_o(X) = r]$, $E[Y | Z = t, p_o(X) = r]$ and $f_p(r)$ are bounded everywhere, for $t = 0, 1$, and $d_s$ is not equal to zero or $r_s$ for $s = 1, \ldots, K$. The same argument can be applied to each nuisance parameter in order to completely verify condition (iii*) of Theorem A.1. Then all the conditions have been satisfied and so the stratified treatment effect estimator is a consistent estimator of $\beta_o$. The implications of the conditions attached to this consistency are discussed in the main text (Section 3.2).

A.3 Asymptotic normality

We have established conditions under which the estimator $\hat{\theta}$ is consistent, where $\hat{\theta}^T = (\hat{\beta}^T, \hat{d}^T, \hat{q}^T)$. We now consider the asymptotic distribution of $\hat{\theta}$. We refer to Theorem 5.21 of van der Vaart [108, p.52]. This theorem concerns the asymptotic distribution of an estimator, $\hat{\theta}$, obtained by solving an estimating equation $\frac{1}{n} \sum_{i=1}^{n} \psi(W_i; \theta) = 0$, where $W$ represents a sample of data. The theorem gives conditions under which $\hat{\theta}$ is asymptotically normally distributed.

**Theorem A.2** For each $\theta$ in an open subset of Euclidean space, let $W \rightarrow \psi(W; \theta)$ be a measurable vector-valued function such that, for every $\theta_1$ and $\theta_2$ in a neighbourhood of $\theta_o$ and some measurable function $\psi'$ with $E[|\psi'|] < \infty$,

$$|\psi(W; \theta_1) - \psi(W; \theta_2)| \leq \psi'|\theta_1 - \theta_2|$$

Assume that $E[|\psi(W; \theta_o)|] < \infty$ and that the map $\theta \rightarrow E[\psi(X; \theta)]$ is differentiable at a zero $\theta_o$, with a non-singular derivative matrix. If $\frac{1}{n} \sum_{i=1}^{n} \psi(W_i; \hat{\theta}) = o_p(n^{-1/2})$ and $\hat{\theta} \rightarrow \theta_o$, then

$$\sqrt{n}(\hat{\theta} - \theta_o) = -\left(\frac{\partial}{\partial \theta^T} E[\psi(W; \theta)]\right)_{\theta = \theta_o}^{-1} \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \psi(W_i; \theta_o) + o_p(1).$$

In particular, the sequence $\sqrt{n}(\hat{\theta} - \theta_o)$ is asymptotically normal with mean zero and covariance matrix

$$\left(\frac{\partial}{\partial \theta^T} E[\psi(W; \theta)]\right)_{\theta = \theta_o}^{-1} E[\psi(W; \theta_o)\psi^T(W; \theta_o)] \left(\frac{\partial}{\partial \theta^T} E[\psi(W; \theta)]\right)_{\theta = \theta_o}^{-T}.$$
The Lipschitz condition in Theorem A.2 is in fact too strong a condition (see the discussion on p.53 and Lemma 19.24, of van der Vaart [108]). The Lipschitz condition can be replaced by the following conditions:

(a) the functions \( W \to \psi(W; \theta) \) are a 'Donsker class'.

(b) the map \( \theta \to \psi(W; \theta) \) is continuous in probability. \((A.7)\)

We have already shown that the estimator \( \hat{\theta} \) is consistent. We have to verify the two conditions above and then show that the derivative matrix \( \frac{\partial}{\partial \theta^T} \{ \mathbb{E} [ \psi(W; \theta) ] \} \big|_{\theta=\theta_0} \) exists and is non-singular. Then we will have shown that \( \hat{\theta} \) is asymptotically normal.

We begin by verifying condition \((a)\) of \((A.7)\) above. Our estimating equation is defined by \( \psi^T = (\psi_1, \psi_2^T, \psi_3^T) \), where \( \psi_1, \psi_2 \) and \( \psi_3 \) are defined in Section A.1, and the sample data are \( W = (Y, Z, X) \). We need to show that the functions \( W \to \psi(W; \theta) \) are Donsker. This will be true if each component, \( W \to \psi_j(W; \theta) \), is Donsker. We note that the map \( W \to \psi_3(W; \theta) \) is Donsker, for \( j = 1, \ldots, K - 1 \), by Example 19.6 of van der Vaart [108, p.271], which states that the class of all functions of the form \( x \to 1_{(-\infty, t]} \) is Donsker. Example 19.20 of van der Vaart [108, p.277] states that if functions \( f(x) \) and \( g(x) \) are both Donsker then the function \( f(x) + g(x) \) is Donsker and so is the function \( f(x)g(x) \). Therefore, each map \( W \to \psi_2(W; \theta) \) is Donsker, for \( j = 1, \ldots, K \). The same example also guarantees that the map \( W \to \psi_1(W; \theta) \) is Donsker. Therefore, the map \( W \to \psi(W; \theta) \) is a Donsker class.

Condition \((b)\) of \((A.7)\) demands that the map \( \theta \to \psi(W; \theta) \) should be continuous in probability. This is equivalent to each of the three sets of maps \( \theta \to \psi_3(W; \theta) \), \( \theta \to \psi_2(W; \theta) \) and \( \theta \to \psi_1(W; \theta) \) being continuous in probability, for \( j = 1, \ldots, K - 1 \), and \( k = 1, \ldots, K \).

To show that the map \( \theta \to \psi_3(W; \theta) \) is continuous in probability we need to show that for \( \theta \) and \( \theta' \) defined by \( \theta^T = (\beta^s, q^T, d^T) \) and \( \theta'^T = ((\beta^s)', q^T, d^T) \),

\[ P(\left| \psi_3(W; \theta) - \psi_3(W; \theta') \right| \geq \epsilon) \to 0, \quad \text{as} \quad \theta \to \theta', \]

or, equivalently, that

\[ \mathbb{E} \left[ \left| \psi_3(W; \theta) - \psi_3(W; \theta') \right| \right] \to 0, \quad \text{as} \quad \theta \to \theta'. \]
Using the definition of $\psi_3$ given in Section A.1,

$$E \left[ \left| \psi_{3j}(W; \theta) - \psi_{3j}(W; \theta') \right| \right] = E \left[ \left| 1_{\{q_{(j-1)} \leq p(x) < q_j\}} - 1_{\{q'_{(j-1)} \leq p(x) < q'_j\}} \right| \right].$$

Using the triangle inequality,

$$E \left[ \left| \psi_{3j}(W; \theta) - \psi_{3j}(W; \theta') \right| \right] \leq E \left[ \left| 1_{\{q_{(j-1)} \leq p(x) < q_j\}} - 1_{\{q'_{(j-1)} \leq p(x) < q'_j\}} \right| \right] + E \left[ \left| 1_{\{q_{(j-1)} \leq p(x) < q'_j\}} - 1_{\{q'_{(j-1)} \leq p(x) < q'_j\}} \right| \right]$$

We can write this in integral form as

$$E \left[ \left| \psi_{3j}(W; \theta) - \psi_{3j}(W; \theta') \right| \right] \leq \int_{[q_j, q'_j]} f_p(p) \, dp + \int_{[q_{j-1}, q'_{j-1}]} f_p(p) \, dp.$$ 

Then,

$$E \left[ \left| \psi_{3j}(W; \theta) - \psi_{3j}(W; \theta') \right| \right] \leq |q_j - q'_j| \times \sup_{r \in [q_j, q'_j]} \{f_p(p)\} + |q_{(j-1)} - q'_{(j-1)}| \times \sup_{r \in [q_{(j-1)}, q'_{(j-1)}]} \{f_p(p)\} \to 0$$

as $q_{(j-1)} \to q'_{(j-1)}$ and $q_j \to q'_j$, provided that probability density function of the propensity score is bounded. Then the map $\theta \to \psi_{3j}(W; \theta)$ is continuous in probability.

We now turn to the map $\theta \to \psi_{2k}(W; \theta)$. Using the definition of $\psi_2$ given in Section A.1,

$$E \left[ \left| \psi_{2k}(W; \theta) - \psi_{2k}(W; \theta') \right| \right] = E \left[ \left| \left\{ Z 1_{\{q_{(k-1)} \leq p(x) < q_k\}} - d_k \right\} - \left\{ Z 1_{\{q'_{(k-1)} \leq p(x) < q'_k\}} - d'_k \right\} \right| \right].$$

And applying the triangle equality gives,

$$E \left[ \left| \psi_{2k}(W; \theta) - \psi_{2k}(W; \theta') \right| \right] \leq E \left[ \left| 1_{\{q_{(k-1)} \leq p(x) < q_k\}} - 1_{\{q'_{(k-1)} \leq p(x) < q'_k\}} \right| \right] + |d_k - d'_k| \to 0,$$

as $q_{(k-1)} \to q'_{(k-1)}$, $q_k \to q'_k$, and $d_k \to d'_k$, provided again that the probability distribution function of the propensity score is bounded. Then the map $\theta \to \psi_{2k}(W; \theta)$
is continuous in probability.

We finally need to show that the map $\theta \to \psi_1(W; \theta)$ is continuous in probability. This is the map

$$\theta \to \sum_{s=1}^{K} r_s \left( \frac{YZ S_s}{d_s} - \frac{Y(1-Z)S_s}{r_s - d_s} \right) - \beta^s.$$ 

Using the triangle equality, we see that this map will be continuous in probability provided that the expected outcome $E[Y | Z = t, S_s = s]$ is bounded and that for each $s = 1, ..., K$,

$$E \left[ \frac{S_s}{d_s} - \frac{S'_s}{d'_s} \right] \to 0,$$

$$E \left[ \frac{S_s}{r_s - d_s} - \frac{S'_s}{r_s - d'_s} \right] \to 0,$$  \hspace{1cm} (A.8)

as $q \to q'$ and $d \to d'$. Now

$$E \left[ \frac{S_s}{d_s} - \frac{S'_s}{d'_s} \right] = E \left[ \frac{1_{[q(s-1) \leq p_s(X) < q_s]} - 1_{[q(s-1)' \leq p_s(X) < q'_s]}}{d_s} - \frac{1_{[q(s-1) \leq p_s(X) < q_s]}}{d'_s} \right] \leq e_1 + e_2 + e_3,$$

where

$$e_1 = \frac{1}{d_s} E \left[ \left| 1_{[q(s-1) \leq p_s(X) < q_s]} - 1_{[q(s-1)' \leq p_s(X) < q'_s]} \right| \right],$$

$$e_2 = \frac{1}{d_s} E \left[ \left| 1_{[q(s-1) \leq p_s(X) < q_s]} - 1_{[q(s-1)' \leq p_s(X) < q'_s]} \right| \right],$$

$$e_3 = E \left[ \frac{1_{[q(s-1) \leq p_s(X) < q_s]}}{d_s} - \frac{1_{[q(s-1)' \leq p_s(X) < q'_s]}}{d'_s} \right].$$

We have already seen that when the probability density function of the propensity score is bounded, $e_1 \to 0$ and $e_2 \to 0$ as $q \to q'$. Also, $e_3 \to 0$ as $d \to d'$ provided that $d_s$ and $d'_s$ are non-zero. If also, $d_s$ and $d'_s$ are not equal to $r_s$, then the map $\theta \to \psi_1(W; \theta)$ is continuous in probability.

In this way, we see that if the probability density function of the propensity score is continuous and the population probabilities $d_{so}$ are not equal to zero or $r_s$ for $s = 1, ..., K$, then the map $\theta \to \psi(W; \theta)$ is continuous in probability.
We have now verified each condition of Theorem A.2 other than the requirement that the derivative matrix \( \frac{\partial}{\partial \theta} \{ \mathbb{E}[\psi(W; \theta)] \} \) should exist and be non-singular. This matrix is calculated in Section A.4, and conditions under which it exists and is invertible are stated. When the inverse of this derivative matrix exists, the probability density function of the propensity score is continuous, and the population probabilities \( d_o \) are not equal to zero or \( r_s \) for \( s = 1, ..., K \), then all the conditions of Theorem A.2 are satisfied and the estimator \( \hat{\theta} \) is asymptotically normally distributed.

### A.4 Asymptotic variance

We have now established conditions under which the estimator \( \hat{\theta} \), defined by

\[
\hat{\theta} = (\hat{\beta}^T, \hat{d}^T, \hat{q}^T),
\]

is consistent and asymptotically normally distributed. We now use its asymptotic distribution to calculate the asymptotic variance of the stratified treatment effect estimator, \( \hat{\beta}^s \). We denote this by \( \mathbb{V}_k[\hat{\beta}^s] \) where the 'k' subscript refers to the propensity score being known.

#### A.4.1 M-estimation theory

The general M-estimation theory outlined in the main text (Section 3.1.2) shows that if we let

\[
\begin{align*}
A &= \mathbb{E}\left[ -\frac{\partial}{\partial \theta} \{ \psi(Y, Z, X; \theta) \} \right]_{\theta = \theta_0} \\
B &= \mathbb{E}[\psi(Y, Z, X; \theta_0) \psi^T(Y, Z, X; \theta_0)],
\end{align*}
\]

then the large-sample covariance matrix of \( \hat{\theta} \) is given by

\[
\text{Cov}(\hat{\theta}) = \frac{1}{n} A^{-1} BA^{-T}. \tag{A.10}
\]

We furthermore stated that when the function \( \psi(Y, Z, X; \theta) \) is not differentiable with respect to \( \theta \), as in our example, the order of differentiation and expectation can be exchanged and so

\[
A = -\frac{\partial}{\partial \theta^T} \{ \mathbb{E}[\psi(Y, Z, X; \theta)] \} \bigg|_{\theta = \theta_0}. \tag{A.11}
\]

Although we do not list the regularity conditions under which this exchange is valid, the application of Theorem A.2 shows that it is valid in our problem. Therefore, when a component of \( \psi(Y, Z, X; \theta) \) is not differentiable with respect to \( \theta \) we use (A.11).
A.4 Asymptotic variance

For components of $\psi(Y, Z, X; \theta)$ that are differentiable with respect to $\theta$, however, since the two versions of $A$ are then identical, we usually use (A.9) since this is often more convenient.

Allowing for definition (A.11) to be used if necessary, (A.10) is then equal to the variance given at the end of Theorem A.2, and the large-sample variance of the stratified treatment effect estimator, $\hat{\beta}^*$ is

$$V_k[\hat{\beta}^*] = V[(\hat{\theta})_1] = \frac{1}{n}(A^{-1}BA^{-T})_{11}.$$

We have partitioned the unknown parameter, $\theta$, into three components as follows, $\theta^T = (\beta^*, d^T, q^T)$. The matrices $A^{2K \times 2K}$ and $B^{2K \times 2K}$ can be partitioned in the same way. Then,

$$A = \begin{pmatrix}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{pmatrix}$$

where for $j = 1, 2, 3,$

$$a_{j1} = -\frac{\partial}{\partial \beta^*} \left\{ \mathbb{E} [\psi_j] \right\}_{\theta = \theta_o}, \quad a_{j2} = -\frac{\partial}{\partial d^T} \left\{ \mathbb{E} [\psi_j] \right\}_{\theta = \theta_o}, \quad a_{j3} = -\frac{\partial}{\partial q^T} \left\{ \mathbb{E} [\psi_j] \right\}_{\theta = \theta_o}.$$

These sub-matrices of $A$ have the following dimensions:

$$\text{Dim} = \begin{pmatrix}
1 \times 1 & 1 \times K & 1 \times (K - 1) \\
K \times 1 & K \times K & K \times (K - 1) \\
(K - 1) \times 1 & (K - 1) \times K & (K - 1) \times (K - 1)
\end{pmatrix} \quad (A.12)$$

We can simplify the matrix $A$ immediately. Since the functions $\psi_2$ and $\psi_3$ do not contain $\beta^*$, differentiating with respect to $\beta^*$ results in zero and so the sub-matrices $a_{21}$ and $a_{31}$ are zero matrices. Similarly, the function $\psi_3$ does not contain $d$, so $a_{32}$ is a zero matrix. Differentiating $\psi_1$ with respect to $\beta^*$ gives $-1$ and similarly, differentiating $\psi_2$ with respect to $d$ gives $-I$, where $I$ is the identity matrix. Then
the matrix $A$ is

$$A = \begin{pmatrix} 1 & a_{12} & a_{13} \\ 0 & I & a_{23} \\ 0 & 0 & a_{33} \end{pmatrix},$$

which has inverse

$$A^{-1} = \begin{pmatrix} 1 & -a_{12} & (a_{12}a_{23} - a_{13})a_{33}^{-1} \\ 0 & I & -a_{23}a_{33}^{-1} \\ 0 & 0 & a_{33}^{-1} \end{pmatrix}.$$ 

The conditions under which the sub-matrices $a_{12}, a_{13}, a_{23},$ and $a_{33}^{-1}$ exist are investigated later in this section. The existence of these sub-matrices and hence the existence of the inverse $A^{-1}$ is one of the conditions for asymptotic normality of $\hat{\theta}$.

Partitioning the matrix $B$ in a similar fashion gives

$$B = \begin{pmatrix} b_{11} & b_{12} & b_{13} \\ b_{21} & b_{22} & b_{23} \\ b_{31} & b_{32} & b_{33} \end{pmatrix},$$

where $b_{jk} = E[\psi_j(\theta_o) \psi_k^T(\theta_o)]$, for $j, k = 1, 2, 3$. The dimensions of these sub-matrices are also given by (A.12).

We have seen that $n V_k[\hat{\beta}^*] = (A^{-1}BA^{-T})_{11}$. Multiplying out $A^{-1}BA^{-T}$ and taking the $(1,1)^{th}$ component gives

$$n V_k[\hat{\beta}^*] = b_{11} - b_{12}a_{12}^T + b_{13}a_{33}^{-T}(a_{12}a_{23} - a_{13})^T$$

$$- a_{12}(b_{21} - b_{22}a_{12}^T + b_{23}a_{33}^{-T}(a_{12}a_{23} - a_{13})^T$$

$$+ (a_{12}a_{23} - a_{13})a_{33}^{-1}(b_{31} - b_{32}a_{12}^T + b_{33}a_{33}^{-T}(a_{12}a_{23} - a_{13})^T).$$

Remembering that the matrix $B$ is symmetric, so for example $b_{13} = b_{31}^T$, we can write this as,

$$n V_k[\hat{\beta}^*] = b_{11} - 2b_{12}a_{12}^T + a_{12}b_{22}a_{12}^T$$

$$+ (a_{12}a_{23} - a_{13})a_{33}^{-1}(2b_{31} - 2b_{32}a_{12}^T + b_{33}a_{33}^{-T}(a_{12}a_{23} - a_{13})^T). \quad (A.13)$$
The sub-matrices contained in this formula are calculated in Sections A.4.2 and A.4.3, and are substituted into the variance equation (A.13). The variance $\nu[\hat{J}^n]$ is then calculated by direct matrix multiplication.

### A.4.2 The matrix $A$

We now calculate the sub-matrices of $A$ of interest, that is $a_{12}, a_{13}, a_{23}$ and $a_{33}^{-1}$. Since subjects are sampled independently from the population we drop the subject subscripts in the following calculations in order to simplify the presentation.

**The sub-matrix $a_{12}$** The function $\psi_1$ is differentiable with respect to $d$ so we define, for $j = 1, \ldots, K$,

$$(a_{12})_j = -E \left[ \frac{\partial}{\partial d_j} \{ \psi_1 \} \right]_{\theta=\theta_0}$$

$$= -E \left[ \frac{\partial}{\partial d_j} \left( \sum_{s=1}^{K} \frac{Y Z S_s}{d_s} - \frac{Y (1-Z) S_s}{r_s - d_s} - \beta^2 \right) \right]_{\theta=\theta_0}.$$  

Differentiating this with respect to $d_j$ and setting all parameters to their true values gives

$$(a_{12})_j = E \left[ \frac{r_j Y Z S_j o}{(d_j)^2} - \frac{r_j Y (1-Z) S_j o}{(r_j - d_j)^2} \right]$$

We now use the equality $E[Y Z S_s] = E[Y | Z=1, S_s=1] E[Z S_s]$. Then,

$$(a_{12})_j = \frac{r_j}{(d_j)^2} E[Y | Z=1, S_{j o}=1] E[Z S_{j o}]$$

$$+ \frac{r_j}{(r_j - d_j)^2} E[Y | Z=0, S_{j o}=1] E[(1-Z)S_{j o}].$$

This can be simplified using the fact that $E[\psi(\theta_0)] = 0$, and so $E[Z S_{j o}] = d_{j o}$. Then, for $j = 1, 2, \ldots, K$, we define $a_{12}$ as

$$(a_{12})_j = \frac{r_j}{d_{j o}} E[Y | Z=1, S_{j o}=1] + \frac{r_j}{r_j - d_{j o}} E[Y | Z=0, S_{j o}=1].$$

**The sub-matrix $a_{13}$** Since the function $\psi_1$ is not differentiable with respect to $q$ we
swap the order of differentiation and expectation and define, for \( k = 1, \ldots, K - 1 \).

\[
(a_{13})_k = -\frac{\partial}{\partial q_k} \left\{ \mathbb{E} \left[ (\psi_1) \right] \right\}_{\theta = \theta_0} = -\frac{\partial}{\partial q_k} \left\{ \sum_{s=1}^{K} r_s \mathbb{E} \left[ \frac{Y Z S_s}{d_s} - \frac{Y (1 - Z) S_s}{r_s - d_s} - \beta^s \right] \right\}_{\theta = \theta_0}.
\]

This formula can be simplified further. We can write

\[
-\frac{\partial}{\partial q_k} \mathbb{E} [Y Z S_s]_{\theta = \theta_0} = -\frac{\partial}{\partial q_k} \{ \mathbb{E} \{ Y \mid Z = 1, S_s = 1 \} \mathbb{E} \{ Z S_s \} \}_{\theta = \theta_0}.
\]

Differentiating this with respect to \( q_k \) using the product rule gives,

\[
-\frac{\partial}{\partial q_k} \mathbb{E} [Y Z S_s]_{\theta = \theta_0} = -\mathbb{E} \{ Y \mid Z = 1, S_s = 1 \} \frac{\partial}{\partial q_k} \{ \mathbb{E} \{ Z S_s \} \}_{\theta = \theta_0} - \mathbb{E} \{ Z S_{so} \} \frac{\partial}{\partial q_k} \{ \mathbb{E} \{ Y \mid Z = 1, S_s = 1 \} \}_{\theta = \theta_0}.
\]

Since \( \mathbb{E} \{ \psi(\theta) \} = 0 \), we have \( \mathbb{E} \{ Z S_{so} \} = d_{so} \). Then,

\[
-\frac{\partial}{\partial q_k} \mathbb{E} [Y Z S_s]_{\theta = \theta_0} = -\mathbb{E} \{ Y \mid Z = 1, S_s = 1 \} \frac{\partial}{\partial q_k} \{ \mathbb{E} \{ Z S_s \} \}_{\theta = \theta_0} - d_{so} \frac{\partial}{\partial q_k} \{ \mathbb{E} \{ Y \mid Z = 1, S_s = 1 \} \}_{\theta = \theta_0}.
\]

Substituting this expression, and a similar one for \( \mathbb{E} \{ Y (1 - Z) S_s \} \), we define, for \( k = 1, 2, \ldots, K - 1 \),

\[
(a_{13})_k = -\sum_{s=1}^{K} r_s d_{so} \frac{\partial}{\partial q_k} \{ \mathbb{E} \{ Y \mid Z = 1, S_s = 1 \} \mathbb{E} \{ Z S_s \} \}_{\theta = \theta_0} - \sum_{s=1}^{K} r_s \frac{\partial}{\partial q_k} \{ \mathbb{E} \{ Y \mid Z = 1, S_s = 1 \} - \mathbb{E} \{ Y \mid Z = 0, S_s = 1 \} \}_{\theta = \theta_0} + \sum_{s=1}^{K} \frac{r_s}{r_s - d_{so}} \mathbb{E} \{ Y \mid Z = 0, S_s = 1 \} \frac{\partial}{\partial q_k} \{ \mathbb{E} \{ (1 - Z) S_s \} \}_{\theta = \theta_0}.
\]

The sub-matrix \( a_{23} \) Again, we switch the order of expectation and differentiation and define, for \( j = 1, \ldots, K \), and \( k = 1, \ldots, K - 1 \),

\[
(a_{23})_{jk} = -\frac{\partial}{\partial q_k} \left\{ \mathbb{E} \left[ \psi_j \right] \right\}_{\theta = \theta_0} = -\frac{\partial}{\partial q_k} \left\{ \mathbb{E} \left[ Z S_j \right] \right\}_{\theta = \theta_0}.
\]
The sub-matrix $a_{33}$ For $j, k = 1, 2, ..., K - 1$,

$$(a_{33})_{jk} = -\frac{\partial}{\partial q_k} \{ E \left[ \psi_{3j} \right] \}_{\theta=\theta_o} = -\frac{\partial}{\partial q_k} \{ E \left[ S_j \right] \}_{\theta=\theta_o}.$$ 

Remembering that $S_j = 1_{[q_{j-1} \leq \rho_u(\mathbf{x}) < q_j]}$, and $f_p(\cdot)$ denotes the probability density function of the propensity score,

$$- \frac{\partial}{\partial q_k} \{ E \left[ S_j \right] \}_{\theta=\theta_o} = \left. \frac{\partial}{\partial q_k} \int_{q_{j-1}}^{q_j} f_p(p) \, dp \right|_{\theta=\theta_o} = \begin{cases} -f_p(q_{ko}) & \text{if } k = j \\ f_p(q_{ko}) & \text{if } k = j - 1 \\ 0 & \text{otherwise.} \end{cases}$$

Therefore, the matrix $a_{33}$ is

$$a_{33} = \begin{pmatrix} -f_p(q_{1o}) & 0 & 0 & \cdots & 0 \\ f_p(q_{1o}) & -f_p(q_{2o}) & 0 & \cdots & 0 \\ 0 & f_p(q_{2o}) & -f_p(q_{3o}) & 0 & 0 \\ \vdots & \ddots & \ddots & \ddots & \ddots \\ 0 & \cdots & f_p(q_{(K-2)o}) & -f_p(q_{(K-1)o}) & \end{pmatrix},$$

which has inverse

$$(a_{33})^{-1} = \begin{pmatrix} f_p(q_{1o})^{-1} & 0 & 0 & \cdots & 0 \\ f_p(q_{2o})^{-1} & f_p(q_{2o})^{-1} & 0 & \cdots & 0 \\ f_p(q_{3o})^{-1} & f_p(q_{3o})^{-1} & f_p(q_{3o})^{-1} & \cdots & \ddots \\ \vdots & \ddots & \ddots & \ddots & \ddots \\ f_p(q_{(K-1)o})^{-1} & \cdots & f_p(q_{(K-1)o})^{-1} & \cdots & f_p(q_{(K-1)o})^{-1} \end{pmatrix}.$$

**Conditions under which $A^{-1}$ exists**

The inverse of the matrix $A$ will exist if all its components exist. Inspection of the sub-matrices calculated in this section shows that this will happen provided that:

- the probabilities $d_s$ are not equal to 0 or $r_s$ for $s = 1, ..., K$;

- the probability density function of the propensity score is non-zero at each of the population strata boundaries;
• the following derivatives exist, for \( t = 0,1, j = 1, \ldots, K - 1 \) and \( s = 1, \ldots, K \):

\[
\frac{\partial}{\partial q_k} \left\{ \mathbb{E} \left[ Y \mid Z = t, S_s = 1 \right] \right\}_{\theta = \theta_0}, \quad \frac{\partial}{\partial q_k} \left\{ \mathbb{E} \left[ Z S_s \right] \right\}_{\theta = \theta_0}, \quad \frac{\partial}{\partial q_k} \left\{ \mathbb{E} \left[ S_s \right] \right\}_{\theta = \theta_0}.
\]

By writing these derivatives as integrals over the propensity score, and appealing to the fundamental theorem of calculus, we see that these derivatives exist provided that both the probability density function of the propensity score and \( \mathbb{E} \left[ Y \mid Z = t, p_o(X) = p \right] \) are continuous near the population strata boundaries, for \( t = 0,1 \).

A.4.3 The matrix \( B \)

We now calculate the sub-matrices of \( B \) of interest, that is \( b_{11}, b_{12}, b_{13}, b_{22}, b_{23} \) and \( b_{33} \), using the formula \( b_{jk} = \mathbb{E} [ \psi_j'(\theta_0) \psi_k^T(\theta_0) ] \), for \( j, k = 1, 2, 3 \), where \( \psi_1, \psi_2 \) and \( \psi_3 \) are defined in Section A.1.

The sub-matrix \( b_{11} \) This is defined as

\[
b_{11} = \mathbb{E} [ \psi_1'(\theta_0)^2 ]
\]

\[
= \mathbb{E} \left[ \left( Y Z \sum_{s=1}^{K} \frac{r_s S_{so}}{d_{so}} - Y (1 - Z) \sum_{s=1}^{K} \frac{r_s S_{so}}{r_s - d_{so}} - \beta_o^2 \right)^2 \right]
\]

\[
= \sum_{s=1}^{K} r_s \left\{ \mathbb{E} \left[ \frac{Y^2 Z S_{so}}{d_{so}} + \frac{Y^2 (1 - Z) S_{so}}{r_s - d_{so}} \right] - 2\beta_o^2 \mathbb{E} \left[ \frac{Y Z S_{so}}{d_{so}} - \frac{Y (1 - Z) S_{so}}{r_s - d_{so}} \right] \right\} + (\beta_o^2)^2
\]

Remembering that \( \mathbb{E} [ Z S_{so} ] = d_{so} \) and \( \mathbb{E} [ (1 - Z) S_{so} ] = r_s - d_{so} \), this can be simplified to

\[
b_{11} = \sum_{s=1}^{K} r_s^2 \left\{ \frac{\mathbb{E} \left[ Y^2 \mid Z = 1, S_{so} = 1 \right]}{d_{so}} + \frac{\mathbb{E} \left[ Y^2 \mid Z = 0, S_{so} = 1 \right]}{r_s - d_{so}} \right\}
\]

\[
- 2\beta_o^2 \sum_{s=1}^{K} r_s \left\{ \mathbb{E} \left[ Y \mid Z = 1, S_{so} = 1 \right] - \mathbb{E} \left[ Y \mid Z = 0, S_{so} = 1 \right] \right\} + (\beta_o^2)^2.
\]

And since the population stratified treatment effect is defined as

\[
\beta_o = \sum_{s=1}^{K} r_s \left\{ \mathbb{E} \left[ Y \mid Z = 1, S_{so} = 1 \right] - \mathbb{E} \left[ Y \mid Z = 0, S_{so} = 1 \right] \right\}.
\]
we have
\[ b_{11} = \sum_{s=1}^{K} r_s^2 \left\{ \frac{E[Y^2 | Z = 1, S_{so} = 1]}{d_{so}} + \frac{E[Y^2 | Z = 0, S_{so} = 1]}{r_s - d_{so}} \right\} - (\beta_o^*)^2. \]

The sub-matrix \( b_{12} \) For \( j = 1, 2, \ldots, K \),
\[ (b_{12})_j = E[\psi_1(\theta_o) \psi_{12}^T(\theta_o)] = E \left[ \left( Y Z \sum_{s=1}^{K} \frac{r_s S_{so}}{d_{so}} - Y(1 - Z) \sum_{s=1}^{K} \frac{r_s S_{so}}{r_s - d_{so}} - \beta_o^* \right)(Z S_{jo} - d_{jo}) \right]. \]
Now \( E[\psi_1(\theta_o) d_{jo}] = d_{jo} E[\psi_1(\theta_o)] = 0 \), since \( E[\psi(\theta_o)] = 0 \). Therefore,
\[ (b_{12})_j = E \left[ \left( Y Z \sum_{s=1}^{K} \frac{r_s S_{so}}{d_{so}} - Y(1 - Z) \sum_{s=1}^{K} \frac{r_s S_{so}}{r_s - d_{so}} - \beta_o^* \right) Z S_{jo} \right]. \]
This is equal to
\[ (b_{12})_j = E \left[ \frac{r_j Y Z S_{jo}}{d_{jo}} - \beta_o^* Z S_{jo} \right] = r_j E[Y | Z = 1, S_{jo} = 1] - \beta_o^* d_{jo}. \]

The sub-matrix \( b_{13} \) For \( j = 1, 2, \ldots, K - 1 \),
\[ (b_{13})_j = E[\psi_1(\theta_o) \psi_{13}^T(\theta_o)] = E \left[ \left( Y Z \sum_{s=1}^{K} \frac{r_s S_{so}}{d_{so}} - Y(1 - Z) \sum_{s=1}^{K} \frac{r_s S_{so}}{r_s - d_{so}} - \beta_o^* \right) (S_{jo} - r_j) \right] = r_j \{ E[Y | Z = 1, S_{jo} = 1] - E[Y | Z = 0, S_{jo} = 1] - \beta_o^* \}. \]

The sub-matrix \( b_{22} \) For \( j, k = 1, \ldots, K \),
\[ (b_{22})_{jk} = E[\psi_{2j}(\theta_o) \psi_{2k}^T(\theta_o)] = E[(Z S_{jo} - d_{jo})(Z S_{ko} - d_{ko})] = \begin{cases} d_{jo} (1 - d_{jo}) & \text{if } j = k, \\ -d_{jo} d_{ko} & \text{if } j \neq k. \end{cases} \]
A.4 Asymptotic variance

The sub-matrix $b_{33}$ For $j, k = 1, 2, ..., K - 1,$

$$(b_{33})_{jk} = E \left[ \psi_{3j}(\theta_o) \psi_{3k}^T(\theta_o) \right] = E \left[ (S_{jo} - r_j) (S_{ko} - r_k) \right]$$

$$= \begin{cases} r_j (1 - r_j) & \text{if } j = k, \\ -r_j r_k & \text{if } j \neq k. \end{cases}$$

The sub-matrix $b_{23}$ For $j = 1, 2, ..., K$ and $k = 1, 2, ..., K - 1,$

$$(b_{23})_{jk} = E \left[ \psi_{2j}(\theta_o) \psi_{3k}^T(\theta_o) \right] = E \left[ (Z S_{jo} - d_{jo}) (S_{ko} - r_k) \right]$$

$$= \begin{cases} d_{jo} (1 - r_j) & \text{if } j = k, \\ -d_{jo} r_k & \text{if } j \neq k. \end{cases}$$

A.4.4 Variance of the stratified treatment effect estimator

We have already seen that

$$n \mathbb{V}_k[\hat{\beta}^*] = b_{11} - 2b_{12}a_{12}^T + a_{12}b_{22}a_{12}^T$$

$$+ (a_{12}a_{23} - a_{13})a_{33}^{-1} \{2b_{31} - 2b_{32}a_{12}^T + b_{33}a_{33}^{-T} (a_{12}a_{23} - a_{13})^T \}.$$  

The sub-matrices involved in this formula have been calculated. Some rather lengthy direct matrix multiplication of the right-hand side of this equation shows that

$$\mathbb{V}_k[\hat{\beta}^*] = V_1 + V_2,$$

where, remembering that $S_{so} = 1_{[q(s-1)_o \leq p_s(X) < q_s]}$ is an indicator for the $s^{th}$ population stratum,

$$V_1 = \sum_{s=1}^{K} \frac{r_s^2}{n} \left\{ \frac{\mathbb{V}[Y | Z = 1, S_{so} = 1]}{d_{so}} + \frac{\mathbb{V}[Y | Z = 0, S_{so} = 1]}{r_s - d_{so}} \right\}$$

$$V_2 = \frac{1}{n} \frac{\partial \hat{\beta}^*}{\partial q^T} \bigg|_{\theta = \hat{\theta}_o} \left( n \text{ Cov}[q] \right) \frac{\partial \hat{\beta}^*}{\partial q} \bigg|_{\theta = \hat{\theta}_o},$$
where \((n \text{ Cov}[\hat{q}])\) is a \((K-1) \times (K-1)\) matrix representing the asymptotic covariance matrix of the estimated strata boundaries, defined for \(j, k = 1, \ldots, K-1, \ j \geq k\), as

\[
(n \text{ Cov}[\hat{q}])_{jk} = \frac{\mathbb{P}(p_\circ(X) > q_{jo}) \mathbb{P}(p_\circ(X) < q_{ko})}{f_p(q_{jo}) f_p(q_{ko})},
\]

where \(f_p(\cdot)\) is the probability density function of the propensity score and \(\frac{\partial \beta^*}{\partial \theta}\) is a \(1 \times (K-1)\) vector with

\[
\beta^* = \sum_{s=1}^{K} r_s \{E[Y \mid Z = 1, S_s = 1] - E[Y \mid Z = 0, S_s = 1]\},
\]

which is equal to the 'true' value of \(\hat{\beta}^*\), \(\beta^*_0\), but seen as a function of the strata boundaries, \(q\), rather than evaluated at the population strata boundaries. If we were to replace \(S_s\) by \(S_{so}\), then \(\beta^*\) would be equal to \(\beta^*_0\), our parameter of interest.

We have therefore now derived conditions under which \(\hat{\theta}\) is consistent and asymptotically normal, and we have calculated its asymptotic variance. The implications of this variance formula and the variance components are discussed in the main text, (Section 3.4).
Proof of Theorem 3.2

B.1 Introduction

In this appendix we investigate the asymptotic properties of the stratified treatment effect estimator, $\hat{\beta}^s$, assuming that the propensity score is estimated from the data using a correctly specified logistic regression model. We begin, in Section B.2, by using standard asymptotic theory to demonstrate that $\hat{\beta}^s$ is a consistent estimator of $\beta^s$ when the propensity score is estimated \(^1\). We then, in Section B.3, show that $\hat{\beta}^s$ is asymptotically normally distributed. We finish by determining its asymptotic variance using M-estimation theory, in Section B.4. This turns out to be distinct from the asymptotic variance of the stratified treatment effect estimator obtained when the propensity score is a known function of the observed covariates.

This appendix uses the notation given in Section 3.1.1. We now write the propensity score as $p(X; \alpha_o)$ and $p(X; \hat{\alpha})$ when the propensity score parameters are known and estimated, respectively, rather than the notation that we used before, $p(X)$ and $po(X)$, in order to emphasize that the propensity score is now an estimator depending on the unknown parameters $\alpha$. In order to ease our way into the proof, we give a brief review of the estimator, $\hat{\beta}^s$, and the estimating equations used to obtain it.

B.1.1 Estimating the stratified treatment effect

In the notation of Section 3.1.1, where, for subject $i$, $Y_i$ and $Z_i$ denote the outcome and treatment, $S_{si} = 1_{[\hat{\alpha}(i-1) \leq p(X; \alpha) < \hat{\alpha}_i]}$ is an indicator for the $s^{th}$ sample stratum, $r_s$ is the fraction of the sample in the $s^{th}$ stratum, and $d_s$ is the fraction of the sample who

\(^1\)We show that $\hat{\beta}^s$ is consistent for the population parameter $\beta^s_o$. Since this is usually different from the population average causal treatment effect, $\beta_o$, this means that $\hat{\beta}^s$ will usually not be consistent for $\beta_o$.  
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are treated and in the $s^{th}$ sample stratum, the stratified treatment effect estimator is

$$\hat{\beta}_s = \frac{1}{n} \sum_{s=1}^{K} \sum_{i=1}^{n} \left( \frac{Y_i Z_i \hat{S}_si}{\hat{d}_s} - \frac{Y_i (1 - Z_i) \hat{S}_si}{\hat{r}_s - \hat{d}_s} \right).$$

We assume that the propensity score is related to the observed covariates as follows,

$$\ln \left\{ \frac{p(X; \alpha_o)}{1 - p(X; \alpha_o)} \right\} = \alpha_o^T X. \quad (B.1)$$

As discussed in Chapter 3, we obtain $\hat{\beta}_s$ as a component of the vector solution to the set of estimating equations

$$\sum_{i=1}^{n} \psi(Y_i, Z_i, X_i; \beta_s, d, q) = 0 \quad (B.2)$$

The vector solution is $\hat{\theta}$ defined by $\hat{\theta}^T = (\hat{\beta}_s, \hat{d}^T, \hat{q}^T, \hat{\alpha}^T)$, where the population values of these parameters are: $\alpha_o$, the population propensity score parameters, $q_o$, the population strata boundaries, $d_o$, the population probabilities of being both treated and in each stratum, and $\beta_o$, the 'true' stratified treatment effect.

The estimating equations (B.2) are defined by $\psi^{(2K+m) \times 1}$ where $\psi^T = (\psi_1, \psi_2, \psi_3, \psi_4^T)$, with

$$\psi_1^{1 \times 1} (Y_i, Z_i, X_i; \beta_s, d, q) = \left( \sum_{s=1}^{K} r_s \left\{ \frac{Y_i Z_i S_{si}}{\hat{d}_s} - \frac{Y_i (1 - Z_i) S_{si}}{\hat{r}_s - \hat{d}_s} \right\} - \beta_s \right)$$

$$\psi_2^{K \times 1} (Z_i, X_i; d, q) = \left( \begin{array}{c} Z_i S_{1i} - d_1 \\ \vdots \\ Z_i S_{Ki} - d_K \end{array} \right)$$

$$\psi_3^{(K-1) \times 1} (X_i; q) = \left( \begin{array}{c} S_{1i} - r_1 \\ \vdots \\ S_{(K-1)i} - r_{(K-1)} \end{array} \right)$$
where the stratum indicator, $S_{si} = 1_{[q_{i-1} \leq p(X; \alpha) < q_i]}$ is a function of both the unknown propensity score parameters and the unknown strata boundaries. We also define $q_0 = 0$ and $q_K = 1$. We now use this representation of the estimation process to ascertain the theoretical properties of the stratified treatment effect estimator, $\hat{\beta}$.

### B.2 Consistency

We now show that each component of the estimator $\hat{\theta}$ is consistent, where $\hat{\theta}^T = (\hat{\beta}^s, \hat{d}^T, \hat{q}^T, \hat{\alpha}^T)$. We begin by establishing the consistency of the estimated propensity score parameters, $\hat{\alpha}$. We then consider the consistency of the estimated strata boundaries, $\hat{q}$, treating the propensity score parameters as nuisance parameters. We then consider the consistency of the estimated probabilities of being treated and in each stratum, $\hat{d}$, treating both the strata boundaries and the propensity score parameters as nuisance parameters. Given the consistency of $\hat{\alpha}, \hat{q}$ and $\hat{d}$, we then demonstrate the consistency of the stratified treatment effect estimator, $\hat{\beta}^s$.

#### B.2.1 Consistency of the estimated propensity score parameters

The propensity score parameters, $\alpha$, are estimated using a maximum likelihood logistic regression model. These parameters are known to be consistent and globally identifiable [17], provided that the model (B.1) is correctly specified.

#### B.2.2 Consistency of the estimated strata boundaries

We demonstrate the consistency of the estimate of the first strata boundary, $\hat{q}_1$. This is the $r_i^{th}$ quantile of the sample distribution of the estimated propensity score. The population parameter we wish to estimate, $q_{1o}$, is the $r_i^{th}$ quantile of the population distribution of the propensity score. In order to demonstrate consistency of this estimated strata boundary, when the propensity score parameters are consistently estimated, we refer to Theorem A.1. In order to apply this theorem we need to find a (criteria) function of $q_1$ and the data that is maximised by the sample quantile, $\hat{q}_1$. 

The $r_1^{th}$ quantile of the sample distribution of the estimated propensity score, $\hat{q}_1$, can be expressed as the value of $q_1$ that maximises the equation

$$M_n(q_1; \hat{\alpha}) = -\sum_{i=1}^{n} \{(1 - r_1)(q_1 - p(X_i; \hat{\alpha}))1_{[p(X_i; \hat{\alpha}) < q_1]} + r_1(p(X_i; \hat{\alpha}) - q_1)1_{[p(X_i; \hat{\alpha}) > q_1]}\}$$

We now show that the conditions of Theorem A.1 are satisfied. The function $M_n(q_1; \alpha)$ is concave in $q_1$ and so condition (i) of the theorem is satisfied. We now need to show that the value of $q_1$ that maximises the function $M_n(q_1; \alpha_0)$ is globally identifiable and equal to the $r_1^{th}$ quantile of the population distribution of the propensity score, $q_{1a}$. By the law of large numbers, as $n \to \infty$, for any $q_1$ and $\alpha$,

$$M_n(q_1; \alpha) \xrightarrow{p} M(q_1; \alpha) = \{E[p(X; \alpha)1_{[p(X; \alpha) < q_1]}] - q_1P(p(X; \alpha) < q_1) - r_1E[p(X; \alpha)] + q_1r_1\}.$$

Given $\alpha$, since $M(q_1; \alpha)$ is a convex function of $q_1$, this is maximised at a point where $\frac{\partial M(q_1; \alpha)}{\partial q_1} = 0$. Differentiating $M_n(q_1; \alpha)$ using the product rule and appealing to the fundamental theorem of calculus,

$$\frac{\partial M(q_1; \alpha)}{\partial q_1} = q_1 f_p(q_1; \alpha) - P(p(X; \alpha) < q_1) - q_1 f_p(q_1; \alpha) + r_1,$$

provided that the probability density function of the propensity score, $f_p(\cdot)$, is continuous. Setting $\frac{\partial M(q_1; \alpha_0)}{\partial q_1} = 0$ shows that $M(q_1; \alpha_0)$ is maximised by the value of $q_1$ such that $P(p(X; \alpha_0) < q_1) = r_1$. This value of $q_1$ is exactly the parameter we wish to estimate, the $r_1^{th}$ quantile of the population distribution of the propensity score, $q_{1a}$. As before, provided that the cumulative density function of the propensity score is strictly monotone and continuous at the population strata boundary, $q_{1a}$, this point is unique and therefore globally identifiable. So condition (ii) of Theorem A.1 is satisfied.

We now merely have to show that condition (iii*) of Theorem A.1 is satisfied in order to prove that the estimated strata boundary, $\hat{q}_1$, is consistent when the propensity score parameters, $\alpha$, are estimated. To do this, we need to show that each of the parameters $\alpha_k$, for $k = 1, ..., m$, satisfies the Lipschitz condition with respect to the criteria function $M(q_1; \alpha)$. We do this by showing that the first derivative of $M(q_1; \alpha)$ with respect to $\alpha_k$, is bounded, since this guarantees condition (iii*) [6]. Inspection
of the above formula for $M(q_1; \alpha)$ shows that its first derivative with respect to $\alpha_k$ will be bounded provided that the following three functions are bounded,

$$\frac{\partial E[p(X; \alpha)1_{p(X, \alpha) < q_1}]}{\partial \alpha_k}, \quad \frac{\partial P(p(X; \alpha) < q_1)}{\partial \alpha_k} \quad \text{and} \quad \frac{\partial E[p(X; \alpha)]}{\partial \alpha_k}.$$

We can write the first of these three functions in integral form as follows,

$$\frac{\partial}{\partial \alpha_k} \left\{ E[p(X; \alpha)1_{p(X, \alpha) < q_1}] \right\} = \frac{\partial}{\partial \alpha_k} \left\{ \int_0^{q_1} p f_p(p; \alpha) \, dp \right\}.$$

Provided that the probability density function of the propensity score is continuous in $\alpha$, in other words, continuous in the propensity score, we can exchange the order of integration and differentiation, giving

$$\frac{\partial}{\partial \alpha_k} \left\{ E[p(X; \alpha)1_{p(X, \alpha) < q_1}] \right\} = \int_0^{q_1} p \frac{\partial f_p(p; \alpha)}{\partial \alpha_k} \, dp \leq q_1 \sup_{p \in [0, q_1]} \left\{ \frac{\partial f_p(p; \alpha)}{\partial \alpha_k} \right\}.$$

So this derivative will be bounded provided that the derivative $\frac{\partial f_p(p; \alpha)}{\partial \alpha_k}$ is bounded. The same argument shows that the same conditions guarantee that $\frac{\partial M(q_1; \alpha)}{\partial \alpha_k}$ is bounded. Then the first estimated strata boundary, $\hat{q}_1$, is a consistent estimator of the first population boundary, $q_{10}$. In the same way, we can show that all the estimated strata boundaries, $\hat{q}_i$, are consistent estimators of the population strata boundaries, $q_{i0}$, under consistent estimation of the propensity score parameters.

### B.2.3 Consistency of the estimated probabilities of being treated and in each stratum

We now show that the estimated probabilities of being treated and in each stratum, $\hat{d}$, are consistent estimators of the analogous population probabilities, $d_o$, when the strata boundaries and the propensity score parameters are consistently estimated. In particular, we consider the consistency of $\hat{d}_1$, the estimated probability of being treated and in the first stratum. We again appeal to Theorem A.1 in order to prove this. We have seen that the parameters $d_o, q_{o},$ and $\alpha_o$ are globally identifiable, so condition (ii) of Theorem A.1 is satisfied. We saw in Appendix A.2.2 that when the propensity score is known, the estimator $\hat{d}_1$ can be obtained by finding the value of $d_1$ that maximises a particular criteria function. When the propensity score is estimated, we view the criteria function as a function also of the estimated propensity score parameters, $\hat{\alpha}$, and then we can obtain $\hat{d}_1$ from the same criteria function.
B.2 Consistency

\[ M_n(d_1; q_1, \hat{\alpha}). \]  This function is concave in \( d_1 \) and \( M_n(d_1; q_1, \alpha) \overset{p}{\rightarrow} M(d_1; q_1, \alpha) \) as \( n \to \infty \), where

\[
M(d_1; q_1, \alpha) = (1 - 2d_1) \int_0^{q_1} p f(p; \alpha) \, dp + d_1^2.
\]

In order to show that \( \hat{d}_1 \) is consistent when the propensity score parameters are estimated we merely need to show that the Lipschitz condition holds for each \( \alpha_k \) with respect to the function \( M(d_1; q_1, \alpha) \). It is sufficient to show that \( \frac{\partial M(d_1; q_1, \alpha)}{\partial \alpha_k} \) is bounded for each \( k = 1, \ldots, m \). We can see immediately that this will be true provided that the probability density function of the propensity score is continuous and that the derivatives \( \frac{\partial f(p; \alpha)}{\partial \alpha_k} \) exist and are bounded. Then the estimated probabilities of being treated and in each stratum, \( \hat{d}_k \), are consistent estimators of \( d_k \) under consistent estimation of the strata boundaries and propensity score parameters.

B.2.4 Consistency of the stratified treatment effect estimator

We now show that the stratified treatment effect estimator, \( \hat{\beta}^s \), is a consistent estimator of \( \beta^s \) when the propensity score parameters are estimated using a correctly specified logistic regression model. We saw in Appendix A.2.3 that \( \hat{\beta}^s \) can be obtained by finding the value of \( \beta^s \) that maximises a criteria function \( M_n(\beta^s; \hat{q}, \hat{d}, \hat{\alpha}) \) that is concave in \( \beta^s \), where

\[ M_n(\beta^s; q, d, \alpha) \overset{p}{\rightarrow} M(\beta^s; q, d, \alpha) \]

with

\[
M(\beta^s; q, d, \alpha) = -(\beta^s)^2 + 2\beta^s \sum_{s=1}^{K} \left\{ \frac{\mathbb{E}[YZS_s]}{d_s} - \frac{\mathbb{E}[Y(1-Z)S_s]}{r_s - d_s} \right\} \\
+ \sum_{s=1}^{K} r_s^2 \left\{ \frac{\mathbb{E}[Y^2ZS_s]}{d_s^2} + \frac{\mathbb{E}[Y^2(1-Z)S_s]}{(r_s - d_s)^2} \right\}.
\]

We have already seen that each of the unknown parameters is globally identifiable. Therefore, conditions (i) and (ii) of Theorem A.1 are satisfied. We now need to show that the Lipschitz condition is satisfied for each propensity score parameter \( \alpha_k \), for \( k = 1, \ldots, m \). In order to do this we show that the first derivative of \( M(\beta^s; q, d, \alpha) \) with respect to \( \alpha_k \), for \( k = 1, \ldots, m \), is bounded. We can see immediately that this will
be true if the following functions are bounded, 

\[
\begin{align*}
\frac{\partial}{\partial \alpha_k} \mathbb{E}[YZS_k], & \quad \frac{\partial}{\partial \alpha_k} \mathbb{E}[Y(1-Z)S_k], \\
\frac{\partial}{\partial \alpha_k} \mathbb{E}[Y^2ZS_k], & \quad \frac{\partial}{\partial \alpha_k} \mathbb{E}[Y^2(1-Z)S_k].
\end{align*}
\]

By writing each of these expectations as an integral over the propensity score values in a stratum, interchanging the order of integration and differentiation and appealing to the fundamental theorem of calculus, we see that the four functions above will be bounded provided that 

- the probability density function of the propensity score is continuous and bounded everywhere;
- the derivatives $\frac{\partial f_p(s)}{\partial \alpha_k}$ exist and are bounded everywhere, for $k = 1, \ldots, m$;
- the following expectations are continuous in $p$ and bounded everywhere, for $t = 0, 1$,

\[
\mathbb{E}[Y | Z = t, p(X) = p], \quad \mathbb{E}[Y^2 | Z = t, p(X) = p];
\]

- the following derivatives exist and are bounded, for $t = 0, 1$ and $k = 1, \ldots, m$,

\[
\frac{\partial}{\partial \alpha_k} \{\mathbb{E}[Y | Z = t, p(X) = p]\}, \quad \frac{\partial}{\partial \alpha_k} \{\mathbb{E}[Y^2 | Z = t, p(X) = p]\}.
\]

Then all the conditions have been satisfied and so the stratified treatment effect estimator is a consistent estimator of $\beta_0^\ast$. The implications of the conditions attached to this consistency are discussed in the main text (Section 3.3).

B.3 Asymptotic normality

We now consider the asymptotic sampling distribution of the estimator $\hat{\theta}$, where $\hat{\theta}^T = (\hat{\beta}, \hat{\alpha}^T, \hat{\psi}^T, \hat{\xi}^T)$. We refer to Theorem A.2 which states conditions under which an estimator, $\hat{\theta}$, obtained by solving the estimating equation $\frac{1}{n} \sum_{i=1}^n \psi(X_i; \theta) = 0$, is asymptotically normal. Our estimating equation is defined by $\psi^T = (\psi_1, \psi_2^T, \psi_3^T, \psi_4^T)$, where $\psi_1, \psi_2, \psi_3$ and $\psi_4$ are defined in Section B.1. We now ensure that all conditions of Theorem A.2 are satisfied. We have already demonstrated consistency of $\hat{\theta}$, and that the maps $W \rightarrow \psi_j(W; \theta)$ are Donsker, for $j = 1, 2, 3$ (see Section A.3). 

We
also need to show that the map $W \rightarrow \psi_4(W; \theta)$ is Donsker. where $W = (Y, Z, X)$ represents the data. We then show that the maps $\theta \rightarrow \psi(W; \theta)$ are continuous in probability. The final condition of the theorem is that the derivative matrix, 
\[ \frac{\partial}{\partial \theta} \{ \mathbb{E}[\psi(W; \theta)] \} \bigg|_{\theta = \theta_0}, \]
exists and is non-singular. This will be demonstrated in Section B.4.

The map $W \rightarrow \psi_4(W; \theta)$ is defined as $\alpha \rightarrow \left(Z - \frac{\exp(\alpha^T X)}{1 + \exp(\alpha^T X)}\right)X$. Example 19.7 of van der Vaart [108, p.271] states that a function of $\theta$ satisfying the Lipschitz condition with respect to $\theta$ is Donsker. The first derivative of the map $W \rightarrow \psi_4(W)$ with respect to $\alpha_k$ is bounded for $k = 1, ..., m$, and so the Lipschitz condition is satisfied. Therefore, this map is Donsker. Note that the same condition guarantees that the map $\theta \rightarrow \psi_4(W; \theta)$ is continuous in probability.

We now show that the map $\theta \rightarrow \psi_{3j}(W; \theta)$ is continuous in probability. If we define 
\[ \Theta^T = (\beta^T, q^T, d^T, \alpha^T) \]
and $\Theta'^T = ((\beta')^T, (q')^T, (d')^T, (\alpha')^T)$, then we need to show that 
\[ \mathbb{E} \left[ |\psi_{3j}(W; \theta) - \psi_{3j}(W; \theta')| \right] \rightarrow 0 \]
as $\theta \rightarrow \theta'$. Using the definition of $\psi_3$ given in Section B.1,
\[ \mathbb{E} \left[ |\psi_{3j}(W; \theta) - \psi_{3j}(W; \theta')| \right] = \mathbb{E} \left[ |1_{[q(j-1) \leq p(X; \alpha) < q_j]} - 1_{[q'(j-1) \leq p(X; \alpha') < q'_j]}| \right]. \]

Using the triangle inequality,
\[ \mathbb{E} \left[ |\psi_{3j}(W; \theta) - \psi_{3j}(W; \theta')| \right] \leq e_1 + e_2 + e_3, \]
where
\[ e_1 = \mathbb{E} \left[ |1_{[q(j-1) \leq p(X; \alpha) < q_j]} - 1_{[q'(j-1) \leq p(X; \alpha) < q'_j]}| \right] \]
\[ e_2 = \mathbb{E} \left[ |1_{[q(j-1) \leq p(X; \alpha) < q'_j]} - 1_{[q'(j-1) \leq p(X; \alpha') < q'_j]}| \right] \]
\[ e_3 = \mathbb{E} \left[ |1_{[q'(j-1) \leq p(X; \alpha') < q'_j]} - 1_{[q'(j-1) \leq p(X; \alpha') < q'_j]}| \right]. \]

We saw in Appendix A.3 that $e_1$ and $e_2$ tend to zero as $q \rightarrow q'$, provided that the probability density function of the propensity score is bounded. We can write $e_3$ in
integral form as
\[ e_3 = \int_{[\alpha_{i-1}, \alpha_i]} \left\{ f_p(p; \alpha) + f_p(p; \alpha') \right\} \, dp \rightarrow 0, \]
as \( \alpha \to \alpha' \), provided that the probability density function of the propensity score, \( f_p(\cdot) \), is continuous in \( \alpha \). Then \( \theta \to \psi_3(W; \theta) \) is continuous in probability.

In the same way we can see that the maps \( \theta \to \psi_{2k}(W; \theta) \) and \( \theta \to \psi_1(W; \theta) \) are also continuous in probability, for \( k = 1, ..., K \), provided that the probability density function of the propensity score, \( f_p(\cdot) \), is continuous and bounded.

The final requirement of Theorem A.2 is that the derivative matrix \( \frac{\partial}{\partial \theta^T} \{ \psi(W; \theta) \}_{\theta = \theta_0} \) should exist and be non-singular. This matrix is calculated in Section B.4, and conditions under which it exists and is invertible are stated. Provided that this inverse exists and the conditions we have found are satisfied, then the conditions of Theorem A.2 are satisfied and \( \hat{\theta} \) is asymptotically normally distributed.

### B.4 Asymptotic variance

We have now established conditions under which the estimator \( \hat{\theta} \), defined by \( \hat{\theta}^T = (\hat{\beta}^s, \hat{d}^T, \hat{q}^T, \hat{\alpha}) \), is consistent and asymptotically normally distributed. We now use its asymptotic distribution to calculate the asymptotic variance of the stratified treatment effect estimator, \( \beta^s \), assuming that the propensity score is estimated using a correctly specified logistic regression model. We denote this variance by \( \mathcal{V}_e[\hat{\beta}^s] \), where the 'e' refers to the estimation of the propensity score.

#### B.4.1 M-estimation theory

The general M-estimation theory outlined in the main text (Section 3.1.2) shows that if we let
\[ A = \mathbb{E} \left[ -\frac{\partial}{\partial \theta^T} \{ \psi(Y, Z, X; \theta) \} \bigg|_{\theta = \theta_0} \right] \]
\[ B = \mathbb{E} [ \psi(Y, Z, X; \theta_0) \psi^T(Y, Z, X; \theta_0) ], \]

as \( \alpha \to \alpha' \), provided that the probability density function of the propensity score, \( f_p(\cdot) \), is continuous in \( \alpha \). Then \( \theta \to \psi_3(W; \theta) \) is continuous in probability.

In the same way we can see that the maps \( \theta \to \psi_{2k}(W; \theta) \) and \( \theta \to \psi_1(W; \theta) \) are also continuous in probability, for \( k = 1, ..., K \), provided that the probability density function of the propensity score, \( f_p(\cdot) \), is continuous and bounded.

The final requirement of Theorem A.2 is that the derivative matrix \( \frac{\partial}{\partial \theta^T} \{ \psi(W; \theta) \}_{\theta = \theta_0} \) should exist and be non-singular. This matrix is calculated in Section B.4, and conditions under which it exists and is invertible are stated. Provided that this inverse exists and the conditions we have found are satisfied, then the conditions of Theorem A.2 are satisfied and \( \hat{\theta} \) is asymptotically normally distributed.

#### B.4 Asymptotic variance

We have now established conditions under which the estimator \( \hat{\theta} \), defined by \( \hat{\theta}^T = (\hat{\beta}^s, \hat{d}^T, \hat{q}^T, \hat{\alpha}) \), is consistent and asymptotically normally distributed. We now use its asymptotic distribution to calculate the asymptotic variance of the stratified treatment effect estimator, \( \beta^s \), assuming that the propensity score is estimated using a correctly specified logistic regression model. We denote this variance by \( \mathcal{V}_e[\hat{\beta}^s] \), where the 'e' refers to the estimation of the propensity score.
then the large-sample covariance matrix of \( \hat{\theta} \) is given by

\[
\text{Cov}(\hat{\theta}) = \frac{1}{n} A^{-1}BA^{-T}. \tag{B.4}
\]

We furthermore stated that when the function \( \psi(Y, Z, X; \theta) \) is not differentiable with respect to \( \theta \), as in our example, the order of differentiation and expectation can be exchanged and so

\[
A = -\frac{\partial}{\partial \theta^T} \{ \text{E} [\psi(Y, Z, X; \theta)] \} \bigg|_{\theta=\theta_0}. \tag{B.5}
\]

However, this is only a valid approach under certain regularity conditions. Although we do not list these regularity conditions, the application of Theorem A.2 shows that it is valid in our problem. Therefore, when a component of \( \psi(Y, Z, X; \theta) \) is not differentiable with respect to \( \theta \) we use (B.5). For components of \( \psi(Y, Z, X; \theta) \) that are differentiable with respect to \( \theta \), however, since the two versions of \( A \) are then identical, we usually use (13.3), since this is often more convenient.

Allowing for definition (B.5) to be used if necessary, (B.4) is then equal to the variance given at the end of Theorem A.2, and the large-sample variance of the stratified treatment effect estimator, \( \hat{\beta}^s \) is

\[
\text{Var}_e[\hat{\beta}^s] = \text{Var}[\hat{\theta}_1] = \frac{1}{n} (A^{-1}BA^{-T})_{11}.
\]

We have partitioned the parameter \( \theta \) into four components, \( \theta^T = (\beta^s, d^T, q^T, \alpha^T) \). The matrices \( A^{(2K+m) \times (2K+m)} \) and \( B^{(2K+m) \times (2K+m)} \) can be partitioned in the same way. Then

\[
A = \begin{pmatrix}
    a_{11} & a_{12} & a_{13} & a_{14} \\
    a_{21} & a_{22} & a_{23} & a_{24} \\
    a_{31} & a_{32} & a_{33} & a_{34} \\
    a_{41} & a_{42} & a_{43} & a_{44}
\end{pmatrix},
\]

where for \( j = 1, 2, 3, 4 \),

\[
\begin{align*}
    a_{j1} &= -\frac{\partial}{\partial \beta^s} \{ \text{E} [\psi_j] \} \bigg|_{\theta=\theta_0} \\
    a_{j2} &= -\frac{\partial}{\partial d^T} \{ \text{E} [\psi_j] \} \bigg|_{\theta=\theta_0} \\
    a_{j3} &= -\frac{\partial}{\partial q^T} \{ \text{E} [\psi_j] \} \bigg|_{\theta=\theta_0} \\
    a_{j4} &= -\frac{\partial}{\partial \alpha^T} \{ \text{E} [\psi_j] \} \bigg|_{\theta=\theta_0}.
\end{align*}
\]
These sub-matrices of $A$ have the following dimensions:

$$
\text{Dim} = \begin{pmatrix}
1 \times 1 & 1 \times K & 1 \times (K-1) & 1 \times m \\
K \times 1 & K \times K & K \times (K-1) & K \times m \\
(K-1) \times 1 & (K-1) \times K & (K-1) \times (K-1) & (K-1) \times m \\
m \times 1 & m \times K & m \times (K-1) & m \times m
\end{pmatrix}, \quad (B.6)
$$

where $m$ is the number of covariates included in the logistic regression model used to estimate the propensity score. We have already defined the sub-matrices $a_{ij}$ for $i, j = 1, 2, 3$, in Appendix A.4.2. Since the function $\psi_4$ does not contain $\beta^*$, $d$ or $q$, differentiating with respect these parameters results in zero. Therefore, $a_{41}, a_{42}$ and $a_{43}$ are zero matrices. Then $A$ is

$$
A = \begin{pmatrix}
1 & a_{12} & a_{13} & a_{14} \\
0 & I & a_{23} & a_{24} \\
0 & 0 & a_{33} & a_{34} \\
0 & 0 & 0 & a_{44}
\end{pmatrix},
$$

which has inverse

$$
A^{-1} = \begin{pmatrix}
1 & -(a_{12}a_{23} - a_{13})a_{33}^{-1} & -a^* & 0 \\
0 & I & a_{23}a_{33}^{-1} & (a_{23}a_{33}^{-1}a_{34} - a_{24})a_{44}^{-1} \\
0 & 0 & a_{33}^{-1} & -a_{33}^{-1}a_{34}a_{44}^{-1} \\
0 & 0 & 0 & a_{44}^{-1}
\end{pmatrix},
$$

where $a^* = (a_{12}a_{24} - a_{14})a_{44}^{-1} - (a_{12}a_{23} - a_{13})a_{33}^{-1}a_{34}a_{44}^{-1}$. The conditions under which the sub-matrices $a_{12}, a_{13}, a_{23}$, and $a_{33}^{-1}$ exist have already been investigated and are stated in Appendix A.4.2. Conditions under which the sub-matrices $a_{14}, a_{24}, a_{34}$ and $a_{44}^{-1}$ exist are investigated later in this section. When these sub-matrices exist, so does the inverse $A^{-1}$. The existence of this inverse is one of the conditions for the asymptotic normality of $\hat{\theta}$.

Partitioning the matrix $B$ in a similar fashion gives

$$
B = \begin{pmatrix}
b_{11} & b_{12} & b_{13} & b_{14} \\
b_{21} & b_{22} & b_{23} & b_{24} \\
b_{31} & b_{32} & b_{33} & b_{34} \\
b_{41} & b_{42} & b_{43} & b_{44}
\end{pmatrix},
$$

where $b_{jk} = \mathbb{E}[\psi_j(\theta_o) \psi_k^T(\theta_o)]$, for $j, k = 1, 2, 3, 4$. The dimensions of these sub-matrices are also given by (B.6).
We have seen that \( n \mathbb{V}_e[\hat{\beta}^*] = (A^{-1} B A^{-T})_{11} \). Multiplying out \( A^{-1} B A^{-T} \) and taking the \((1,1)\)th component, remembering that \( B \) is symmetric, gives

\[
n \mathbb{V}_e[\hat{\beta}^*] = b_{11} - 2b_{12}a_{12}^T + a_{12}b_{22}a_{12}^T + (a_{12}a_{23} - a_{13})a_{33}^{-1}(2b_{31} - 2b_{32}a_{12}^T + b_{33}a_{33}^{-1}(a_{12}a_{23} - a_{13})^T) + 2(b_{14}a^*T - a_{12}b_{24}a^*T + (a_{12}a_{23} - a_{13})a_{33}^{-1}b_{34}a^*T) + a^*b_{44}a^*T. \tag{B.7}
\]

We can see that the first two lines of the equation above are exactly the formula for \( n \mathbb{V}_e[\hat{\beta}^*] \) that we had previously when the propensity score was known (A.13). The additional terms are as follows,

\[
2(b_{14} - a_{12}b_{24} + (a_{12}a_{23} - a_{13})a_{33}^{-1}b_{34})a^*T + a^* b_{44} a^*T.
\]

These terms represent the additional variance of the stratified treatment effect estimator due to the estimation of the propensity score. The sub-matrices contained in this formula that were not calculated in the previous appendix are calculated in Sections B.4.2 and B.4.3. These sub-matrices are substituted into the variance equation (B.7) and the variance \( n \mathbb{V}_e[\hat{\beta}^*] \) is then calculated by direct matrix multiplication.

**B.4.2 The matrix A**

We now calculate the sub-matrices of \( A \) that have not been calculated previously, that is \( a_{14}, a_{24}, a_{34} \) and \( a_{44}^{-1} \). We assume that the subjects are sampled independently from the population and so we drop the subject subscript from the following calculations in order to simplify the presentation. In particular, note that then \( X_i \) refers to the \( i^{th} \) covariate and not the value of covariate \( X \) taken by the \( i^{th} \) subject.

The sub-matrix \( a_{14} \) Since the function \( \psi_1 \) is not differentiable with respect to the propensity score parameters, \( \alpha_k \), we interchange the order of differentiation and expectation and define, for \( k = 1, \ldots, m \),

\[
(a_{14})_k = -\frac{\partial}{\partial \alpha_k} \left\{ \mathbb{E} \left[ \psi_1 \right] \right\}_{\theta=\theta_0} - \frac{\partial}{\partial \alpha_k} \mathbb{E} \left[ Y Z \sum_{s=1}^{K} \frac{r_s}{d_s} S_s - Y (1 - Z) \sum_{s=1}^{K} \frac{r_s}{d_s} S_s - \beta^* \right] \bigg|_{\theta=\theta_0}.
\]
Using the equality \( \mathbb{E}[YZS_s] = \mathbb{E}[Y | Z = 1, S_s = 1] \mathbb{E}[ZS_s] \), we get
\[
(a_{14})_k = - \sum_{s=1}^{K} \frac{r_s}{d_{so}} \left[ \mathbb{E}[Y | Z = 1, S_s = 1] \frac{\partial}{\partial \alpha_k} \{ \mathbb{E}[ZS_s] \} \right] \bigg|_{\theta = \theta_0} \\
+ \sum_{s=1}^{K} \frac{r_s}{r_s - d_{so}} \left[ \mathbb{E}[Y | Z = 0, S_s = 1] \frac{\partial}{\partial \alpha_k} \{ \mathbb{E}[(1 - Z)S_s = 1] \} \right] \bigg|_{\theta = \theta_0} \\
- \sum_{s=1}^{K} \frac{r_s}{\partial \alpha_k} \left[ \mathbb{E}[Y | Z = 1, S_s = 1] \mathbb{E}[ZS_s] \right] \bigg|_{\theta = \theta_0}.
\]

Differentiating this by the product rule and using the equality \( \mathbb{E}[(\psi(\theta))_0] = 0 \), so \( \mathbb{E}[ZS_{so}] = d_{so} \), we have, for \( k = 1, \ldots, m \),
\[
(a_{14})_k = - \sum_{s=1}^{K} \frac{r_s}{d_{so}} \left[ \mathbb{E}[Y | Z = 1, S_s = 1] \frac{\partial}{\partial \alpha_k} \{ \mathbb{E}[ZS_s] \} \right] \bigg|_{\theta = \theta_0} \\
+ \sum_{s=1}^{K} \frac{r_s}{r_s - d_{so}} \left[ \mathbb{E}[Y | Z = 0, S_s = 1] \frac{\partial}{\partial \alpha_k} \{ \mathbb{E}[(1 - Z)S_s = 1] \} \right] \bigg|_{\theta = \theta_0} \\
- \sum_{s=1}^{K} \frac{r_s}{\partial \alpha_k} \left[ \mathbb{E}[Y | Z = 1, S_s = 1] \mathbb{E}[ZS_s] \right] \bigg|_{\theta = \theta_0}.
\]

The sub-matrix \( a_{24} \) Again, we exchange the order of differentiation and expectation and define, for \( j = 1, \ldots, K \) and \( k = 1, \ldots, m \),
\[
(a_{24})_{jk} = - \frac{\partial}{\partial \alpha_k} \left\{ \mathbb{E}[\psi_{2j}] \right\} \bigg|_{\theta = \theta_0} = - \frac{\partial}{\partial \alpha_k} \left\{ \mathbb{E}[ZS_j - d_j] \right\} \bigg|_{\theta = \theta_0} \\
= - \frac{\partial}{\partial \alpha_k} \left\{ \mathbb{E}[Z \mathbb{1}(q_j < \alpha_j)] \right\} \bigg|_{\theta = \theta_0}.
\]

The sub-matrix \( a_{34} \) For \( j = 1, \ldots, K - 1 \) and \( k = 1, \ldots, m \),
\[
(a_{34})_{jk} = - \frac{\partial}{\partial \alpha_k} \left\{ \mathbb{E}[\psi_{3j}] \right\} \bigg|_{\theta = \theta_0} = - \frac{\partial}{\partial \alpha_k} \left\{ \mathbb{E}[S_j - r_j] \right\} \bigg|_{\theta = \theta_0} \\
= - \frac{\partial}{\partial \alpha_k} \left\{ \mathbb{E}[\mathbb{1}(q_{j-1} < \alpha_j)] \right\} \bigg|_{\theta = \theta_0}.
\]

The sub-matrix \( a_{44} \) For \( j = 1, \ldots, m \) and \( k = 1, \ldots, m \),
\[
(a_{44})_{jk} = - \frac{\partial}{\partial \alpha_k} \left\{ \mathbb{E}[\psi_{4j}] \right\} \bigg|_{\theta = \theta_0} \\
= - \frac{\partial}{\partial \alpha_k} \left\{ \mathbb{E} \left[ \left( Z - \frac{\exp(\alpha^T X)}{1 + \exp(\alpha^T X)} \right) X_j \right] \right\} \bigg|_{\theta = \theta_0} \\
= \mathbb{E}[p(X; \alpha_0)(1 - p(X; \alpha_0))X_j X_k].
\]
Conditions under which \( A^{-1} \) exists: The inverse of the matrix \( A \) will exist if all its components exist. Inspection of the sub-matrices calculated in this section shows that this will happen provided that:

- the probabilities \( d_s \) are not equal to 0 or \( r_s \) for \( s = 1, ..., K \);
- the probability density function of the propensity score is non-zero at each of the population strata boundaries;
- the following derivatives exist, for \( t = 0, 1, s = 1, ..., K \) and \( j = 1, ..., K - 1 \):
  \[
  \frac{\partial \mathbb{E}[Y | Z = t, S_s = 1]}{\partial q_j}, \quad \frac{\partial \mathbb{E}[ZS_s]}{\partial q_j}, \quad \frac{\partial \mathbb{E}[S_s]}{\partial q_j}.
  \]
  By writing these derivatives as integrals over the propensity score, and appealing to the fundamental theorem of calculus, we see that these derivatives exist provided that both the probability density function of the propensity score and \( \mathbb{E}[Y | Z = t, p(X; \alpha) = p] \) are continuous everywhere in \( p \);
- the following derivatives exist, for \( t = 0, 1, s = 1, ..., K \) and \( k = 1, ..., m \):
  \[
  \frac{\partial \mathbb{E}[Y | Z = t, S_s = 1]}{\partial \alpha_k}, \quad \frac{\partial \mathbb{E}[ZS_s]}{\partial \alpha_k}, \quad \frac{\partial \mathbb{E}[S_s]}{\partial \alpha_k}.
  \]
  By writing these derivatives as integrals over the propensity score, and appealing to the fundamental theorem of calculus, we see that these derivatives exist provided that \( \mathbb{E}[Y | Z = t, p(X; \alpha) = p] \) is continuous in \( p \) and that the following derivatives exist:
  \[
  \frac{\partial \mathbb{E}[Y | Z = t, p(X; \alpha) = p]}{\partial \alpha_k}, \quad \frac{\partial f_p(p; \alpha)}{\partial \alpha_k}.
  \]

**B.4.3 The matrix \( B \)**

In this sub-section, the sub-matrices of \( B \) that have not already been calculated, that is \( b_{14}, b_{24}, b_{34} \) and \( b_{44} \), are calculated using the formula \( b_{jk} = \mathbb{E} \left[ \psi_j(\theta_0) \psi_k^T(\theta_0) \right] \). for \( j, k = 1, 2, 3 \). The equations \( \psi_1, \psi_2, \psi_3 \) and \( \psi_4 \) are given in Section B.1.
The sub-matrix \( b_{14} \) For \( j = 1, \ldots, m \),

\[
(b_{14})_j = E \left[ \psi_1 \psi_{4j} \right] \\
= E \left[ \sum_{s=1}^{K} r_s \left( \frac{YS_{so}}{d_{so}} - \frac{Y(1-Z)S_{so}}{r_s - d_{so}} - \beta_s \right) \left( Z - \frac{\exp(\alpha^T_sX)}{1 + \exp(\alpha^T_sX)} \right) X_j \right].
\]

Remembering that \( p(X; \alpha) = \frac{\exp(\alpha^T X)}{1 + \exp(\alpha^T X)} \) we can write

\[
(b_{14})_j = \sum_{s=1}^{K} r_s E \left[ \frac{YS_{so}X_j}{d_{so}} - p(X; \alpha)X_j \left( \frac{YS_{so}}{d_{so}} - \frac{Y(1-Z)S_{so}}{r_s - d_{so}} \right) \right].
\]

And using the equality \( E[YS_{so}] = E[Y | Z = 1, S_{so} = 1] d_{so} \), we have

\[
(b_{14})_j = \sum_{s=1}^{K} r_s \left[ E[YX_j | Z = 1, S_{so} = 1] - E[p(X; \alpha)X_j | Z = 1, S_{so} = 1] \right] - E[Yp(X; \alpha)X_j | Z = 0, S_{so} = 1].
\]

Then for \( j = 1, \ldots, m \),

\[
(b_{14})_j = \sum_{s=1}^{K} r_s E[YS_{so}X_j | Z = 1, S_{so} = 1] + \sum_{s=1}^{K} r_s E[YX_j p(X; \alpha) | Z = 0, S_{so} = 1].
\]

The sub-matrix \( b_{24} \) For \( j = 1, \ldots, K \) and \( k = 1, \ldots, m \),

\[
(b_{24})_{jk} = E \left[ \psi_{2j} \psi_{4k} \right] \\
= E \left[ (ZS_{jo} - d_{jo}) \left( Z - \frac{\exp(\alpha^T_jX)}{1 + \exp(\alpha^T_jX)} \right) X_k \right] \\
= E[p(X; \alpha)(1 - p(X; \alpha)) X_k S_{jo}].
\]

The sub-matrix \( b_{34} \) For \( j = 1, \ldots, K - 1 \) and \( k = 1, \ldots, m \),

\[
(b_{34})_{jk} = E \left[ \psi_{3j} \psi_{4k} \right] \\
= E \left[ (S_{jo} - r_j) \left( Z - \frac{\exp(\alpha^T_jX)}{1 + \exp(\alpha^T_jX)} \right) X_k \right] \\
= E[Z X_k S_{jo}] - E[p(X; \alpha)X_k S_{jo}] = 0.
\]

where the last line was reached since by conditioning on the observed covariates, \( X \).
The sub-matrix $b_{44}$ For $j = 1, \ldots, m$ and $k = 1, \ldots, m$, remembering that the propensity score is defined as $p(X; \alpha_o) = \frac{\exp(\alpha_o^T X)}{1 + \exp(\alpha_o^T X)}$,

$$
(b_{44})_{jk} = E[p(X; \alpha_o) \psi_{4j} \psi_{4k}]
$$

$$
= E \left( \left( Z - \frac{\exp(\alpha_o^T X)}{1 + \exp(\alpha_o^T X)} \right)^2 X_j X_k \right)
$$

$$
= E[p(X; \alpha_o)(1 - p(X; \alpha_o)) X_j X_k],
$$

When a maximum likelihood regression model is used, the matrices $A$ and $B$ are identical. Since the propensity score parameters are estimated using a maximum likelihood logistic regression model, we therefore expect the matrices $a_{44}$ and $b_{44}$ to be equal. Comparing these two matrices shows that this is indeed the case.

### B.4.4 Variance of the stratified treatment effect estimator

We have already seen that

$$
n Ve[\hat{\beta}^*] = b_{11} - 2b_{12}a_{12}^T + a_{12}b_{22}a_{12}^T
$$

$$
+ (a_{12}a_{23} - a_{13})a_{33}^{-1} \{2b_{31} - 2b_{32}a_{12}^T + b_{33}a_{33}^{-1}(a_{12}a_{23} - a_{13})^T \}
$$

$$
+ 2(b_{14}a^*T - a_{12}b_{24}a^*T + (a_{12}a_{23} - a_{13})a_{33}^{-1}b_{34}a^*T) + a^*b_{44}a^*T.
$$

The sub-matrices involved in this formula have been calculated. Some rather lengthy direct matrix multiplication of the right-hand side of this equation shows that

$$
Ve[\hat{\beta}^*] = V_1 + V_2 + \frac{2}{n} C (n \text{Cov}[^{\hat{\alpha}}]) D^T + \frac{1}{n} D (n \text{Cov}[^{\hat{\alpha}}]) D^T. \quad (B.8)
$$

$V_1$ and $V_2$ are defined as in Appendix A.4, and $C = (C_1, \ldots, C_m)$ and $D = (D_1, \ldots, D_m)$ are defined, for $k = 1, \ldots, m$, as

$$
C_k = \sum_{s=1}^{K} r_s \text{Cov}[Y, X_k (1 - p(X; \alpha)) | Z = 1, S_{s0} = 1]
$$

$$
+ \sum_{s=1}^{K} r_s \text{Cov}[Y, X_k p(X; \alpha) | Z = 0, S_{s0} = 1], \quad (B.9)
$$

$$
D_k = \left. \frac{\partial \beta^*}{\partial \alpha_k} \right|_{\theta = \theta_o} - \sum_{j=1}^{K-1} \left. \frac{\partial \beta^*}{\partial \eta_j} \right|_{\theta = \theta_o} f_p(q_j)^{-1} \left. \frac{\partial}{\partial \alpha_k} \left\{E[1(p(X; \alpha) < q_j)] \right\} \right|_{\theta = \theta_o}.
$$
and

$$\beta^* = \sum_{s=1}^{K} r_s \{ \mathbb{E}[Y \mid Z = 1, S_s = 1] - \mathbb{E}[Y \mid Z = 0, S_s = 1] \}.$$  \hspace{1cm} (B.10)

which is equal to the 'true' value of $\hat{\beta}$, $\beta^*$, but seen as a function of the strata boundaries, $q$, and the propensity score parameters, $\alpha$, rather than evaluated at their population values. The covariance matrix $\text{Cov}[\alpha]$ is defined in terms of its inverse, for $j, k = 1, ..., m$, as

$$(n \text{Cov}[\alpha])^{-1}_{jk} = \mathbb{E}[p(X; \alpha) (1 - p(X; \alpha)) X_j X_k].$$

### B.4.5 An alternative parameterization

We now re-parameterize the two last terms in (B.8) in order to simplify the estimation process. In order to do this we show that $D = -C + e$, where $e = (e_1, ..., e_m)$ is some error term. Then substituting this into (B.8) gives,

$$\text{Ve}^{\beta^*} = V_1 + V_2 - \frac{1}{n} C (n \text{Cov}[\alpha]) C^T + \frac{1}{n} e (n \text{Cov}[\alpha]) e^T.$$

Then defining $V_3 = -\frac{1}{n} C (n \text{Cov}[\alpha]) C^T$ and $V_4 = \frac{1}{n} e (n \text{Cov}[\alpha]) e^T$,

$$\text{Ve}^{\beta^*} = V_1 + V_2 + V_3 + V_4.$$

We begin by expressing the first term of $D$, the derivative $\frac{\partial \beta^*}{\partial \alpha}$, as $-C$ plus some error term which we will denote by $e_\alpha = (e_{\alpha 1}, ..., e_{\alpha m})$. Using the formula

$$\mathbb{E}[YZS_s] = \mathbb{E}[Y \mid Z = 1, S_s = 1] \mathbb{E}[ZS_s],$$

we see that

$$\frac{\partial}{\partial \alpha_k} \{ \mathbb{E}[Y \mid Z = 1, S_s = 1] \}_{\theta = \theta_*} = \frac{1}{d_{so}} \frac{\partial}{\partial \alpha_k} \{ \mathbb{E}[YZS_s] \}_{\theta = \theta_*} - \frac{\mathbb{E}[Y \mid Z = 1, S_{so} = 1]}{d_{so}} \frac{\partial}{\partial \alpha_k} \{ \mathbb{E}[ZS_s] \}_{\theta = \theta_*}. \hspace{1cm} (B.11)$$

A similar expression holds for the derivative of $\mathbb{E}[Y \mid Z = 0, S_s = 1]$. We now calculate the two derivatives in the right-hand side of (B.11), and give the analogous derivatives for the untreated group.
The derivatives \( \frac{\partial}{\partial \alpha_k} \{E[ZS_s]\}_{\theta=\theta_0} \) and \( \frac{\partial}{\partial \alpha_k} \{E[(1 - Z)S_s]\}_{\theta=\theta_0} \)

We show the calculation of only the first of these derivatives, since the second can be derived in exactly the same way. By conditioning on \( X \) and taking expectations over the 'true' distribution of the data, we can write, for \( k = 1, \ldots, m \),

\[
\frac{\partial}{\partial \alpha_k} \{E[ZS_s]\}_{\theta=\theta_0} = \frac{\partial}{\partial \alpha_k} \left\{E\left[p(X; \alpha_o)S_s\right]\right\}_{\theta=\theta_0} = \frac{\partial}{\partial \alpha_k} \left\{ \int_{q_{s-1}}^{q_s} E[p(X; \alpha_o) | p(X; \alpha) = r] f_p(r; \alpha) \, dr \right\}_{\theta=\theta_0},
\]

where the function \( f_p(\cdot; \alpha) \) is the probability density function of \( p(X; \alpha) \), i.e. the probability density function of the propensity score seen as a function of \( \alpha \). Exchanging the order of integration and differentiation, and then differentiating using the product rule gives

\[
\frac{\partial}{\partial \alpha_k} \{E[ZS_s]\}_{\theta=\theta_0} = \int_{q_{s-1}}^{q_s} \frac{\partial}{\partial \alpha_k} E[p(X; \alpha_o) | p(X; \alpha) = r] f_p(r; \alpha) \, dr + \int_{q_{s-1}}^{q_s} E[p(X; \alpha_o) | p(X; \alpha) = r] \frac{\partial}{\partial \alpha_k} \{f_p(r; \alpha)\}|_{\theta=\theta_0} \, dr.
\]

In order to simplify this, we first consider the derivative of the conditional expectation, \( E[p(X; \alpha_o) | p(X; \alpha) = r] \). Differentiating model (B.1) shows that the derivative of \( p(X; \alpha) \) with respect to \( \alpha_k \) is \( X_k p(X; \alpha)(1 - p(X; \alpha)) \), for \( k = 1, \ldots, m \). Then a Taylor series expansion of \( p(X; \alpha_o) \) gives,

\[
p(X; \alpha_o) = p(X; \alpha) + \sum_{k=1}^{m} (\alpha_{ko} - \alpha_k) X_k p(X; \alpha)(1 - p(X; \alpha)) + \sum_{k=1}^{m} O((\alpha_{ko} - \alpha_k)^2).
\]

Taking expectations of this gives

\[
E[p(X; \alpha_o) | p(X; \alpha) = r] = r + \sum_{k=1}^{m} (\alpha_{ko} - \alpha_k) E[X_k | p(X; \alpha) = r] r (1 - r)
\]

\[
+ \sum_{k=1}^{m} O((\alpha_{ko} - \alpha_k)^2).
\]

Differentiating this with respect to \( \alpha_k \), for \( k = 1, \ldots, m \), gives

\[
\frac{\partial}{\partial \alpha_k} \{E[p(X; \alpha_o) | p(X; \alpha) = r]\}_{\theta=\theta_0} = -r (1 - r) E[X_k | p(X; \alpha) = r].
\]
Note that this is an exact result since for $b \geq 2$,

$$\frac{\partial}{\partial \alpha_k} \{g(\alpha)(\alpha_k - \alpha_k)^b\} = g'(\alpha)(\alpha_k - \alpha_k)^b + g(\alpha) b (\alpha_k - \alpha_k)^{(b-1)} = 0.$$ 

Then

$$\frac{\partial}{\partial \alpha_k} \{E[ZS]\}_{\theta=\theta_o} = -E[X_k p(X; \alpha_o)(1 - p(X; \alpha_o)) S_{so}] + I_{f_{1k}}$$

where

$$I_{f_{1k}} = \int_{q(\alpha_{-1})}^{q(\alpha)} r \frac{\partial}{\partial \alpha_k} \{f_p(r; \alpha)\}_{\theta=\theta_o} dr.$$ 

Similarly,

$$\frac{\partial}{\partial \alpha_k} \{E[1-ZS]\}_{\theta=\theta_o} = E[X_k p(X; \alpha_o)(1 - p(X; \alpha_o)) S_{so}] + I_{f_{0k}}$$

where

$$I_{f_{0k}} = \int_{q(\alpha_{-1})}^{q(\alpha)} (1-r) \frac{\partial}{\partial \alpha_k} \{f_p(r; \alpha)\}_{\theta=\theta_o} dr.$$ 

Note that the expectation that appears in both the derivatives above is negative in the first and positive in the second. This is due to the fact that

$$\frac{\partial p(X; \alpha)}{\partial \alpha_k} = -\frac{\partial (1 - p(X; \alpha))}{\partial \alpha_k}.$$ 

The derivatives $\frac{\partial}{\partial \alpha_k} \{E[YZS]\}_{\theta=\theta_o}$ and $\frac{\partial}{\partial \alpha_k} \{E[Y(1-Z)S]\}_{\theta=\theta_o}$

As before, we calculate only the first of these derivatives, since the second can be derived in exactly the same way. By conditioning on $X$ and taking expectations over the 'true' distribution of the data, we can write, for $k = 1, \ldots, m,$

$$\frac{\partial}{\partial \alpha_k} \{E[YZS]\}_{\theta=\theta_o} = \frac{\partial}{\partial \alpha_k} \{E[Y_1 p(X; \alpha_o) S]\}_{\theta=\theta_o}$$

$$= \int_{q(\alpha_{-1})}^{q(\alpha)} \frac{\partial}{\partial \alpha_k} \{E[Y_1 p(X; \alpha_o) | p(X; \alpha) = r]\}_{\theta=\theta_o} f_p(r; \alpha_o) dr$$

$$+ \int_{q(\alpha_{-1})}^{q(\alpha)} E[Y_1 p(X; \alpha_o) | p(X; \alpha_o) = r] \frac{\partial}{\partial \alpha_k} \{f_p(r; \alpha)\}_{\theta=\theta_o} dr.$$ 

where, as before, $f_p(\cdot; \alpha)$ is the probability density function of the propensity score.
seen as a function of $\alpha$, rather than evaluated at $\alpha_o$. Letting $g(X) = \mathbb{E}[Y_1 | X]$, a Taylor series expansion gives

$$g(X)p(X; \alpha_o) = g(X)p(X; \alpha) + \sum_{k=1}^{m} (\alpha_{ko} - \alpha_k) g(X) X_k p(X; \alpha) (1 - p(X; \alpha)) + \sum_{k=1}^{m} O((\alpha_{ko} - \alpha_k)^2),$$

and so taking expectations gives

$$\mathbb{E}[Y_1 p(X; \alpha_o) | p(X; \alpha) = r] = r \mathbb{E}[Y_1 | p(X; \alpha) = r] + \sum_{k=1}^{m} (\alpha_{ko} - \alpha_k) \mathbb{E}[Y_1 X_k | p(X; \alpha) = r] r (1 - r) + \sum_{k=1}^{m} O_p((\alpha_{ko} - \alpha_k)^2).$$

which, when differentiated with respect to $\alpha_k$, gives

$$\frac{\partial}{\partial \alpha_k} \{\mathbb{E}[Y_1 p(X; \alpha_o) | p(X; \alpha) = r]\}_{\theta = \theta_o} = \mathbb{E}[Y_1 | p(X; \alpha) = r] f_p(r; \alpha_o) dr.$$

This is again an exact result since the error terms in the Taylor series expansion all vanish when the derivative is evaluated at $\alpha_o$. Then,

$$\frac{\partial}{\partial \alpha_k} \{\mathbb{E}[Y Z S_s]\}_{\theta = \theta_o} = - \mathbb{E}[Y_1 X_k p(X; \alpha_o) (1 - p(X; \alpha_o)) S_{so}]$$

$$+ \int_{q_{s-1}}^{q_s} r \frac{\partial}{\partial \alpha_k} \{\mathbb{E}[Y_1 | p(X; \alpha) = r] f_p(r; \alpha_o) dr$$

$$+ \int_{q_{s-1}}^{q_s} r \mathbb{E}[Y_1 | p(X; \alpha_o) = r] \frac{\partial}{\partial \alpha_k} \{ f_p(r; \alpha) \}_{\theta = \theta_o} dr.$$ 

Therefore, combining two of the terms above,

$$\frac{\partial}{\partial \alpha_k} \{\mathbb{E}[Y Z S_s]\}_{\theta = \theta_o} = - \mathbb{E}[Y_1 X_k p(X; \alpha_o) (1 - p(X; \alpha_o)) S_{so}] + I_{Y_1 k},$$

where $I_{Y_1 k} = \int_{q_{s-1}}^{q_s} r \frac{\partial}{\partial \alpha_k} \{\mathbb{E}[Y_1 | p(X; \alpha) = r] f_p(r; \alpha_o) \}_{\theta = \theta_o} dr.$
Similarly,

\[ \frac{\partial}{\partial \alpha_k} \left\{ \mathbb{E}[Y (1 - Z) S_s] \right\}_{\theta = \theta_o} = - \mathbb{E}\left[ Y_0 X_k p(X; \alpha_o) (1 - p(X; \alpha_o)) S_{so} \right] + I_{Y\theta k}. \]

where \( I_{Y\theta k} = \int_{q(s-1)}^q (1 - r) \frac{\partial}{\partial \alpha_k} \left\{ \mathbb{E}[Y | p(X; \alpha) = r | f_p(r; \alpha)] \right\}_{\theta = \theta_o} dr. \)

The derivative \( \frac{\partial \beta^*}{\partial \alpha} \) Substituting the two derivatives we have just calculated into (B.11), we find that

\[ \frac{\partial}{\partial \alpha_k} \left\{ \mathbb{E}[Y | Z = 1, S_s = 1] \right\}_{\theta = \theta_o} = \left( \frac{I_{Y\theta k} - \mathbb{E}[Y | Z = 1, S_{so} = 1] I_{f\theta k}}{d_{so}} \right) - E_{1k}. \]

and

\[ \frac{\partial}{\partial \alpha_k} \left\{ \mathbb{E}[Y | Z = 0, S_s = 1] \right\}_{\theta = \theta_o} = \left( \frac{I_{Y\theta k} - \mathbb{E}[Y | Z = 0, S_{so} = 1] I_{f\theta k}}{r_s - d_{so}} \right) + E_{0k}, \]

where

\[ E_{1k} = \frac{\mathbb{E}[Y_k X_k p(X; \alpha_o)(1 - p(X; \alpha_o)) S_{so}]}{d_{so}} - \frac{\mathbb{E}[Y | Z = 1, S_{so} = 1] \mathbb{E}[X_k p(X; \alpha_o)(1 - p(X; \alpha_o)) S_{so}]}{d_{so}}. \]

and

\[ E_{0k} = \frac{\mathbb{E}[Y_k X_k p(X; \alpha_o)(1 - p(X; \alpha_o)) S_{so}]}{r_s - d_{so}} - \frac{\mathbb{E}[Y | Z = 0, S_{so} = 1] \mathbb{E}[X_k p(X; \alpha_o)(1 - p(X; \alpha_o)) S_{so}]}{r_s - d_{so}}. \]

Then substituting these derivatives into \( \beta^* \) (B.10) we have

\[ \frac{\partial \beta^*}{\partial \alpha_k}_{\theta = \theta_o} = \sum_{s=1}^K r_s \left( \frac{I_{Y\theta k} - \mathbb{E}[Y | Z = 1, S_{so} = 1] I_{f\theta k}}{d_{so}} \right) - \sum_{s=1}^K r_s \left( \frac{I_{Y\theta k} - \mathbb{E}[Y | Z = 0, S_{so} = 1] I_{f\theta k}}{r_s - d_{so}} \right) - \sum_{s=1}^K r_s \{ E_{1k} + E_{0k} \}. \]
We now show that $\sum_{s=1}^{K} r_s \{ E_{1k} + E_{0k} \} = C_k$, for $k = 1, \ldots, m$. We can write
\[
E \left[ Y_1 X_k p(X; \alpha_o) (1 - p(X; \alpha_o)) S_{so} \right] = E \left[ Y X_k (1 - p(X; \alpha_o)) \mid Z = 1, S_{so} = 1 \right].
\]
and
\[
E \left[ X_k p(X; \alpha_o) (1 - p(X; \alpha_o)) S_{so} \right] = E \left[ X_k (1 - p(X; \alpha_o)) \mid Z = 1, S_{so} = 1 \right].
\]
Using the formula $\text{Cov} [AB] = E[AB] - E[A]E[B]$, we find that
\[
E_{1k} = \text{Cov} [Y, X_k (1 - p(X; \alpha_o)) \mid Z = 1, S_{so} = 1].
\]
Similarly,
\[
E_{0k} = \text{Cov} [Y, X_k p(X; \alpha_o) \mid Z = 0, S_{so} = 1].
\]
Comparing these equations with the definition of $C$ (B.9), we see that, as required,
\[
\sum_{s=1}^{K} r_s \{ E_{1k} + E_{0k} \} = C_k, \text{ for } k = 1, \ldots, m.
\]
Therefore, if we define
\[
e_{ak} = \sum_{s=1}^{K} r_s \left\{ \frac{\left( I_{Y_{1k}} - E[Y \mid Z = 1, S_{so} = 1] I_{f_{1k}} \right)}{d_{so}} - \frac{\left( I_{Y_{0k}} - E[Y \mid Z = 0, S_{so} = 1] I_{f_{0k}} \right)}{r_s - d_{so}} \right\}
\]
then from (B.12) we have that
\[
\frac{\partial \beta^*}{\partial \alpha_k} \bigg|_{\theta = \theta_o} = -C_k + e_{ak},
\]
If we further define
\[
e_{qk} = -\sum_{j=1}^{K-1} \frac{\partial \beta^*}{\partial q_j} \bigg|_{q_j = q_o} f_p(q_o)^{-1} \frac{\partial}{\partial \alpha_k} \{ E[S_j] \} \big|_{\theta = \theta_o},
\]
then $D_k = -C_k + e_{ak} + e_{qk}$. We then combine these two sources of error, and write $e_k = e_{ak} + e_{qk}$ where $e = (e_1, \ldots, e_m)$, to show that $D = -C + e$, as desired.

**B.4.6 The re-parameterized variance of the stratified treatment effect estimator**

Using this new parameterization, the asymptotic variance of the stratified treatment effect estimator can be written as
\[
\mathbb{V} \{ \hat{\beta}^* \} = V_1 + V_2 + V_3 + V_4,
\]
where $V_1$ and $V_2$ are defined as in Appendix A.4, and
\[ V_3 = \frac{1}{n} C (n \text{Cov}[\hat{\alpha}]) C^T \]
\[ V_4 = \frac{1}{n} \text{e} (n \text{Cov}[\hat{\alpha}]) \text{e}^T \]

where $C = (C_1, ..., C_m)$ is defined, for $k = 1, ..., m$, as
\[ C_k = \sum_{s=1}^{K} r_s \text{Cov} [Y, X_k (1 - p_0(X)) \mid Z = 1, S_{so} = 1] \]
\[ + \sum_{s=1}^{K} r_s \text{Cov} [Y, X_k p_0(X) \mid Z = 0, S_{so} = 1]. \]

The covariance matrix $(n \text{Cov}[\hat{\alpha}])$ is defined in terms of its inverse, for $j, k = 1, ..., m$, as
\[ (n \text{Cov}[\hat{\alpha}])^{-1}_{jk} = E [p_0(X) (1 - p_0(X)) X_j X_k]. \]

Finally, $e = (e_1, ..., e_m)$ where $e_k$ is defined as $e_k = e_{\alpha k} + e_{\epsilon k}$, for $k = 1, ..., m$, with
\[ e_{\alpha k} = \sum_{s=1}^{K} r_s \left\{ \frac{(I_{Y_{1k}} - E[Y \mid Z = 1, S_{so} = 1] I_{f_{1k}})}{d_{so}} - \frac{(I_{Y_{0k}} - E[Y \mid Z = 0, S_{so} = 1] I_{f_{0k}})}{r_s - d_{so}} \right\}, \]

where
\[ I_{f_{1k}} = \int_{q_{(s-1)o}}^{q_{so}} r \frac{\partial}{\partial \alpha_k} \{f_p(r; \alpha)\} \bigg|_{\theta = \theta_o} dr \]
\[ I_{f_{0k}} = \int_{q_{(s-1)o}}^{q_{so}} (1 - r) \frac{\partial}{\partial \alpha_k} \{f_p(r; \alpha)\} \bigg|_{\theta = \theta_o} dr \]
\[ I_{Y_{1k}} = \int_{q_{(s-1)o}}^{q_{so}} r \frac{\partial}{\partial \alpha_k} \{E[Y_1 \mid p(X; \alpha) = r] f_p(r; \alpha)\} \bigg|_{\theta = \theta_o} dr \]
\[ I_{Y_{0k}} = \int_{q_{(s-1)o}}^{q_{so}} (1 - r) \frac{\partial}{\partial \alpha_k} \{E[Y_0 \mid p(X; \alpha) = r] f_p(r; \alpha)\} \bigg|_{\theta = \theta_o} dr. \]

and
\[ e_{\epsilon k} = \sum_{j=1}^{K-1} \frac{\partial \beta^*}{\partial q_j} \bigg|_{\theta = \theta_o} f_p(q_{jo})^{-1} \frac{\partial}{\partial \alpha_k} \{E [1_{[p(X;\alpha) < q_j]}] \} \bigg|_{\theta = \theta_o}. \]
We have now written the variance of the stratified treatment effect estimator, \( \hat{\delta} \), as the sum of four variance components, where the first is the variance formula typically used in practice, and the remaining three terms are quadratic forms around positive definite matrices. The implications of this variance formula, and the four components of variance, are discussed in the main text (Section 3.4).
Appendix C

Application of the variance formulæ to a hypothetical situation

The asymptotic variance of the stratified treatment effect estimator, $\hat{\beta}^*$, has been calculated assuming that the propensity score is: (i) a known function of the observed covariates; and (ii) estimated using a correctly specified logistic regression model. The resulting two variance formulæ, $V_k[\hat{\beta}^*]$ and $V_e[\hat{\beta}^*]$, where the 'k' and 'e' represent the propensity score being known and estimated respectively, are given in Theorems 3.1 and 3.2. In Chapter 5 these variance formulæ are applied to several simple hypothetical situations. This appendix describes the mathematical calculation of these two variances for a simple hypothetical situation. The calculations described in this chapter are implemented in the mathematical software Mathematica [112]. The programs that implement these calculations can be found in Appendix D.

We begin, in Section C.1, by giving the general form of the hypothetical situation considered. In Section C.2 we calculate the quantities contained in $V_k[\hat{\beta}^*]$ — the variance of the stratified estimator of treatment effect when the propensity score is a known function of the covariates. We then calculate all the quantities contained in $V_e[\hat{\beta}^*]$ — the variance of the stratified estimator of treatment effect when the propensity score is estimated — that have not previously been calculated in Section C.3.

This appendix uses the notation given in Section 3.1.1. In order to ease our way into the calculations, we briefly review the general hypothetical situation.

---

1In this appendix we calculate the 'true' values of $V_k[\hat{\beta}^*]$ and $V_e[\hat{\beta}^*]$. In Chapter 6 we describe how to estimate the two variances from a dataset, as would be necessary in practice.
C.1 The hypothetical situation

In the hypothetical examples considered in Chapter 5 there are two covariates — a binary covariate, $X_1$, and a continuous covariate, $X_2$, with a distribution that depends on $X_1$. The propensity score depends on both covariates. The outcome, $Y$, is continuous and depends on the covariate $X_2$ and treatment status, $Z$, only. The individual-level treatment effect is the same for each subject and is therefore equal to $\beta_0$, the population average causal treatment effect, $\beta_0$. Details are as follows:

Outcome: \[ Y = \gamma_0 + \gamma_2 X_2 + \beta_0 Z + \epsilon, \quad \epsilon \sim N(0, \sigma_\epsilon^2). \]

Propensity score: \[ \ln \left\{ \frac{p_0(X)}{1 - p_0(X)} \right\} = \alpha_{00} + \alpha_{10} X_1 + \alpha_{20} X_2. \]

Covariates: \[ P(X_1 = 0) = \pi_{x0}, \quad P(X_1 = 1) = 1 - \pi_{x0} = \pi_{x1}, \]
\[ X_2 | X_1 = 0 \sim N(\mu_0, \sigma_0^2), \quad X_2 | X_1 = 1 \sim N(\mu_1, \sigma_1^2). \]

Each of the hypothetical examples in Chapter 5 is a variation of this general situation. In this appendix we assume that $K$ strata of equal size are used. The accompanying computer programs, in Appendix D, use the parameter values of hypothetical example (b), Section 5.2.2, where two strata of equal size are used. This greatly simplifies the presentation of the Mathematica code and can be easily generalised to $K$ strata.

C.2 Calculating the variance when the propensity score is known

In order to calculate $\mathbb{V}_k[\hat{\beta}^*]$, the asymptotic variance of the stratified treatment effect estimator when the propensity score is a known function of the observed covariates, given in Theorem 3.1, we need to calculate the following population quantities:

(a) $f_p(\cdot)$ — the probability density function of the propensity score;

(b) $q_0 = (q_{10}, ..., q_{(K-1)0})$ — the population strata boundaries;

(c) $d_0 = (d_{10}, ..., d_{K0})$ — the population probabilities of being treated and in each stratum;

(d) $\mathbb{V}[Y | Z = t, S_{so} = 1]$, for $t = 0, 1$ and $s = 1, ..., K$, — the population variance of the outcome, given treatment status and strata:
\[ \frac{\partial}{\partial \theta_k} \{ \mathbb{E} [Y \mid Z = t, S_s = k] \} \bigg|_{\theta = \theta_0}, \quad \text{for } t = 0, 1, \ s = 1, \ldots, K, \text{ and } k = 1, \ldots, K - 1, \]

is the derivative of the expected outcome given treatment status and strata, with respect to the strata boundaries.

These population quantities are calculated below in the order given.

### C.2.1 The probability density function of the propensity score

Each of the quantities needed to calculate the required variances involves the population probability density function of the propensity score. This distribution is therefore now calculated by the Jacobian change of variables method using the known distributions of the two covariates, \( X_1 \) and \( X_2 \). We consider the one-one map,

\[
\begin{pmatrix} X_1 \\ X_2 \end{pmatrix} \rightarrow \begin{pmatrix} p \\ X_1 \end{pmatrix},
\]

where \( p \) is the propensity score, defined by

\[
p(X) = \frac{\exp \left\{ \alpha_{00} + \alpha_{10} X_1 + \alpha_{20} X_2 \right\}}{1 + \exp \left\{ \alpha_{00} + \alpha_{10} X_1 + \alpha_{20} X_2 \right\}}.
\]  \( \text{(C.1)} \)

Since \( \frac{\partial X_1}{\partial X_1} = 1 \) and \( \frac{\partial X_1}{\partial X_1} = 0 \), the Jacobian matrix of this transformation is

\[
J = \begin{vmatrix} \frac{\partial p}{\partial X_1} & \frac{\partial p}{\partial X_2} \\ \frac{\partial X_1}{\partial X_1} & \frac{\partial X_1}{\partial X_2} \end{vmatrix} = \left| \frac{\partial p}{\partial X_2} \right| = \left| \alpha_{20} \right| \ p \ (1 - p).
\]

Then the usual change of variables formula gives

\[
f_{p,X_1}(p, X_1) = \frac{f_{x_1,x_2}(X_1, X_2)}{\left| \alpha_{20} \right| \ p \ (1 - p)}, \quad \text{(C.2)}
\]

where \( f_{x_1,x_2}(\cdot) \) denotes the joint probability density function of the covariates \( X_1 \) and \( X_2 \) and \( f_{p,X_1}(\cdot) \) denotes the joint density function of \( X_1 \) and the propensity score.

We want to calculate the density function of the propensity score alone, \( f_p(\cdot) \). Since \( X_1 \) is a binary covariate,

\[
f_p(p) = f_{p,X_1}(p, 0) + f_{p,X_1}(p, 1), \quad \text{(C.3)}
\]

If \( p \) and \( X_1 \) are known, the value of \( X_2 \) can be obtained using (C.1). Given \( p \), we denote the value taken by \( X_2 \) when \( X_1 = 0 \) by \( w_0(p) \) and we denote the value taken by \( X_2 \) when \( X_1 = 1 \) by \( w_1(p) \). Then substituting the densities from (C.2) into the
probability density function (C.3) we get
\[
f_{p}(p) = \frac{f_{x_{1}x_{2}}(1, w_{1}(p))}{\alpha_{20} p (1 - p)}.
\]

Writing \( f_{x_{2}|x_{1} = t}(\cdot) \) for the density function of \( X_{2} \) given \( X_{1} = t \), for \( t = 0, 1 \), this becomes
\[
f_{p}(p) = \frac{\mathbb{P}(X_{1} = 0) f_{x_{2}|x_{1} = 0}(w_{0}(p)) + \mathbb{P}(X_{1} = 1) f_{x_{2}|x_{1} = 1}(w_{1}(p))}{\alpha_{20} p (1 - p)},
\]

To simplify this density, we write \( v_{o}(p) = f_{x_{2}|x_{1} = 0}(w_{0}(p)) \) and \( v_{1}(p) = f_{x_{2}|x_{1} = 1}(w_{1}(p)) \). Remembering that \( \mathbb{P}(X_{1} = 0) = \pi_{x_{0}} \) and \( \mathbb{P}(X_{1} = 1) = \pi_{x_{1}} \), the probability density function of the propensity score is then given by
\[
f_{p}(p) = \frac{\pi_{x_{0}} v_{0}(p) + \pi_{x_{1}} v_{1}(p)}{\alpha_{20} p (1 - p)}, \quad (C.4)
\]

where
\[
v_{0}(p) = \exp \left\{ \frac{(w_{0}(p) - \mu_{0})^{2}}{2\sigma_{0}^{2}} \right\} \sqrt{2\pi\sigma_{0}^{2}} \\
v_{1}(p) = \exp \left\{ \frac{(w_{1}(p) - \mu_{1})^{2}}{2\sigma_{1}^{2}} \right\} \sqrt{2\pi\sigma_{1}^{2}} \\
w_{0}(p) = \frac{\ln \left( \frac{p}{1-p} \right) - \alpha_{o0}}{\alpha_{20}} \\
w_{1}(p) = \frac{\ln \left( \frac{p}{1-p} \right) - \alpha_{o0} - \alpha_{10}}{\alpha_{20}}.
\]

### C.2.2 The population strata boundaries

Having calculated the probability density function of the propensity score we are now in a position to calculate the population strata boundaries, \( q_{o} = (q_{1o}, \ldots, q_{(K-1)o}) \). Since \( K \) strata of equal size are being used, the \( j^{th} \) population strata boundary, \( q_{jo} \), solves the equation \( \Psi(q_{jo}) = 0 \) where
\[
\Psi(q_{j}) = \int_{0}^{q_{j}} f_{p}(p) \, dp - j/K,
\]
for \( j = 1, \ldots, K - 1 \). The root of this equation, \( q_{jo} \), is found by numerical approximation methods using the function \texttt{FindRoot} in the software \textit{Mathematica}. The program which calculates the population strata boundaries for hypothetical example (b) (Section 5.2.2) can be found in Appendix D.2.
C.2 Calculating the variance when the propensity score is known

C.2.3 The probability of being treated and in each stratum

We now calculate the population probabilities of being treated and in each stratum, $d_o = (d_{1o}, \ldots, d_{Ko})$. The $s^{th}$ component of this, $d_{so}$, is defined as

$$d_{so} = P(Z = 1, S_{so} = 1) = E[Z S_{so}] = E[p(X) S_{so}],$$

where the last equality is obtained by conditioning on the observed covariates, $X$. Remembering that $S_{so} = I[q_{(s-1)o} \leq p_o(X) < q_{so}]$ is an indicator for the $s^{th}$ population stratum, we can write this expectation in integral form as

$$d_{so} = \int_{q_{(s-1)o}}^{q_{so}} p \ f_p(p) \ dp.$$  

Using the population strata boundaries, $q_o = (q_{1o}, \ldots, q_{(K-1)o})$, calculated previously these integrals are calculated using the numerical integration function \texttt{NIntegrate} in the software \textit{Mathematica}.

C.2.4 The conditional expectation of the outcome given treatment status and strata

We now calculate the population conditional expectation of the outcome given treatment status and strata, $E[Y | Z = t, S_{so} = 1]$, for $t = 0, 1$ and $s = 1, \ldots, K$. These conditional expectations will be used to calculate the conditional variances of the outcome given treatment status and strata, required to calculate the variances $V_k[\tilde{\beta}^s]$ and $V_c[\tilde{\beta}^s]$. These conditional expectations are also needed to calculate the population stratified treatment effect, $\beta^s_o$. We saw in Chapter 3 that the population average causal treatment effect, $\beta_o$, is not usually equal to the population stratified treatment effect, $\beta^s_o$, where

$$\beta^s_o = \sum_{s=1}^{K} \left( E[Y | Z = 1, S_{so} = 1] - E[Y | Z = 0, S_{so} = 1] \right) / K.$$  

Therefore, as well as calculating the two variances for each hypothetical situation we also calculate the value of $\beta^s_o$ in order to see how much residual confounding there is in each situation.
C.2 Calculating the variance when the propensity score is known

We calculate only the conditional expectation $E[Y \mid Z = 1, S so = 1]$. The conditional expectation $E[Y \mid Z = 0, S so = 1]$ can be calculated in the same way. By conditioning on the propensity score, we can write

$$E[Y \mid Z = 1, S so = 1] = \int_{q_{so}}^{q_{(s-1)0}} E[Y \mid Z = 1, p_o(X) = p] \frac{f(p) \mid Z = 1, S so = 1}{d_{so}} dp. \quad (C.5)$$

The conditional density function can be written as

$$f(p \mid Z = 1, S so = 1) = \frac{P(Z = 1, S so = 1 \mid p_o(X) = p) f_p(p)}{P(Z = 1, S so = 1)} = \frac{p f_p(p)}{d_{so}}, \quad (C.6)$$

where $f_p(\cdot)$ is the probability density function of the propensity score and $d_{so}$ is the population probability of being treated and in the $s$th population stratum.

By conditioning on the covariates $X_1$ and $X_2$, the conditional expectation given the propensity score can be written as

$$E[Y \mid Z = 1, p_o(X) = p] = \int_{x_1, x_2} E[Y \mid Z = 1, X_1, X_2] f(X_1, X_2 \mid p_o(X) = p) dX_1 dX_2.$$

In the notation introduced in Section C.2.1, the conditional density of $X_1$ and $X_2$ given the propensity score is

$$f(X_1, X_2 \mid p_o(X) = p) = \begin{cases} \frac{\pi_{x0} v_0(p)}{\pi_{x0} v_0(p) + \pi_{x1} v_1(p)} & \text{if } X_1 = 0 \text{ and } X_2 = w_0(p) \\ \frac{\pi_{x1} v_1(p)}{\pi_{x0} v_0(p) + \pi_{x1} v_1(p)} & \text{if } X_1 = 1 \text{ and } X_2 = w_1(p) \\ 0 & \text{otherwise.} \end{cases} \quad (C.7)$$

Referring to the known distribution of the outcome, $Y$, given in Section C.1,

$$E[Y \mid Z = 1, X_1 = 0, X_2 = w_0(p)] = \gamma_0 + \beta_0 + \gamma_2 w_0(p),$$

$$E[Y \mid Z = 1, X_1 = 1, X_2 = w_1(p)] = \gamma_0 + \beta_0 + \gamma_2 w_1(p),$$

and so

$$E[Y \mid Z = 1, p] = \gamma_0 + \beta_0 + \gamma_2 \left\{ \frac{\pi_{x0} v_0(p) w_0(p) + \pi_{x1} v_1(p) w_1(p)}{\pi_{x0} v_0(p) + \pi_{x1} v_1(p)} \right\}.$$
Then combining (C.5) and (C.6) and substituting in the expression for the probability density function of the propensity score (C.4), we obtain

\[
E[Y | Z = 1, S_{so} = 1] = \gamma_0 + \beta_0 + \frac{\gamma_2}{d_{so}} \int_{q(s-1)s}^{q_{so}} \frac{\{\pi x_0 v_0(p) w_0(p) + \pi x_1 v_1(p) w_1(p)\}}{|\alpha_{20}| (1 - p)} \, dp.
\]

Similarly,

\[
E[Y | Z = 0, S_{so} = 1] = \gamma_0 + \frac{\gamma_2}{1/K - d_{so}} \int_{q(s-1)s}^{q_{so}} \frac{\{\pi x_0 v_0(p) w_0(p) + \pi x_1 v_1(p) w_1(p)\}}{|\alpha_{20}| p} \, dp.
\]

C.2.5 The conditional variance of the outcome given treatment status and strata

The conditional variance given treatment status and strata is calculated using the equality

\[
V[Y | Z = t, S_{so} = 1] = E[Y^2 | Z = t, S_{so} = 1] - (E[Y | Z = t, S_{so} = 1])^2, \quad (C.8)
\]

for \( t = 0, 1 \) and \( s = 1, \ldots, K \). We have already calculated \( E[Y | Z = t, S_{so} = 1] \). The conditional expectations of \( Y^2 \) given treatment status and strata can be calculated in the same manner. Substituting these expectations into (C.8) gives the required variance. Recollect that the error term in the outcome, \( \epsilon \), has variance \( \sigma^2 \). Then for \( s = 1, \ldots, K \),

\[
V[Y | Z = 1, S_{so} = 1] = \sigma^2 + A_{1s} - B_{1s}^2,
\]

\[
V[Y | Z = 0, S_{so} = 1] = \sigma^2 + A_{0s} - B_{0s}^2,
\]

with

\[
A_{1s} = \frac{\gamma_2}{d_{so}} \int_{q(s-1)s}^{q_{so}} \frac{\{\pi x_0 v_0(p) w_0^2(p) + \pi x_1 v_1(p) w_1^2(p)\}}{|\alpha_{20}| (1 - p)} \, dp,
\]

\[
B_{1s} = \frac{\gamma_2}{d_{so}} \int_{q(s-1)s}^{q_{so}} \frac{\{\pi x_0 v_0(p) w_0(p) + \pi x_1 v_1(p) w_1(p)\}}{|\alpha_{20}| (1 - p)} \, dp.
\]
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and

\[ A_{0s} = \frac{\gamma_0^2}{1/K - d_{so}} \int_{q_{(s-1)o}}^{q_{so}} \frac{\{\pi_{x_0} v_0(p) w_0^2(p) + \pi_{x_1} v_1(p) w_1^2(p)\}}{|\alpha_2o| p} \, dp, \]

\[ B_{0s} = \frac{\gamma_2}{1/K - d_{so}} \int_{q_{(s-1)o}}^{q_{so}} \frac{\{\pi_{x_0} v_0(p) w_0(p) + \pi_{x_1} v_1(p) w_1(p)\}}{|\alpha_2o| p} \, dp. \]

C.2.6 The derivative of the conditional expectation of the outcome with respect to the strata boundaries

We now calculate the derivative of the conditional expectation of the outcome given treatment and strata, with respect to the strata boundaries,

\[
\frac{\partial}{\partial q_k} \{ \mathbb{E}[Y \mid Z = 1, S_s = 1] \}_{\theta_0 = \theta_o},
\]

for \( k = 1, \ldots, K \) and \( s = 1, \ldots, K \), where \( S_s = 1_{\{q_{(s-1)o} \leq p_o(X) < q_s\}} \) is an indicator for the \( s \)th stratum defined by strata boundaries \( q_{(s-1)o} \) and \( q_s \). Following the method used in Section C.2.4, but evaluating the integrals at strata boundaries \( q = (q_1, \ldots, q_{(K-1)o}) \), rather than at the population strata boundaries, \( q_o = (q_{1o}, \ldots, q_{(K-1)o}) \), we see that

\[
\mathbb{E}[Y \mid Z = 1, S_s = 1] = \gamma_0 + \beta_o + \frac{\gamma_2 G_{1s}}{F_{1s}}.
\]

where

\[
F_{1s} = \int_{q_{s-1}}^{q_s} \frac{\{\pi_{x_0} v_0(p) + \pi_{x_1} v_1(p)\}}{|\alpha_2o| (1 - p)} \, dp,
\]

and

\[
G_{1s} = \int_{q_{s-1}}^{q_s} \frac{\{\pi_{x_0} v_0(p) w_0(p) + \pi_{x_1} v_1(p) w_1(p)\}}{|\alpha_2o| (1 - p)} \, dp.
\]

When these two integrals are evaluated at the population strata boundaries, \( q_o \), we call them \( F_{1so} \) and \( G_{1so} \). Then \( F_{1so} \) is equal to \( d_{so} \), the population probability of being treated and in the \( s \)th population strata. Using the quotient rule to differentiate (C.9) with respect to the strata boundaries gives

\[
\frac{\partial}{\partial q_k} \{ \mathbb{E}[Y \mid Z = 1, S_s = 1] \}_{\theta_0 = \theta_o} = \frac{\gamma_2}{d_{so}} \frac{\partial (G_{1s})}{\partial q_k} \bigg|_{\theta_0 = \theta_o} - \frac{\gamma_2 G_{1so}}{d_{so}^2} \frac{\partial (F_{1s})}{\partial q_k} \bigg|_{\theta_0 = \theta_o}.
\]

(C.10)
Differentiating the two integrals, $F_{0s}$ and $G_{1s}$ with respect to the strata boundary $q_k$, for $k = 1, ..., K - 1$, using the fundamental theorem of calculus, we obtain

\[
\frac{\partial}{\partial q_k} \left. \frac{\partial (F_{1s})}{\partial q_k} \right|_{\theta = \theta_o} = \begin{cases} \frac{\pi x_0 v_0(q_{ko}) + \pi x_1 v_1(q_{ko})}{|\alpha_{2o}| (1 - q_{ko})} \quad & \text{if } k = s, \\ -\frac{0.6 v_0(q_{ko}) + 0.4 v_1(q_{ko})}{|\alpha_{2o}| (1 - q_{ko})} \quad & \text{if } k = s - 1, \\ 0 \quad & \text{otherwise,} \end{cases}
\]

\[
\frac{\partial}{\partial q_k} \left. \frac{\partial (G_{1s})}{\partial q_k} \right|_{\theta = \theta_o} = \begin{cases} \frac{\pi x_0 v_0(q_{ko}) w_0(q_{ko}) + \pi x_1 v_1(q_{ko}) w_1(q_{ko})}{|\alpha_{2o}| (1 - q_{ko})} \quad & \text{if } k = s, \\ -\frac{\pi x_0 v_0(q_{ko}) w_0(q_{ko}) + \pi x_1 v_1(q_{ko}) w_1(q_{ko})}{|\alpha_{2o}| (1 - q_{ko})} \quad & \text{if } k = s - 1, \\ 0 \quad & \text{otherwise.} \end{cases}
\]

These two derivatives can then be substituted into (C.10) to obtain the required derivative.

Similarly, we can write the expectation of the outcome, given no treatment and strata as

\[
E[Y \mid Z = 0, S_s = 1] = \gamma_0 + \frac{\gamma_2 G_{os}}{F_{os}}.
\]

where

\[
F_{os} = \int_{q_{s-1}}^{q_s} \left\{ \frac{\pi x_0 v_0(p) + \pi x_1 v_1(p)}{|\alpha_{2o}| p} \right\} dp,
\]

and

\[
G_{os} = \int_{q_{s-1}}^{q_s} \left\{ \frac{\pi x_0 v_0(p) w_0(p) + \pi x_1 v_1(p) w_1(p)}{|\alpha_{2o}| p} \right\} dp.
\]

When these integrals are evaluated at the population strata boundaries, $q_k$, we call them $F_{0so}$ and $G_{0so}$. Then $F_{0so}$ is equal to $1/K - d_{so}$, the population probability of being untreated and in the $s^{th}$ population strata. Using the quotient rule to differentiate the conditional expectation with respect to the strata boundaries gives

\[
\frac{\partial}{\partial q_k} \left. \{E[Y \mid Z = 0, S_s = 1]\} \right|_{\theta = \theta_o} = \frac{\gamma_2}{1/K - d_{so}} \frac{\partial}{\partial q_k} \left. \frac{\partial (G_{os})}{\partial q_k} \right|_{\theta = \theta_o} - \frac{\gamma_2 G_{0so}}{(1/K - d_{so})^2} \frac{\partial}{\partial q_k} \left. \frac{\partial (F_{os})}{\partial q_k} \right|_{\theta = \theta_o}.
\]
Differentiating these two integrals with respect to the strata boundaries gives

\[
\frac{\partial (F_{0k})}{\partial q_k} \bigg|_{\theta=\theta_o} = \begin{cases} 
\frac{\pi_{s0} v_0(q_{ko}) + \pi_{s1} v_1(q_{ko})}{|\sigma_{20}| q_{ko}} & \text{if } k = s, \\
\frac{\pi_{s0} v_0(q_{ko}) + \pi_{s1} v_1(q_{ko})}{|\sigma_{20}| q_{ko}} & \text{if } k = s - 1, \\
0 & \text{otherwise},
\end{cases}
\]

\[
\frac{\partial (G_{0k})}{\partial q_k} \bigg|_{\theta=\theta_o} = \begin{cases} 
\frac{\pi_{s0} v_0(q_{ko}) w_0(q_{ko}) + \pi_{s1} v_1(q_{ko}) w_1(q_{ko})}{|\sigma_{20}| q_{ko}} & \text{if } k = s, \\
-\frac{\pi_{s0} v_0(q_{ko}) w_0(q_{ko}) + \pi_{s1} v_1(q_{ko}) w_1(q_{ko})}{|\sigma_{20}| q_{ko}} & \text{if } k = s - 1, \\
0 & \text{otherwise}.
\end{cases}
\]

These two derivatives can then be substituted into (C.11) to obtain the required derivative.

C.3 Calculating the variance when the propensity score is estimated

In order to calculate \( \mathbb{V}_\varepsilon [\hat{\beta}^n] \), the asymptotic variance of the stratified estimator of treatment effect when the propensity score is estimated using a correctly specified logistic regression model, given in Theorem 3.2, we also need to calculate the following quantities:

(a) \( \mathbb{E} [p_o(X)(1-p_o(X))X^T X] \) — the (inverse of the) asymptotic covariance matrix of the estimated propensity score parameters;

(b) \( \text{Cov}[Y, X_k(1-p_o(X)) | Z = 1, S_{so} = 1] \), \( \text{Cov}[Y, X p_o(X) | Z = 0, S_{so} = 1] \), for \( s = 1, \ldots, K \) and \( k = 0, 1, 2 \), — the covariance of the outcome and the covariates weighted by a function of the propensity score;

(c) \( \frac{\partial}{\partial \alpha_k} \{ \mathbb{E} [1[p(X) < q_j]] \} |_{\theta=\theta_o} \), for \( j = 1, \ldots, K-1 \), and \( k = 0, 1, 2 \), — the derivative of the cumulative distribution of the propensity score with respect to the propensity score parameters;

(d) The integrals \( I_{f_1k}, I_{f_2k}, I_{Y_1k} \) and \( I_{Y_0k} \) — integrals in the error term involving derivatives with respect to the propensity score parameters.

These quantities are calculated below in the order given.
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C.3.1 The covariance matrix for the propensity score parameters

In order to calculate the asymptotic covariance matrix of the propensity score parameters, \( \text{Cov}[\hat{\alpha}] \), it is necessary to evaluate several integrals of the form

\[
E \left[ g(X_1, X_2) p_o(X) (1 - p_o(X)) \right] = \int_0^1 \int_{X_1}^{X_2} g(X_1, X_2) p \left(1 - p\right) f(X_1, X_2 | p_o(X) = p) f_p(p) \, dp \, dX_1 \, dX_2,
\]

where \( f_p(p) \) is the probability density function of the propensity score and \( g(\cdot) \) is some function of the two covariates, \( X_1 \) and \( X_2 \). If we write

\[
g(X_1 = 0, X_2 = w_0(p)) = g_0(p),
\]

\[
g(X_1 = 1, X_2 = w_1(p)) = g_1(p),
\]

then substituting in the conditional density of the covariates given the propensity score (C.7) and the probability density function of the propensity score (C.4) gives

\[
E \left[ g(X_1, X_2) p_o(X) (1 - p_o(X)) \right] = \int_0^1 \left\{ \pi_{x_0} v_0(p) g_0(p) + \pi_{x_1} v_1(p) g_1(p) \right\} \, dp.
\]

Each entry of the inverse of the asymptotic covariance matrix of the estimated propensity score parameters can be calculated using this formula.

C.3.2 The covariances of outcome, covariates and the propensity score

We wish to calculate the quantities

\[
\text{Cov} \left[ Y, X_k (1 - p_o(X)) \mid Z = 1, S_{so} = 1 \right],
\]

\[
\text{Cov} \left[ Y, X_k p_o(X) \mid Z = 0, S_{so} = 1 \right],
\]

for \( s = 1, \ldots, K \), and \( k = 0, 1, 2 \), where the covariate \( X_0 \) is defined as an intercept vector of 1's. We now calculate the first of these covariances. The second is obtained in the same way.
Since \( \text{Cov}[A, B] = \mathbb{E}[AB] - \mathbb{E}[A] \mathbb{E}[B] \), and we have already calculated the expectation \( \mathbb{E}[Y | Z = 1, S_{so} = 1] \), we only need to calculate the two expectations.

\[
\mathbb{E}[X_k (1 - p_o(X)) | Z = 1, S_{so} = 1]
\]

\[
\mathbb{E}[Y X_k (1 - p_o(X)) | Z = 1, S_{so} = 1].
\]

Following the method used in Section C.2.4, we obtain

\[
\mathbb{E}[X_k (1 - p_o(X)) | Z = 1, S_{so} = 1] = \frac{1}{d_{so}} \int_{q_{(s-1)o}}^{q_{so}} \pi x_0 v_0(p) l_0(p) + \pi x_1 v_1(p) l_1(p) \quad dp.
\]

\[
\mathbb{E}[X_k p_o(X) | Z = 0, S_{so} = 1] = \frac{1}{1/K - d_{so}} \int_{q_{(s-1)o}}^{q_{so}} \pi x_0 v_0(p) l_0(p) + \pi x_1 v_1(p) l_1(p) \quad dp,
\]

where

\[
l_0(p) = \mathbb{E}[X_k | X_1 = 0, X_2 = w_0(p)],
\]

\[
l_1(p) = \mathbb{E}[X_k | X_1 = 1, X_2 = w_1(p)].
\]

And in the same way,

\[
\mathbb{E}[Y X_k (1 - p_o(X)) | Z = 1, S_{so} = 1]
\]

\[
= \frac{1}{d_{so}} \int_{q_{(s-1)o}}^{q_{so}} \pi x_0 v_0(p) h(1,0,p) l_0(p) + \pi x_1 v_1(p) h(1,1,p) l_1(p) \quad dp,
\]

\[
\mathbb{E}[Y X_k p_o(X) | Z = 0, S_{so} = 1]
\]

\[
= \frac{1}{d_{so}} \int_{q_{(s-1)o}}^{q_{so}} \pi x_0 v_0(p) h(0,0,p) l_0(p) + \pi x_1 v_1(p) h(0,1,p) l_1(p) \quad dp.
\]

where for \( r, t = 0, 1, \ h(t, r, p) = \mathbb{E}[Y | Z = t, X_1 = r, X_2 = w_r(p)].

### C.3.3 The derivative of the cumulative density function of the propensity score with respect to the propensity score parameters

We now calculate the derivative of the cumulative distribution function of the propensity score, with respect to the propensity score parameters.

\[
\frac{\partial}{\partial \alpha_k} \left\{ \mathbb{E}[1_{|p(X, \alpha) < q_i|}] \right\}_{\theta = \theta_0},
\]
for \( k = 0, 1, 2 \), and \( j = 1, \ldots, K - 1 \). Writing \( F_p(p; \alpha) \) for the cumulative density function of the propensity score, seen as a function of \( \alpha \), we can write this as

\[
\frac{\partial}{\partial \alpha_k} \left\{ F_p(p; \alpha) \right\}_{\theta = \theta_0}.
\]

Previously in this appendix, all quantities have been evaluated at the population strata boundaries, \( \alpha_0 \). In the remaining two sections, we wish to differentiate with respect to \( \alpha \) and so we need to be clear about which functions depend on \( \alpha \). Therefore, we will now state dependence on \( \alpha \) explicitly. For example, we will write \( p(X; \alpha) \) in order to remind ourselves that the propensity score is a function of the unknown parameter \( \alpha \).

Following the argument of Section C.2.1, we see that whatever value \( \alpha \) takes, the function

\[
p(X; \alpha) = \frac{\exp\{\alpha_0 + \alpha_1 X_1 + \alpha_2 X_2\}}{1 + \exp\{\alpha_0 + \alpha_1 X_1 + \alpha_2 X_2\}},
\]

has probability density function

\[
f_{p; \alpha}(p) = \frac{\pi_0 v_0(p; \alpha) + \pi_1 v_1(p; \alpha)}{|\alpha_2| p (1 - p)},
\]

where

\[
v_0(p; \alpha) = \exp\left\{ \frac{(w_0(p) - \mu_0)^2}{2\sigma_0^2} \right\} \sqrt{2\pi\sigma_0^2} \quad w_0(p; \alpha) = \frac{\ln\left(\frac{p}{1-p}\right) - \alpha_0}{\alpha_2},
\]

\[
v_1(p; \alpha) = \exp\left\{ \frac{(w_1(p) - \mu_1)^2}{2\sigma_1^2} \right\} \sqrt{2\pi\sigma_1^2} \quad w_1(p; \alpha) = \frac{\ln\left(\frac{p}{1-p}\right) - \alpha_0 - \alpha_1}{\alpha_2}.
\]

We wish to calculate the derivative

\[
\frac{\partial}{\partial \alpha_k} \left\{ F_p(p; \alpha) \right\}_{\theta = \theta_0} = \frac{\partial}{\partial \alpha_k} \left( \int_0^{q_i} \frac{\pi_0 v_0(p; \alpha) + \pi_1 v_1(p; \alpha)}{|\alpha_2| p (1 - p)} dp \right)_{\theta = \theta_0}.
\]
The order of differentiation and integration can be interchanged to get

$$\frac{\partial}{\partial \alpha_k} \left\{ F_p(p; \alpha) \right\} \bigg|_{\theta = \theta_o} = \int_0^{q_2} \left\{ \pi_{x0} \frac{\partial \nu_0(p; \alpha)}{\partial \alpha_k} \bigg|_{\theta = \theta_o} + \pi_{x1} \frac{\partial \nu_1(p; \alpha)}{\partial \alpha_k} \bigg|_{\theta = \theta_o} \right\} dp$$

$$- 1_{[k=2]} \int_0^{q_2} \frac{\pi_{x0} \nu_0(p; \alpha_0) + \pi_{x1} \nu_1(p; \alpha_0)}{\alpha_{z_0}^2 p(1 - p)} \, dp. \tag{C.13}$$

Differentiating the functions $v_1(\cdot)$ and $v_0(\cdot)$ defined above (C.12) with respect to $\alpha$ and evaluating them at their population values, $\alpha_o$, gives

$$\frac{\partial \nu_0(p; \alpha)}{\partial \alpha_0} = \frac{v_0(p; \alpha_0) (w_0(p; \alpha_o) - \mu_0)}{\alpha_{z_0} \sigma_0^2}, \quad \frac{\partial \nu_1(p; \alpha)}{\partial \alpha_0} = \frac{v_1(p; \alpha_0) (w_1(p; \alpha_o) - \mu_1)}{\alpha_{z_0} \sigma_0^2},$$

$$\frac{\partial \nu_0(p; \alpha)}{\partial \alpha_1} = 0, \quad \frac{\partial \nu_1(p; \alpha)}{\partial \alpha_1} = \frac{v_1(p; \alpha_0) (w_1(p; \alpha_o) - \mu_1)}{\alpha_{z_0} \sigma_1^2},$$

$$\frac{\partial \nu_0(p; \alpha)}{\partial \alpha_2} = \frac{v_0(p; \alpha_0) w_0(p; \alpha_o) (w_0(p; \alpha_o) - \mu_0)}{\alpha_{z_0} \sigma_0^2}, \quad \frac{\partial \nu_1(p; \alpha)}{\partial \alpha_2} = \frac{v_1(p; \alpha_0) w_1(p; \alpha_o) (w_1(p; \alpha_o) - \mu_1)}{\alpha_{z_0} \sigma_1^2}.$$

Substituting these derivatives into (C.13) gives the required derivatives.

### C.3.4 The integrals $I_{f_1k}, I_{f_0k}, I_{Y_1k}$ and $I_{Y_0k}$

We begin by calculating the integrals $I_{f_1k}$ and $I_{f_0k}$. The first of these is defined as

$$I_{f_1k} = \int_{q_{(k-1)o}}^{q_{ko}} p \frac{\partial}{\partial \alpha_k} \left\{ f_p(p; \alpha) \right\} \bigg|_{\theta = \theta_o} dp.$$ 

We have already calculated the probability density function of the propensity score, as a function of the unknown parameters, $\alpha$, (C.12). We merely substitute this into the definition above to get

$$I_{f_1k} = \int_{q_{(k-1)o}}^{q_{ko}} \frac{\pi_{x0} \frac{\partial \nu_0(p; \alpha)}{\partial \alpha_k} \bigg|_{\theta = \theta_o} + \pi_{x1} \frac{\partial \nu_1(p; \alpha)}{\partial \alpha_k} \bigg|_{\theta = \theta_o}}{\alpha_{z_0} (1 - p)} \, dp$$

$$- 1_{[k=2]} \int_{q_{(k-1)o}}^{q_{ko}} \frac{\pi_{x0} \nu_0(p; \alpha_0) + \pi_{x1} \nu_1(p; \alpha_0)}{\alpha_{z_0}^2 (1 - p)} \, dr.$$ 

Substituting the derivatives of $v_0(\cdot)$ and $v_1(\cdot)$ above gives the required derivatives.
Similarly,

\[
I_{fok} = \int_{q(s-1)o}^{qso} \frac{\pi_{z0} \frac{\partial v_0(p; \alpha)}{\partial \theta_k}}{\theta = \theta_0} + \pi_{z1} \frac{\partial v_1(p; \alpha)}{\theta = \theta_0} \alpha_{20p} \alpha_{20p}
\]

\[
- 1[k=2] \int_{q(s-1)o}^{qso} \pi_{z0} v_0(p; \alpha_o) + \pi_{z1} v_1(p; \alpha_o) \frac{\alpha_{20p}}{\alpha_{20p}} \alpha_{20p} \alpha_{20p} \alpha_{20p} \alpha_{20p}
\]

The conditional expectations \( E[Y_1 | p(X; \alpha) = p] \) and \( E[Y_0 | p(X; \alpha) = p] \)

The first of these conditional expectation can be written as

\[
E[Y_1 | p(X; \alpha) = p] = \int_{X_1, X_2} E[Y_1 | X_1, X_2] f(X_1, X_2 | p(X; \alpha) = p) dX_1 dX_2.
\]

The conditional density of the covariates given the propensity score — evaluated at \( \alpha \) rather than at the population values \( \alpha_o \) — is

\[
f(X_1, X_2 | p(X; \alpha) = p) = \begin{cases} 
\frac{\pi_{z0} v_0(p; \alpha)}{\pi_{z0} v_0(p; \alpha) + \pi_{z1} v_1(p; \alpha)} & \text{if } X_1 = 0 \text{ and } X_2 = w_0(p; \alpha) \\
\frac{\pi_{z1} v_1(p; \alpha)}{\pi_{z0} v_0(p; \alpha) + \pi_{z1} v_1(p; \alpha)} & \text{if } X_1 = 1 \text{ and } X_2 = w_1(p; \alpha) \\
0 & \text{otherwise.}
\end{cases}
\]

Recollect that we defined \( t, r, 0, 1, h(t, r, p) = E[Y | Z = t, X_1 = r, X_2 = w_r(p)] \). Then

\[
E[Y_1 | X_1 = 0, X_2 = w_0(p; \alpha)] = h(1, 0, p).
\]

\[
E[Y_0 | X_1 = 1, X_2 = w_1(p; \alpha)] = h(1, 1, p).
\]

Then

\[
E[Y_1 | p(X; \alpha) = p] = \frac{\pi_{z0} v_0(p; \alpha) h(1, 0, p) + \pi_{z1} v_1(p; \alpha) h(1, 1, p)}{\pi_{z0} (p; \alpha) + \pi_{z1} v_1(p; \alpha)}.
\]

Similarly,

\[
E[Y_0 | p(X; \alpha) = p] = \frac{\pi_{z0} v_0(p; \alpha) h(0, 0, p) + \pi_{z1} v_1(p; \alpha) h(0, 1, p)}{\pi_{z0} v_0(p; \alpha) + \pi_{z1} v_1(p; \alpha)}.
\]
C.3 Calculating the variance when the propensity score is estimated

The integrals $I_{Y_1k}$ and $I_{Y_0k}$

These integrals are defined as

$$I_{Y_1k} = \int_{q_0}^{q_{\infty}} p \frac{\partial}{\partial \alpha_k} \{ \mathbb{E} [Y_1 \mid p(X; \alpha) = p] f_p(p; \alpha) \}|_{\theta = \theta_0} \, dr$$

$$I_{Y_0k} = \int_{q_0}^{q_{\infty}} (1 - p) \frac{\partial}{\partial \alpha_k} \{ \mathbb{E} [Y_0 \mid p(X; \alpha) = p] f_p(p; \alpha) \}|_{\theta = \theta_0} \, dr.$$ 

We have calculated the conditional expectations and the probability density function in these two integrals. These can be differentiated with respect to $\alpha_k$ separately using the product rule. We then merely differentiate $I_{Y_1k}$ and $I_{Y_0k}$ using the product rule and integrate over the calculated derivatives in order to obtain the integrals $I_{Y_1k}$ and $I_{Y_0k}$.

We have now described the calculation of all quantities involved in the two variance formulae $V_k[\hat{\beta}^*]$ and $V_s[\hat{\beta}^*]$. The accompanying programs that implement these calculations using the software Mathematica can be found in Appendix D.2 and Appendix D.3.
Appendix D: Computer programs

This appendix contains a selection of the computer programs used during the course of this thesis. The asymptotic variance of the stratified estimator of treatment effect was calculated assuming that the propensity score is: (i) a known function of the observed covariates; and (ii) estimated using a correctly specified logistic regression model. The resulting variances are referred to as $V_k[\hat{\beta}^s]$ and $V_e[\hat{\beta}^s]$ respectively. Simulation studies were performed for a simple hypothetical situation in order to obtain empirical estimates of these two variances. The 'true' values of the variances were also calculated in order to compare the empirical and theoretical variances. This appendix contains the computer programs used to carry out these simulation studies. These were carried out using the software programs Stata [99] and Mathematica [112].

We begin by briefly reviewing the hypothetical situation that the programs use. Appendix D.1 contains the Stata program used to simulate datasets, Appendix D.2 contains the Mathematica program used to obtain the population strata boundaries, and Appendix D.3 contains the Mathematica program used to calculate the variances $V_k[\hat{\beta}^s]$ and $V_e[\hat{\beta}^s]$.

A star at the beginning of a line is used to indicate a comment and three forward slashes /// are used to indicate a single line broken into two in order to simplify the presentation.

The hypothetical situation

The hypothetical situation considered in this appendix is example (b) described in Chapter 5. There are two covariates – a binary covariate, $X_1$, and a continuous covariate, $X_2$, with a distribution that depends on $X_1$. The propensity score depends on both covariates. The outcome, $Y$, is continuous and depends on the covariate $X_2$ and treatment status, $Z$, only. The causal effect of treatment is the same for each
subject and is therefore equal to \( \beta_0 \), the population causal effect of treatment. Two equal-sized strata were used for this example. This makes the computer programs more legible. Extending them to use \( K \) strata is straightforward. Details of the hypothetical situation are as follows:

\[
\text{Outcome: } Y = 35 + 0.3 \, X_2 + 2 \, Z + \epsilon, \quad \epsilon \sim N(0, 10^2). \\
\text{Propensity score: } \ln \left( \frac{P}{1 - P} \right) = -3 - 0.5 \, X_1 + 0.05 \, X_2. \\
\text{Covariates: } P(X_1 = 0) = 0.6, \quad X_2 | X_1 = 0 \sim N(70, 10^2); \quad X_2 | X_1 = 1 \sim N(60, 15^2).
\]

A simulation study was performed for this hypothetical situation, using the software \textit{Stata}. 3,000 datasets were simulated, each containing \( n = 2,000 \) subjects. Each simulated dataset was used to estimate the stratified estimator of treatment effect, \( \hat{\beta}^s \), in two ways: (i) stratifying by the true propensity score; and (ii) stratifying by the estimated propensity score which was estimated using a correctly specified logistic regression model. An empirical estimate of the variance of \( \hat{\beta}^s \) is then obtained, assuming that the propensity score is (i) known and (ii) estimated by taking the sample variance of the 3,000 estimates of treatment effect. The 'true' asymptotic variances, \( V_K[\hat{\beta}^s] \) and \( V_\epsilon[\hat{\beta}^s] \), were then calculated using \textit{Mathematica}. Details of the calculation are given in Appendix C. This simulation study was repeated for several hypothetical situations, each of which was a variation on the above situation.
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* *** Parameters that define the problem *** *

* Individual-level treatment effect
  global b0 = 2

* Outcome parameters
  global g0 = 35
  global g2 = 0.3
  global sde = 10

* Propensity score parameters
  global a0 = -3
  global a1 = -0.5
  global a2 = 0.05

* Distribution of covariates x1 and x2
  global mu0 = 70
  global mu1 = 60
  global sd0 = 10
  global sdl = 15
  global px0 = 0.6

* 1. Create sub-program that simulates data for a single subject *

capture program drop wholesim
program define wholesim, rclass

* Generate x1 - binary covariate
  local u = uniform()
  local x1 = (u > $px0)

* Generate x2 - normally distributed conditional on value of x1
  local x2 = ($mu0 + invnorm(uniform())*$sd0)*('x1' == 0) ///
            + ($mu1 + invnorm(uniform())*$sdl)*('x1' == 1)

* Generate pscore - propensity score, a function of x1 and x2
  local lpt = $a0 + $a1*’x1’ + $a2*’x2’
  local pscore = exp('lpt')/(1 + exp('lpt'))
* Generate z - treatment indicator, with P(z = 1) = pscore
local u = uniform()
local z = ('u' <= 'pscore')

* Generate y (outcome variable) - a function of z and x2
local y = $g0 + $g2*‘x2’ + $b0*‘z’ + invnorm(uniform())*$sde

* Store parameters of interest
return scalar y = ‘y’
return scalar z = ‘z’
return scalar pscore = ‘pscore’
return scalar x1 = ‘x1’
return scalar x2 = ‘x2’
end

************************************************************
* 2. Create sub-program that simulates a dataset of size 2,000 *
************************************************************
capture program drop wholesim2
program define wholesim2, rclass

* Simulate a sample of size 2,000
simulate "wholesim" y=r(y) z=r(z) pscore=r(pscore) ///
x1=r(x1) x2=r(x2), reps(2000)

* Estimate propensity score using a logistic regression model
glm z x1 x2, fam(bin)
predict estpscore

* Define 2 strata by ‘true’ propensity score
xtile strata=pscore, nquantiles(2)

* Define 2 strata by estimated propensity score
xtile eststrata=estpscore, nquantiles(2)

* Estimate beta’s from the simulated dataset
forvalues s = 1 (1) 2 {
    forvalues t = 0 (1) 1 {
        summ y if z==‘t’ & strata==‘s’
        local y’t’s = r(mean)
        summ y if z==‘t’ & eststrata==‘s’
        local esty’t’s = r(mean)
    }
}
}
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```
local beta  = 0
local estbeta = 0
forvalues s = 1 (1) 2 {
    local beta = 'beta' + ('y1's' - 'y0's')/2
    local estbeta = 'estbeta' + ('esty1's' - 'esty0's')/2
}

* Store parameters of interest
return scalar beta = 'beta'
return scalar estbeta = 'estbeta'
end
```

This program creates a dataset containing two variables — beta and estbeta. The variable beta contains 3,000 stratified treatment effect estimates, $\hat{\beta}$, that were obtained by stratifying on the true propensity score. The variable estbeta contains 3,000 stratified treatment effect estimates, $\hat{\beta}^*$, that were obtained by stratifying on an estimated propensity score, obtained by fitting a correctly specified maximum likelihood logistic regression model. The variance of the 3,000 values of beta is an empirical estimate of $V_{k}[^{\hat{\beta}}]$, and the variance of the 3,000 values of estbeta is an empirical estimate of $V_{e}[^{\hat{\beta}^*}]$.  

```
simulate "wholesim2" beta=r(beta) estbeta=r(estbeta), ///
reps(3000)
```
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************************************************************
* 0. Parameters of the problem   *
******************************************************

* Propensity score parameters
Clear[a0, a1, a2];
a0 = -3;
a1 = -0.5;
a2 = 0.05;

* Distribution of covariates x1 and x2
Clear[mu0, mu1, sd0, sd1, px0, px1];
mu0 = 70;  mu1 = 60;
sd0 = 10;  sd1 = 15;
px0 = 0.6;  px1 = 0.4;

************************************************************
* 1. The p.d.f of the propensity score   *
******************************************************

* (See Section C.2.1.)

Clear[v0, v1, w0, w1, f];

w0[p_] := (Log[p/(1 - p)] - a0)/a2;
w1[p_] := (Log[p/(1 - p)] - a0 - a1)/a2;
v0[p_] := Exp[-((w0[p] - mu0)^2)/(2*sd0^2)]/Sqrt[2*Pi*sd0^2];
v1[p_] := Exp[-((w1[p] - mu1)^2)/(2*sd1^2)]/Sqrt[2*Pi*sd1^2];
f[p_] := (px0*v0[p] + px1*v1[p])/(a2*p*(1 - p));

************************************************************
* 2. Obtaining the strata boundaries   *
******************************************************

* (See Section C.2.2.)

* The cumulative distribution function of the propensity score, F(p)
Clear[F];
F[q_] := 0;  q < 0
F[q_] := NIntegrate[f[p], {p, 0, q}] /; q <= 1 && q >= 0
F[q_] := NIntegrate[f[p], {p, 0, 1}] /; q > 1
Clear[psi];
psi[q_] := F[q] - 1/2;

* The population strata boundary solves psi[q] = 0.
* We need to suggest starting values for the solution.
FindRoot[psi[q] == 0, {q, 0.55, 0.551}];
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***************
* 0. Parameters of the problem *
***************

* Population strata boundaries
Clear[q0, q1, q2]
q0 = 0;
q1 = 0.5523935988696892;
q2 = 1;

* Propensity score parameters
Clear[a0, a1, a2];
a0 = -3;
a1 = -0.5;
a2 = 0.05;

* Individual-level treatment effect
Clear[b0];
b0 = 2;

* Outcome parameters
Clear[g0, g2, sde];
g0 = 35;
g2 = 0.3;
sde = 10;

* Distribution of covariates x1 and x2
Clear[mu0, mu1, sd0, sd1, px0, px1];
mu0 = 70; sd0 = 10;
mu1 = 60; sd1 = 15;
px0 = 0.6; px1 = 0.4;

***************
* 1. The p.d.f of the propensity score *
***************

*(See Section C.2.1.)*

Clear[v0, v1, w0, w1, f];

w0[p_] := (Log[p/(1 - p)] - a0)/a2;
w1[p_] := (Log[p/(1 - p)] - a0 - a1)/a2;
v0[p_] := Exp[-((w0[p] - mu0)^2)/(2*sd0^2)]/Sqrt[2*Pi*sd0^2];
v1[p_] := Exp[-((w1[p] - mu1)^2)/(2*sd1^2)]/Sqrt[2*Pi*sd1^2];
f[p_] := (px0*v0[p] + px1*v1[p])/(a2*p*(1 - p));
* 2. The probability of being treated and in each stratum *
* (See Section C.2.3.) *

Clear[d1, d0];

d1[q1_, qu_] := NIntegrate[p*f[p], {p, q1, qu}];
d0[q1_, qu_] := 0.5 - d1[q1, qu];

* 3. The population stratified treatment effect *
* (See Section C.2.4.) *

Clear[iEyl, IEyl, Eyl, iEyO, IEyO, EyO];
iEyl[p_] := (px0*v0[p]*w0[p] + px1*v1[p]*w1[p])/(a2*(1 - p));
IEyl[q1_, qu_] := NIntegrate[iEyl[p], {p, q1, qu}];
Eyl[q1_, qu_] := g0 + b0 + (g2/dl[q1, qu])*IEyl[q1, qu];

iEy0[p_] := (px0*v0[p]*w0[p] + px1*v1[p]*w1[p])/(a2*p);
IEy0[q1_, qu_] := NIntegrate[iEy0[p], {p, q1, qu}];
Ey0[q1_, qu_] := g0 + (g2/d0[q1, qu])*IEy0[q1, qu];

Clear[bs, betas];
bs[q1_, qu_] := Eyl[q1, qu] - Ey0[q1, qu];
betas = (bs[q0, q1] + bs[q1, q2])/2;

* 4. The conditional variance given treatment and strata *
* (See Section C.2.5.) *

* The conditional variance given treatment and in each strata *
Clear[iA1, IA1, A1, iB1, IB1, B1, Vy1];
iA1[p_] := (px0*v0[p]*w0[p]^2 + px1*v1[p]*w1[p]^2)/(a2*(1 - p));
IA1[q1_, qu_] := NIntegrate[iA1[p], {p, q1, qu}];
A1[q1_, qu_] := (g2^2/d1[q1, qu])*IA1[q1, qu];
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\[ iB1[p_] := \frac{(px0*vo[p]*w0[p] + px1*v1[p]*w1[p])}{(a2*(1 - p))}; \]
\[ IB1[q1_, qu_] := \text{NIntegrate}[iB1[p], \{p, q1, qu\}]; \]
\[ B1[q1_, qu_] := \frac{(g2/d1[q1, qu])}{IB1[q1, qu]}; \]
\[ Vy1[q1_, qu_] := sde^2 + A1[q1, qu] - B1[q1, qu]^2; \]

* The conditional variance given no treatment and in each strata
\[ \text{Clear}[iAO, IA0, AO, iBO, IB0, GO, Vy0]; \]
\[ iAO[p_] := \frac{(px0*vo[p]*w0[p]^2 + px1*v1[p]*w1[p]^2)}{(a2*p)}; \]
\[ IA0[q1_, qu_] := \text{NIntegrate}[iAO[p], \{p, q1, qu\}]; \]
\[ AO[q1_, qu_] := \frac{(g2^2/d0[q1, qu])}{IAO[q1, qu]}; \]
\[ iBO[p_] := \frac{(px0*vo[p]*w0[p] + px1*v1[p]*w1[p])}{(a2*p)}; \]
\[ IB0[q1_, qu_] := \text{NIntegrate}[iBO[p], \{p, q1, qu\}]; \]
\[ BO[q1_, qu_] := \frac{(g2/d0[q1, qu])}{IB0[q1, qu]}; \]
\[ Vy0[q1_, qu_] := sde^2 + A0[q1, qu] - B0[q1, qu]^2; \]

* 5. The first variance component, \( n. V1 \)
\[ \text{Clear}[V1, matrixV1]; \]
\[ V1[q1_, qu_] := 0.5^2(Vy1[q1, qu]/d1[q1, qu] + Vy0[q1, qu]/d0[q1, qu]); \]
\[ \text{matrixV1} = V1[q0, q1] + V1[q1, q2]; \]

* 6. The derivative of \( \beta^* \) w.r.t. the strata boundaries
\[ \text{Clear}[iF1, iG1, G1, dqEy1, iF0, iG0, G0, dqEy0]; \]
\[ iF1[p_] := \frac{(px0*vo[p] + px1*v1[p])}{(a2*(1 - p))}; \]
\[ iG1[p_] := \frac{(px0*vo[p]*w0[p] + px1*v1[p]*w1[p])}{(a2*(1 - p))}; \]
\[ G1[q1_, qu_] := \text{NIntegrate}[iG1[p], \{p, q1, qu\}]; \]
\[ iF0[p_] := \frac{(px0*vo[p] + px1*v1[p])}{(a2*p)}; \]
\[ iG0[p_] := \frac{(px0*vo[p]*w0[p] + px1*v1[p]*w1[p])}{(a2*p)}; \]
\[ G0[q1_, qu_] := \text{NIntegrate}[iG0[p], \{p, q1, qu\}]; \]
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\[ dqE_y[q_{s-1}, q_s] = \frac{\partial}{\partial q_s} \{ \mathbb{E}[Y | Z = 1, S_s = 1] \} \]

\[ dqE_y[q_{s-1}, q_s] = \frac{\partial}{\partial q_{s-1}} \{ \mathbb{E}[Y | Z = 1, S_s = 1] \} \]

Clear[dqbeta];

dqbeta[1] := 0.5*dqE_y[q_1, q_0, q_1] - dqE_y[q_1, q_1, q_2] - dqE_y[q_0, q_0, q_1] + dqE_y[q_0, q_1, q_2])

matrixdqbeta = dqbeta[1];

-----------------------------------------------

* 7. The second variance component - \( \eta \cdot V_2 \)
* (See Theorem 3.1.)

Clear[matrixncovq, matrixV2];

matrixncovq = (0.5*0.5)/(f[q_1]^2);

matrixV2 = matrixdqbeta.matrixncovq.matrixdqbeta;

-----------------------------------------------

* 8. The covariance matrix of the estimated propensity score parameters
* (See Section C.3.1.)

Clear[iexp0, iexp1, iexp2, iexp1x2, iexp2x2]

iexp0[p_] := (px0*v0[p] + px1*v1[p])/a2;

iexp1[p_] := px1*v1[p]/a2;

iexp2[p_] := (px0*v0[p]*w0[p] + px1*v1[p]*w1[p])/a2;

iexp1x2[p_] := px1*v1[p]*w1[p]/a2;

iexp2x2[p_] := (px0*v0[p]*w0[p]^2 + px1*v1[p]*w1[p]^2)/a2;

Clear[iexp0, iexp1, iexp2, iexp1x2, iexp2x2];

epx0 = NIntegrate[iexp0[p], {p, 0, 1}];

epx1 = NIntegrate[iexp1[p], {p, 0, 1}];

epx2 = NIntegrate[iexp2[p], {p, 0, 1}];

epx1x2 = NIntegrate[iexp2x2[p], {p, 0, 1}];

epx2x2 = NIntegrate[iexp2x2[p], {p, 0, 1}];
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\texttt{Clear[matrixinvalpha, matrixncovalpha];}
\texttt{matrixinvalpha = \{\{epx0, epx1, epx2\},}
\texttt{\{epx1, epx1, epx1x2\},}
\texttt{\{epx2, epx1x2, epx2x2\}};}
\texttt{matrixncovalpha = Inverse[matrixinvalpha];}

\texttt{\textbf{* 9. The covariance of outcomes, covariates *}}
\texttt{\textbf{and the propensity score *}}
\texttt{\textbf{************}}
\texttt{(See Section C.3.2.)}
\texttt{\textbf{* E[ X.k.(1 - p) | Z = 1, S_s = 1] and E[ X.k.p | Z = 0, S_s = 1]}}
\texttt{Clear[iExp, Exp1, Exp0];}
\texttt{iExp[0,p_,_] := (px0*v0[p] + px1*v1[p])/a2;}
\texttt{iExp[1,p_,_] := px1*v1[p]/a2;}
\texttt{iExp[2,p_,_] := (px0*v0[p]*w0[p] + px1*v1[p]*w1[p])/a2;}
\texttt{Exp1[k_,ql_,qu_:] := NIntegrate[iExp[k,p], \{p,ql,qu\}]/d1[ql,qu];}
\texttt{Exp0[k_,ql_,qu_:] := NIntegrate[iExp[k,p], \{p,ql,qu\}]/d0[ql,qu];}

\texttt{\textbf{* E[ Y.X.k.(1 - p) | Z = 1, S_s = 1] and E[ Y.X.k.p | Z = 0, S_s = 1]}}
\texttt{Clear[h, iEyxp1, iEyxp0, Eyxp1, Eyxp0];}
\texttt{h[t_, r_, p_] := g0 + g2*w1[p]*r + g2*w0[p]*(1 - r) + b0*t;}
\texttt{iEyxp1[0,p_,_] := (px0*v0[p]*h[1,0,p] + px1*v1[p]*h[1,1,p])/a2;}
\texttt{iEyxp1[1,p_,_] := px1*v1[p]*h[1,1,p]/a2;}
\texttt{iEyxp1[2,p_,_] := (px0*v0[p]*w0[p]*h[1,0,p] + px1*v1[p]*w1[p]*h[1,1,p])/a2;}
\texttt{iEyxp0[0,p_,_] := (px0*v0[p]*h[0,0,p] + px1*v1[p]*h[0,1,p])/a2;}
\texttt{iEyxp0[1,p_,_] := px1*v1[p]*h[0,1,p]/a2;}
\texttt{iEyxp0[2,p_,_] := (px0*v0[p]*w0[p]*h[0,0,p] + px1*v1[p]*w1[p]*h[0,1,p])/a2;}
\texttt{Eyxp1[k_,ql_,qu_:] := NIntegrate[iEyxp1[k,p], \{p,ql,qu\}]/d1[ql,qu];}
\texttt{Eyxp0[k_,ql_,qu_:] := NIntegrate[iEyxp0[k,p], \{p,ql,qu\}]/d0[ql,qu];}

\texttt{\textbf{* Cov[Y, X.k.(1 - p) | Z = 1, S_s = 1] and Cov[Y, X.k.p | Z = 0, S_s = 1]}}
\texttt{Clear[Cyxp1, Cyxp0];}
\texttt{Cyxp1[k_,ql_,qu_:] := Eyxp1[k,ql,qu] - Exp1[k,ql,qu]*Ey1[ql,qu];}
\texttt{Cyxp0[k_,ql_,qu_:] := Eyxp0[k,ql,qu] - Exp0[k,ql,qu]*Ey0[ql,qu];}
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Clear[matrixC, Cov1, Cov0, Cov];

Cov1[k_] := Cyp1[k, q0, q1] + Cyp1[k, q1, q2];
Cov0[k_] := CypO[k, q0, q1] + CypO[k, q1, q2];
Cov[k_] := (Cov1[k] + Cov0[k])/2;

matrixC = {Cov[0], Cov[1], Cov[2]};

******************************************************************************
* 10. The third variance component - n.V3 *
******************************************************************************

* (See Theorem 3.2.)

Clear[matrixV3];

matrixV3 = - matrixC.matrixncovalpha.matrixC;

******************************************************************************
* 11. Derivatives of functions v, w and t, w.r.t. alpha *
******************************************************************************

* Derivatives of w0, w1 w.r.t. alpha

Clear[daw0, daw1];
daw0[0, p_] := - 1/a2;
daw0[1, p_] := 0;
daw0[2, p_] := - w0[p]/a2;

daw1[0, p_] := - 1/a2;
daw1[1, p_] := - 1/a2;
daw1[2, p_] := - w1[p]/a2;

* Derivatives of v0 and v1 w.r.t. alpha

Clear[dav0, dav1];
dav0[0, p_] := v0[p]*(w0[p] - mu0)/(a2*sd0^2);
dav0[1, p_] := 0;
dav0[2, p_] := v0[p]*w0[p]*(w0[p] - mu0)/(a2*sd0^2);

dav1[0, p_] := v1[p]*(w1[p] - mu1)/(a2*sd1^2);
dav1[1, p_] := v1[p]*(w1[p] - mu1)/(a2*sd1^2);
dav1[2, p_] := v1[p]*w1[p]*(w1[p] - mu1)/(a2*sd1^2);
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* Derivatives of t0, t1 w.r.t. alpha

Clear[dat0, dat1];

\[
\begin{align*}
dat0[0, p_] &:= -p(1 - p) \\
dat0[1, p_] &:= 0 \\
dat0[2, p_] &:= -p(1 - p)w0[p] \\
dat1[0, p_] &:= -p(1 - p) \\
dat1[1, p_] &:= -p(1 - p) \\
dat1[2, p_] &:= -p(1 - p)w1[p] \\
\end{align*}
\]

* 12. The derivative of the c.d.f, \( F(p) \), of the propensity score, w.r.t. alpha.

* (See Section C.3.3.)

Clear[daf, daF];

\[
\begin{align*}
da[k_, p_] &:= (px0*daw0[k,p] + px1*daw1[k,p])/(a2*p*(1 - p)) \\
da[2, p_] &:= (px0*daw0[2,p] + px1*daw1[2,p])/(a2*p*(1 - p)) ///
&\quad - (px0*w0[p] + px1*w1[p])/(a2-2*p*(1 - p)); \\
daF[k_] &:= NIntegrate[daf[k, p], \{p, 0, q1\}];
\end{align*}
\]

* 13. The integrals \( I-f1k, I-f0k, I-Y1k \) and \( I-Y0k \) (See Section C.3.4.)

(* The integrals \( I-f1k \) and \( I-f0k \) *)
Clear[Ipdaf1, Ipdaf0];

\[
\begin{align*}
I1[k_, q1_, qu_] &:= NIntegrate[ \ p*daf[k, p], \{p, q1, qu\}]; \\
I0[k_, q1_, qu_] &:= NIntegrate[ \ (1 - p)*daf[k, p], \{p, q1, qu\}]
\end{align*}
\]

(* The conditional expectations \( E[Y_{1 \mid p}] \) and \( E[Y_{0 \mid p}] \) *)
Clear[Eypa, Eypb, Eyp];

\[
\begin{align*}
Eypa[t_, p_] &:= (px0*v0[p]*h[t,0,p])/(px0*v0[p] + px1*v1[p]); \\
Eypb[t_, p_] &:= (px1*v1[p]*h[t,1,p])/(px0*v0[p] + px1*v1[p]); \\
Eyp[t_, p_] &:= Eypa[t, p] + Eypb[t, p];
\end{align*}
\]
(\* The derivative of \ E[Y | p(x; \alpha) = r] \ w.r.t. \alpha \*)
Clear[daEypa, daEypb, daEypc, daEypd, daEype, daEypf, daEyp];
daEypa[t, k, p_] := (px*da[v][k, p]*h[t, 0, p])/(px*v[0][p] + px1*v[1][p]);
daEypb[t, k, p_] := (px*v[0][p] + g2*da[v][k, p])/(px*v[0][p] + px1*v[1][p]);
daEypc[t, k, p_] := -(px*v[0][p]*h[t, 0, p])/(px*v[0][p] + px1*v[1][p])^2;
daEypd[t, k, p_] := (px1*da[v][k, p]*h[t, 1, p])/(px*v[0][p] + px1*v[1][p]);
daEype[t, k, p_] := (px*v[0][p] + g2*da[v][k, p])/(px*v[0][p] + px1*v[1][p]);
daEypf[t, k, p_] := -(px1*v[0][p]*h[t, 1, p])/(px*v[0][p] + px1*v[1][p])^2;
daEyp[t, k, p_] := daEypa[t, k, p] + daEypb[t, k, p] + daEypc[t, k, p] + daEypd[t, k, p] + daEype[t, k, p] + daEypf[t, k, p];

(\* The integral of \ p.f.p(r; \alpha).d/d \alpha \{E[Y | p(x; \alpha) = r]\} \*)
Clear[IY1, IY0];
IY1[k, q1, q2] := NIntegrate[p*f[p]*daEyp[1, k, p], \{p, q1, q2\}];
IY0[k, q1, q2] := NIntegrate[(1 - p)*f[p]*daEyp[0, k, p], \{p, q1, q2\}];

(\* The integral of \ p.E[Y | p(x; \alpha) = r] \w.r.t. \alpha \*)
Clear[IY1f, IY0f];
IY1f[k, q1, q2] := NIntegrate[p*Eyp[1, p]*da[v][k, p], \{p, q1, q2\}];
IY0f[k, q1, q2] := NIntegrate[(1 - p)*Eyp[0, p]*da[v][k, p], \{p, q1, q2\}];

(\* The integral of \ p.d/d \alpha \{E[Y | p(x; \alpha) = r].f.p(r; \alpha)\} \*)
Clear[IpdEypf1, IpdaEypf0];
IY1[k, q1, q2] := IY1f[k, q1, q2] + IY1[k, q1, q2];
IY0[k, q1, q2] := IY0f[k, q1, q2] + IY0[k, q1, q2];

************************************************************************
* 14. The fourth variance component - \ n.V4 *
************************************************************************
*(See Theorem 3.2.)*

(\* The vector \ e \*)
Clear[eais, ea0s, ea1, ea0, ea, eq, e, matrixD];
eais[k, q1, q2] := (IY1[k, q1, q2] - Ey1[q1, q2]*If1[k, q1, q2])/(2*d[i][q1, q2]);
ea0s[k, q1, q2] := (IY0[k, q1, q2] - Ey0[q1, q2]*If0[k, q1, q2])/(2*d0[q1, q2]);
ea1[k_] := ea1s[k, q0, q1] + ea1s[k, q1, q2] + ea1s[k, q2, q3] + ea1s[k, q3, q4] + ea1s[k, q4, q1];
ea0[k_] := ea0s[k, q0, q1] + ea0s[k, q1, q2] + ea0s[k, q2, q3] + ea0s[k, q3, q4] + ea0s[k, q4, q1];
ea[k_] := ea1[k] - ea0[k];
D.3 Mathematica program used to obtain theoretical values of the variances

```mathematica
eq[k_] := dqbeta[1]*daF[k]/f[q1];
e[k_] := ea[k] - eq[k];
matrixE = {e[0], e[1], e[2]};

Clear[matrixV4];
matrixV4 = matrixE.matrixncovalpha.matrixE;

***********************************************************************************************
* 15. The theoretical variances, with the propensity score *
*     known and estimated                                *
***********************************************************************************************
Clear[Vkbeta, Vebeta];
Vkbeta = matrixV1 + matrixV2;
Vebeta = matrixV1 + matrixV2 + matrixV3 + matrixV4;
```
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