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A B S T R A C T

Advanced AI algorithms, notably generative pre-trained transformer (GPT) models, are revolutionizing health-
care and drug discovery and development by efficiently processing and interpreting large volumes of medical 
data. Specialized models, such as ProtGPT2 and BioGPT, extend their capabilities to protein engineering and 
biomedical text mining. Our study will contribute to ongoing discussions to revolutionize drug development, 
leading to a faster and more reliable validation of new therapeutic agents that are crucial for healthcare 
advancement and patient outcomes. GPT models, such as MTMol-GPT, are robust, generalizable, and provide 
important information for developing treatments for complicated disorders. SynerGPT utilizes a genetic algo-
rithm to optimize prompts and select drug combinations for testing based on individual patient characteristics. 
Ligand generation for specific target proteins with potential drug activity is a significant stage in the drug design 
process, which enhances the quality of the synthesized compounds and augments the precision of capturing 
chemical structures and their activity correlations, highlighting the model’s creativity and capability for inno-
vative ligand design. Despite these advancements, there are still problems with the data volume, scalability, 
interpretability, and validation. Ethical considerations, robust methods, and omics data must be successfully 
integrated to develop AI for drug discovery and ensure successful deployment. In summary, these models 
significantly influence drug research and development, specifically in the earlier stages from initial target se-
lection to post-marketing surveillance for medication safety monitoring.

1. Introduction

The emergence of new diseases and unmet healthcare requirements 
necessitate a rigorous drug discovery and development (DDD) process to 
create innovative drugs within the pharmaceutical industry [1]. Drug 

discovery aims to identify synthetic and biomolecular candidates for 
potential drug development. The process involves selecting and vali-
dating a druggable target, developing in vitro assays, and screening 
compound libraries to aid in finding hits that show promising activity, 
optimizing hits into leads with adequate potency, and testing lead 
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efficacy in animal models. Subsequently, leads are further refined to 
enhance efficacy and pharmacokinetics before entering the drug 
development phase, which includes the preclinical and clinical stages. 
The discovery and development of innovative drugs is time- and 
cost-intensive, and approximately 12–15 years are needed to launch a 
new drug, with an estimated cost of approximately $2.5 billion to bring 
a drug to the market [1–3].

The utilization of machine learning (ML) and artificial intelligence 
(AI) to facilitate drug discovery and development makes the process 
more cost-effective and eliminates the need for clinical trials owing to 
the ability to conduct simulations using these technologies [4]. Large 
Language Models (LLMs), including generative pre-trained transformer 
(GPT) models, are a key branch of AI and focus on the interaction be-
tween computers and human language by leveraging mathematical and 
computational modeling to process and interpret large volumes of 
medical data [5]. These models have demonstrated remarkable efficacy 
in enhancing the precision and efficiency of healthcare [6]. GPT models 
employ transformer-based models that learn statistical patterns from 
natural languages, allowing them to synthesize human-like languages. 
The series began with GPT-1 in June 2018 and subsequently expanded to 
include GPT-2, GPT-3, and GPT-3.5 [7,8].

The most recent upgrade, GPT-4, was released in March 2023 and 
has made substantial progress in the production of logical and intelli-
gible texts. GPT models are trained on large volumes of unstructured 
text data, allowing them to produce languages that are nearly identical 
to those of human-generated materials [9,10]. The knowledge gained by 
language models can be transferred to other activities, as humans 
routinely learn from one task and transfer the knowledge to another. 
GPT models combine transformer architecture, feedforward neural 
networks, and attention processes, which are pretrained on large vol-
umes of data to learn broad language patterns, often via unsupervised 
learning. After pre-training, GPTs are fine-tuned for specific tasks, such 
as language modeling, sentiment analysis, text categorization, and 
question answering. Additionally, these models use the ‘in-context 
learning’ concept, in which models develop a broad set of skills and 
pattern recognition abilities at training time and then use those abilities 
at inference time to adapt to or recognize the desired task rapidly [11]. 
GPT models can learn chemical structures from large molecular datasets 
in a similar manner. In DDD, the core concept involves unsupervised 
pre-training to predict the next word (or token) based on prior input, 
enabling the model to acquire drug-like knowledge and generate valid 
simplified molecular input line-entry system (SMILES) strings. This 
approach supports conditional generation, allowing fine tuning with 
small supervised datasets for specific tasks, making GPT models versatile 
tools for both text and molecular generation [12]. Specialized GPT 
models such as ProtGPT2 and BioGPT have enhanced the application of 
GPT technology to areas such as protein engineering and biomedical text 
analysis [13]. ProtGPT2 is a language model based on the GPT2 
Transformer architecture, designed to understand the protein language 
for protein design and engineering. With 36 layers, 1280-dimension-
ality, and 738 million parameters, it generates protein sequences 
retaining natural features, such as amino acid propensities and sec-
ondary structure, while exploring novel protein spaces. It causally pre-
dicts sequence tokens, enabling it to grasp protein language effectively, 
which is significant for advancements in protein engineering [14].

BioGPT is a domain-specific generative pretrained transformer 
model designed for biomedical text processing. Trained from scratch on 
14 million PubMed abstracts, it leverages transformer architecture for 
tasks in the biomedical domain [15]. These algorithms have the ability 
to examine the scientific literature, extract relevant knowledge, and aid 
in the development of new treatment options. In de novo drug design, 
representing molecules with the SMILES notation enables the applica-
tion of next-token prediction techniques. Using attention mechanisms, 
GPT captures the dependencies between tokens and focuses on the most 
important information in the input. Relying on its next-token prediction 
and attention mechanisms, GPT can generate novel drug molecules by 

learning from existing chemical data and creating structures with 
enhanced properties [16]. This review explores the advancements in 
drug discovery and development (DDD) by utilizing GPT models, which 
lead to the rapid and precise detection of new therapeutic compounds 
that are critical for enhancing patient outcomes and advancing medical 
science.

We further highlight the challenges associated with using GPTs in the 
DDD process and suggest addressing these problems by focusing on 
approaches that leverage GPT models in drug development to increase 
efficacy and success rates.

2. Application of GPT models in drug discovery and 
development

Although less than 500 human druggable targets have been identi-
fied as of 2022 [17], the development of successful treatments depends 
on the identification of new molecules for these targets. Significant ef-
forts are being made to refine, revise, and reform the de novo drug 
discovery and development process with a focus on data-driven ap-
proaches to novel treatments. According to one report, AI technology 
can save at least 25–50 % of the time and money spent on drug devel-
opment throughout the discovery and preclinical phases [18].

Consequently, AI-powered language models, such as GPTs, have the 
potential to open new avenues in drug development, paving the way for 
a faster and more cost-effective DDD [11].

Despite trained AI systems designed to target specific molecules 
require extensive and hand-labeled data, which are often unavailable 
owing to companies’ reluctance to share proprietary information [19], a 
method known as federated analysis addresses the previous difficulties 
by examining various data sets independently and sharing just the 
resulting insights from each analysis. Federated learning, employed by 
corporations such as Google, allows users to exchange insights from 
their devices while safeguarding sensitive data from transfer. A more 
comprehensive system integrates differential privacy with secure 
multi-party computation (MPC), enabling many parties to jointly 
compute a function while maintaining the confidentiality of individual 
inputs. MPC guarantees that only the end outcome is disclosed, while the 
private inputs remain confidential [20]. Furthermore, the process of 
fine-tuning leverages a pre-trained model, such as OpenAI’s GPT, by 
training it on a smaller, domain-specific dataset to improve performance 
on specialized tasks. This methodology leverages the model’s 
pre-existing knowledge, minimizing data and computing demands while 
enhancing task-specific accuracy employed by pharmaceutical com-
panies [21]. Hence, language models such as ChatGPT offer another 
potential solution by utilizing abundant unlabeled data, such as the 250 
million protein sequences in the UniProt database, to autonomously 
learn relationships between molecular building blocks [19]. By utilizing 
its advanced language processing capabilities, ChatGPT can rapidly 
validate novel drug targets because of its ability to analyze literature and 
patent databases to identify disease-specific agents, compounds, and 
genes [19]. In drug research and development, ChatGPT functions as an 
effective instrument for virtual screening by identifying potential com-
pounds with favorable interactions with biological targets. It can sup-
port the design of molecules with tailored properties, such as enhanced 
binding affinity and selectivity, or optimized ADMET (absorption, dis-
tribution, metabolism, excretion, and toxicity) profiles [22]. One study 
investigated how OpenAI’s ChatGPT can help automate biomedical 
literature reviews for rapid drug discovery during health emergencies. 
Researchers have developed a pipeline to identify drug targets for vi-
ruses using PubMed articles, testing it for SARS-CoV-2 (with extensive 
literature) and Nipah (with limited literature). Articles were classified as 
relevant or irrelevant by human specialists, and ChatGPT results were 
evaluated against these expert assessments. Using GPT-4 and prompt 
engineering, the pipeline achieved high accuracy of 92.87 % and 87.40 
% for SARS-CoV-2 and Nipah, respectively. The results showed an 
automated framework that used ChatGPT for biomedical literature 
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reviews to support drug development, incorporating six prompt tem-
plates to enhance its ability to extract relevant information from the vast 
biomedical literature. The goal was to reduce the time and resources 
needed for manual reviews and provide a tool for identifying drug tar-
gets, ultimately accelerating drug discovery and enabling more efficient 
responses to pandemics [23].

De novo drug design aims to create drugs with specific pharmaco-
logical properties; however, traditional methods often focus on single- 
target drugs, overlooking the complexity of diseases influenced by 
multiple factors. To address this, a novel model, MTMol-GPT, in-
corporates four key modules: a pre-trained generator, replay buffer, dual 
contrastive discriminator, and generative adversarial imitation learning 
(GAIL) to develop multi-target molecules against these receptors, such 
as dopamine type 2 (DRD2) receptor [24,25], epidermal growth factor 
receptor (EGFR), and thenon-receptor tyrosine kinase (c-Src) [26]. The 
research team initially pretrained transformer neural networks using the 
ChEMBL database to ensure that the resulting sequences conform to 
genuine drug-like structures in accordance with SMILES and 
Self-referencing Embedded Strings (SELFIES) [24]. They developed a 
dual-target molecular sequence creation system that utilized the GAIL 
algorithm. A replay buffer was employed to hold molecules from various 
target types, and a dual contrastive discriminator was implemented to 
assess the relative authenticity of the created and real molecules, serving 
as an incentive for training the generator. These findings indicate that 
MTMol-GPT can generate novel chemical entities that specifically target 
DRD2, EGFR, and c-Src receptors [27]. Molecular docking and phar-
macophore mapping validated the drug-likeness and efficacy of these 
compounds, particularly in neuropsychiatric therapies and breast cancer 
treatment. Consequently, the MTMol-GPT exhibited robustness and 
generalizability and offered significant insights for the development of 
treatments aimed at complicated disorders [27]. Drug discovery and 
development entail the design of compounds that engage with biological 
targets within the body to express a specific therapeutic effect [28]. 
Recent advancements in GPT architectures for in-context learning have 
introduced a pre-trained model from scratch on drug synergy data 
without relying on textual corpora known as SynerGPT. The team 
evaluated the ability of this model to generalize in few-shot scenarios to 
drugs and patient cell lines not encountered during training, and found 
that it delivered strong competitive performance without utilizing 
external knowledge sources [29].

SynerGPT further introduced In-Context Learning for Drug Synergy 
(ICL-DS), a paradigm in which task adaptation occurs dynamically 
through contextual examples without parameter updates, making it 
particularly suited for personalized treatment and training on a limited 
dataset of 10–20 drug synergy relationships pertinent to cancer cell 
targets, thus enabling it to forecast further synergies within that 
framework. It incorporates a genetic algorithm to improve prompts and 
choose drug combinations for testing according to specific patient pro-
files. The model effectively retrieved relevant drugs or structurally 
similar alternatives from synergistic relationships, performing better 
than random even for unknown drugs. This capability enhances 
explainability and aids in identifying drugs with the desired synergies 
for drug candidate discovery [29]. Another model, called the Condi-
tional Generative Pre-Trained Transformer (cMolGPT), was created for 
target-specific, de novo molecular design. By examining the data for 
drug-like structures, we created novel and diverse virtual chemical li-
braries. Target-specific molecules were created according to pre-
determined standards in the early phases of drug research to produce 
drug-like compounds with the required characteristics. The ability of 
cMolGPT to generate diverse chemical libraries and target-specific 
compounds was evaluated by comparing the results with actual data 
distributions. The efficient production of unique compounds with 
particular characteristics can streamline the drug design process, aid in 
the discovery of new therapeutic candidates, and improve molecular 
optimization [30].

To detect previously unexplored regions of the chemical space, a pre- 

trained ChemGPT model was developed. It is an autoregressive language 
model of small molecules that employs a transformer architecture with a 
self-attention mechanism to estimate conditional probabilities and 
generate new molecules. It was pre-trained on PubChem molecules 
using a causal language modeling task to predict the next token in a 
sequence based on previous tokens. The ChemGPT model is a robust and 
self-supervised representation learner that enables embedding-based 
nearest-neighbor search [31,32]. It is trained on datasets containing 
up to 10 million unique molecules and models with over one billion 
parameters, showcasing its capability to handle large-scale molecular 
data which can learn SELFIES molecule representations, while this the 
methodology could be applied to drug design SELFIES molecules. The 
study showed that the model size increased its performance by 
improving a pattern known as neural scaling, which is commonly seen in 
natural language processing (NLP) and is now proven to be applicable to 
molecular modeling as well [31]. Hence, the scaling strategies and re-
sults enable immediate and significant improvements in model perfor-
mance, as well as computational and data efficiency for deep chemical 
models.

DrugGPT is an autoregressive ligand design method that integrates 
computational chemistry and deep learning to accurately generate li-
gands for specific target proteins. This GPT model was trained on 
extensive protein-ligand interaction data, in which the model captured 
chemical structural features and activity relationships to generate 
compounds with potential drug activity. Additionally, by tokenizing 
proteins and ligands using the Byte Pair Encoding (BPE) algorithm, 
DrugGPT reduces the representation of the vast chemical space to a 
finite vocabulary, effectively exploring it through learned combinations 
and arrangements of these tokens [33]. Therefore, it enhances the 
quality of synthesized compounds and augments the precision of 
capturing chemical structures and activity relationships by employing 
its own output as an input for predictions through an autoregressive 
generation approach [34]. A previous study allowed the DrugGPT 
tokenizer to combine vocabularies from ligands and proteins, removing 
duplicate tokens and conflicts. This process significantly reduced the 
average text length, making sequences easier to manage and train. With 
a finalized vocabulary size of 53,080 tokens, the tokenizer improved the 
efficiency of DrugGPT training, ensuring a better performance in drug 
discovery tasks. Three inference methods were employed, including 
designing ligands from given protein sequences, where the model was 
provided with the amino acid sequence of a protein (e.g., Bcl-2) to create 
corresponding ligands. The second method adds ligand-specific prompt 
information to the given protein sequence, where the researchers pro-
vide a starting SMILES representation of a ligand (e.g., "COc1ccc(cc1)C 
(=O)") to generate specific ligands for the protein. The third method 
allows the model to autonomously generate ligand designs without any 
input information, testing its ability to create potential ligands for pro-
teins without prior instructions. Each of these methods demonstrates 
how DrugGPT can be applied to targeted ligand design. Consequently, 
the 112 matching ligands demonstrated that the DrugGPT model 
effectively learned protein-ligand relationships, as it was able to 
regenerate these known pairs [33]. Additionally, the 55 newly designed 
ligands showed that, despite being trained on a large number of existing 
Ectonucleotide pyrophosphatase 2 (ENPP2) ligands (known as auto-
taxin) are phosphodiesterase enzymes that have potential pharmaceu-
tical value in many disease processes, especially in cancer, inflammatory 
diseases, and fibrosis, the model can still generate entirely novel ligands, 
highlighting the model’s creativity and capability for innovative ligand 
design [33,35].

In the clinical trial phase, which is essential to medical research and 
provides critical evidence regarding the safety and efficacy of new 
treatments prior to public use, TWIN-GPT is an innovative methodology 
that employs large language models to generate personalized digital 
twins for efficient virtual clinical trial simulations. This approach tackles 
the difficulties of clinical trials, including significant time demands and 
participant engagement, particularly in contexts with inadequate data. 
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This model was trained and assessed using two primary datasets to 
improve its efficacy in virtual clinical trials. The initial dataset came 
from a Phase III breast cancer trial (NCT00174655) that evaluated 
Disease-Free Survival (DFS) results among 2887 individuals [36]. Par-
ticipants were randomly assigned to groups to evaluate the efficacy of 
docetaxel, doxorubicin, cyclophosphamide, methotrexate, and fluoro-
uracil (CMF) regimens. This openly available dataset offers a depend-
able basis for assessing the efficacy of TWIN-GPT in actual clinical cases. 
The Nearest Neighbor Adversarial Accuracy (NNAA) quantifies a 
model’s overfitting and the corresponding risk of privacy leakage. This 
study utilized 71 individuals, 500 visit records, and 500 clinical records 
from actual data for training, resulting in the TWIN-GPT attaining a 
NNAA score of 0.271. A score near 0.5 indicates that TWIN-GPT suc-
cessfully avoided excessive memory of the original data, instead of 
acquiring generalizable patterns. As a result, TWIN-GPT excels in fi-
delity, utility, and privacy, effectively addressing the privacy issues 
associated with conventional clinical trials [36]. Large language models 
like GPT-3.5 and GPT-4 are used to automate literature screening in 
pharmacovigilance, aiding in the identification of relevant articles for 
drug safety reviews [37]. Pharmacovigilance involves the science and 
practice of monitoring, evaluating, and preventing adverse effects of 
medications after they have been marketed, which significantly con-
tributes to public health by improving drug safety [38]. These models 
improve the efficiency of the screening process by categorizing the ar-
ticles as relevant or irrelevant, thereby enhancing the detection of safety 
issues. GPT-3.5 and GPT-4 demonstrated high accuracy, with repro-
ducibility and sensitivity rates of 93 % and 97 %, respectively. Insights 
from their use help in developing automated systems for drug safety 
monitoring, ensuring more efficient literature screening, and improved 
safety evaluations [37].

3. Challenges of Applying GPT Models in Drug Discovery and 
Development

Although GPT models offer significant advantages in the drug dis-
covery and development process, various challenges hinder their suc-
cessful implementation of GPT models. Relying exclusively on pre- 
trained LLM decoding for drug discovery leads to inconsistencies in 
producing valid, high-quality molecules, and lacks the flexibility to 
adapt to different objectives [39].

3.1. Lack of chemical and biological insights

Current GPT models face challenges in various tasks and benchmarks 
for molecular and protein generation. For example, although models 
trained on the basic QM9 dataset may produce a high frequency of 
legitimate and stable compounds, they encounter difficulties with the 
more intricate GEOMDrugs dataset. Moreover, tasks involving protein- 
molecule binding present significant challenges, as existing models are 
inadequate for producing compounds with high binding affinities for 
targets [40]. Additionally, tokenization is a common problem in the 
drug development process because chemical representations, such as 
SMILES or SELFIES, may not effectively capture or enhance chemical 
information, potentially limiting prediction accuracy and data efficiency 
[41]. GPT-3 lacks an inherent understanding of the chemical principles 
driving molecular properties and relies solely on pattern recognition in 
data, without deep comprehension [41].

Although molecule generation has been well documented with 
standardized benchmarking procedures, generative tasks in protein 
design have not been established, making it difficult to objectively 
evaluate designed proteins [40]. Furthermore, current chemical LLMs 
struggle to fully understand the complexity and breadth of chemical 
knowledge, particularly in retrosynthesis, and need to integrate more 
advanced knowledge from quantum chemistry [42]. Although ChatGPT 
can generate human-like text, it does not comprehend the underlying 
biology of the systems it simulates, resulting in predictions that may not 

accurately reflect their true complexities [43]. Similarly, AI, including 
GPTs, may improve early drug candidate selection, leading to safer and 
more viable drugs for human trials. However, in Phase II trials, where 
drug efficacy and side effects were evaluated in larger patient groups, 
the success rate dropped to 40 % (4 out of 10 completed trials), which 
aligns with historical industry averages of 30–40 % [44,45]. Thus, 
careful assessment of their impact in preclinical and in silico models is 
needed to balance treatment efficacy and tolerable toxicity in diverse 
patient populations [46].

3.2. Resource limitations

The availability of labeled data, which is crucial for training effective 
models with peptides or proteins, poses several challenges during the 
use of GPT models in DDD [47]. These models require large datasets and 
significant computational power, which can be demanding. Another 
challenge is the lack of information about certain regions of the pro-
tein/chemical landscape, which restricts current methodologies to 
exploiting existing data rather than fully exploring new data [48]. 
Limited training data can also mean that the models lack recent or 
specialized information. Furthermore, the massive computational re-
sources required to handle and train extensive datasets pose significant 
challenges, such as identifying useful molecules without adding noise 
[49]. Fine-tuning GPT-3 for chemistry tasks demands considerable 
computational resources and financial investment, which can be pro-
hibitive for broader adoption [41], especially with large datasets.

3.3. Ethical concern

Numerous legal and ethical issues may arise from the utilization of 
GPT models, notably the ChatGPT. Inappropriate utilization may result 
in breach of copyright statutes, health restrictions, and other legal 
frameworks. This may stem from biases in training data, insufficient 
information, inadequate comprehension of reality, or constraints of the 
algorithm [50]. Structure-based de novo design has restricted practical 
implications, likely attributable to biases and constraints in current 
protein-ligand affinity datasets [51]. Concerns about privacy, equity, 
and the ethical application of models, especially skewed data, exacer-
bate this dilemma [52]. The development of new drugs is plagued by 
challenges and expenses due to limitations and ethical issues, including 
potential copyright violations, medicolegal complications, occasional 
inaccuracies, generation of harmful or biased outcomes, imprecision in 
assessing source reliability, creation of irrelevant references, confiden-
tiality concerns, and plagiarism [53].

3.4. Expense and training time

A significant limitation of artificial intelligence in small molecule 
drug development is the training of ML models that encompass chemical 
properties, commonly known as quantitative structure-activity re-
lationships (QSAR), based on chemical structures. The timing and 
methodology for implementing machine-learning models vary based on 
the distinct requirements of each drug development initiative. Projects 
may concentrate on elements such as target selectivity, delivery, 
toxicity, or patent issues, necessitating distinct computational strategies 
for each [54]. Developing and maintaining these models require sig-
nificant financial resources [52]. GPT models require extensive data and 
prolonged training times, which can be impractical for small research 
entities. Storing model weights, intermediate representations, and 
training data can also exhaust a significant storage capacity [55]. The 
rapid pace of scientific advancement poses a challenge to LLMs. New 
discoveries and methodologies have emerged, making models trained on 
older datasets obsolete. Hence, access to advanced AI tools requires 
substantial computing power, financial investment, education, and 
impeding progress in certain regions or communities [56].
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3.5. Data quality & security

LLMs depend on vast amounts of data and a deep understanding of 
scientific terminology, including sensitive information such as patient 
details, genetic sequences, and proprietary research data. Ensuring the 
privacy and security of these data is crucial, as unauthorized access or 
breaches can have severe consequences, requiring robust measures to 
protect sensitive information [56]. The performance of the ChatGPT is 
only as good as the quality and availability of its training data. If the data 
are incomplete, biased, or inaccurate, the predictions of the model may 
be unreliable. The available data often have significant biases stemming 
from the limited sampling of the chemical space and issues with data 
quality and reproducibility [48]. Additionally, bioactivity assay data are 
biased towards the platform and contain intrinsic experimental errors, 
which disrupt accurate predictions [57].

3.6. Interpretability and transparency challenges

Interpretability issues arise from the challenge of understanding and 
explaining how a model makes decisions [52]. Many studies have used 
engineered molecular descriptors to train conventional machine 
learning models, but these models often suffer from intrinsic feature 
biases [57]. For example, GPT-3 functions as a black box, indicating that 
its internal workings are not easily understood or modified based on 
chemical knowledge [41]. The black-box characteristic of ChatGPT 
complicates the comprehension and elucidation of its internal mecha-
nisms, resulting in difficulties in trusting its predictions [43]. Expert 
systems must disclose their predictive rules and uncertainty assess-
ments, and provide explicit descriptions of the optimization goals and 
quantitative performance metrics. This transparency assists users in 
determining the appropriate timing and application of algorithms to 
achieve legitimate outcomes and enhance decision making [46]. The 
absence of a completely open-source GPT-3 model constrains its ca-
pacity to comprehend the rationale behind certain forecasts, which is 
essential in situations demanding transparency [41].

4. Strategies to overcome the challenges

A comprehensive strategy that tackles the challenges related to their 
implementation is required to maximize the use of GPT models in drug 
discovery and development. Enhancing the caliber and variety of the 
training data is essential. Increasing the amount and improving the 
quality of training data should be the main goals of future studies [50]. 
By compiling large, high-quality datasets that cover a wide range of 
chemical and biological variables, researchers can significantly increase 
the effectiveness and versatility of GPT models [58]. This approach not 
only minimizes the limitations caused by incomplete or skewed data but 
also increases the model’s ability to generate novel and useful insights in 
a variety of drug development domains [33]. According to AI, removing 
false information necessitates cooperative community efforts [54]. 
Furthermore, by using inclusive and diverse training data, putting bias 
detection techniques into practice, and establishing strict evaluation 
standards, researchers and developers must actively identify and correct 
biases in their models [52]. A more thorough basis for models can be 
established by including data from various sources such as literature, 
clinical trials, and experimental results, enabling them to produce ac-
curate and well-informed predictions [59]. Therefore, experimental 
validation is required to validate the model predictions [43]. Although 
general-purpose language models show promise, their usefulness in drug 
discovery can be greatly increased by creating models customized to 
domain-specific data and terminology [60]. This specialization can 
address the challenges associated with insufficient chemical and bio-
logical understanding, as well as tokenization problems that frequently 
hinder general-purpose models when managing complicated chemical 
structures [61]. Recent discussions have explored ways to enhance 
SELFIES to address the shortcomings of the current molecular string 

representations. These discussions can influence updates for both 
SMILES and DeepSMILES [62]. Further progress in property data mining 
and aggregation is expected to mitigate the challenges resulting from 
insufficient engineering knowledge of structure-property relationships 
among diverse molecular types, such as crystal structures, alloys, pro-
teins, nucleic acids, polymers, ionic liquids, and biologics. Enhancing 
open-source datasets and repositories of accessible property models is 
essential for advancing the development of this domain [63]. By inte-
grating chemical representation learning methodologies and refining 
the tokenization process to effectively manage SMILES or SELFIES no-
tations, these specialized models can more precisely reflect the com-
plexities and characteristics of the molecular structures [64].

Resolving the interpretability and transparency issues of GPT models 
is essential for their effective incorporation into drug development. To 
increase model clarity, researchers have investigated a variety of ap-
proaches, such as layer-wise relevance propagation and attention visu-
alization [65]. By clarifying the reasoning behind a model’s predictions, 
these techniques aim to make it easier for scientists to validate and build 
confidence in their results [66]. In addition, a compromise between 
efficacy and transparency can be achieved by developing hybrid ap-
proaches that combine the generative capabilities of GPT models with 
more interpretable machine-learning techniques [67]. This method 
satisfies the regulatory requirements for transparency in drug develop-
ment processes and promotes confidence among researchers [68]. One 
study suggested using LLMs to extract features, after which interpretable 
machine learning models, such as random forests or linear classifiers, are 
applied to the features [69]. By encouraging LLMs to communicate more 
intermediate thinking processes, the chain-of-thought (CoT) prompting 
idea improves their interpretability while preserving or even improving 
their performance [70].

To overcome the resource limitations and reduce the expenses 
associated with training and implementing large GPT models, re-
searchers have investigated effective model architectures and training 
techniques. Methods such as model pruning, quantization, and knowl-
edge distillation facilitate the development of more compact models that 
preserve a substantial portion of the performance of their larger equiv-
alents while demanding considerably fewer computational resources 
[71]. Utilizing cloud computing and distributed training methodologies 
might democratize access to these advanced models, allowing smaller 
research institutions and corporations to use their capabilities without 
requiring extensive in-house computing resources [72].

Collaboration among AI researchers, domain specialists, and regu-
latory authorities is crucial to address ethical issues and the absence of 
established norms regarding the application of GPT models in drug 
development [73]. Formulating explicit protocols for the ethical appli-
cation of AI in pharmaceutical research, tackling data privacy concerns, 
and guaranteeing equity in model outcomes are essential measures as 
well [74]. Establishing defined benchmarks and evaluation metrics 
tailored to drug discovery tasks may facilitate the objective assessment 
of various models and methodologies [75]. This collaborative endeavor 
may result in the development of shared resources and pretrained 
models, promoting a more transparent and expedited rate of innovation 
in the domain [76]. Incorporating GPT models into the current DDD 
process requires meticulous attention to workflow efficiency and user 
interface design [19]. Creating intuitive interfaces that enable re-
searchers to engage with these models efficiently, without requiring 
extensive knowledge of AI, can substantially improve their uptake and 
influence [77]. Furthermore, establishing automated pipelines that 
effectively integrate GPT model outputs into the subsequent phases of 
drug development, including virtual screening and ADMET prediction, 
might enhance the overall efficiency of the process [78]. Consequently, 
access to extensive datasets is essential. By concentrating on these 
integration components, researchers can guarantee that the capabilities 
of GPT models are completely actualized within the practical limitations 
of real-world drug discovery initiatives.
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5. Future prospects

The pharmaceutical sector is progressively employing machine- 
learning and deep-learning algorithms to expedite drug research and 
development. This provides new opportunities for drug repurpose and 
reutilization by uncovering novel therapeutic indications [79]. A 
research team analyzed AI-discovered molecules that entered various 
stages of DDD and suggested that AI, including GPT models, improves 
drug development success rates, particularly in early stage trials. 
Currently, there are no FDA-approved AI-discovered drugs; however, 
artificial intelligence algorithms, including GPT models, have the po-
tential to advance the pharmaceutical industry [80]. By December 2023, 
24 AI-discovered drugs had completed Phase I trials of drug develop-
ment process, with 21 succeeding, indicating an 80–90 % success rate 
which significantly higher than the historical industry average of 40–65 
% [44,81,82]. Therefore, AI has the potential to optimize later stages of 
drug development in the future.

By early 2024, the top 20 pharmaceutical companies integrated AI 
into Research and Development (R&D), with many collaborations 
involving AI-native biotech firms. This has led to a significant increase in 
the number and scale of AI partnership deals over the past five years 
[44]. For example, Sanofi (a multinational pharmaceutical company) 
embraces AI through partnership with OpenAI and Formation Bio to 
develop AI-powered drug discovery software [80]. The head of R&D at 
Sanofi (“Houman Ashrafian ”) stated that AI and machine learning 
enhance R&D efficiency by improving drug modeling, optimizing 
dosing, and refining clinical trial recruitment, which has doubled since 
AI’s implementation. Expanding AI applications will further accelerate 
drug development and bring transformative treatments to patients more 
quickly [83]. Therefore, future initiatives must concentrate on creating 
resilient machine learning models capable of integrating and analyzing 
multimodal omics data while addressing issues such as data integration, 
feature selection, and the explanation of intricate interactions across 
several omics’ layers [84]. To transform drug discovery and develop-
ment utilizing GPT models, researchers must create frameworks for their 
integration with current databases and experimental data, foster 
collaboration between data scientists and domain experts, and conduct 
pilot studies to validate the predictive insights offered by these models. 
Standardizing data formats and protocols among research institutes and 
databases, implementing advanced data curation methods, and estab-
lishing open-access data repositories are crucial for enhancing the effi-
cacy of the GPT model [85]. Improving the interpretability and 
transparency of GPT models is essential for effective implementation in 
drug development. Investments must be allocated to research for the 
development of interpretability tools and visualization approaches, and 
guidelines should be formulated to interpret model outputs and incor-
porate them into decision-making processes [86].

Facilitation of multidisciplinary collaboration, including cross- 
disciplinary workshops and conferences, the establishment of interdis-
ciplinary research teams, and the support of joint research projects, are 
essential to tackle specific challenges in DDD associated with technol-
ogies [87]. The implementation of rigorous validation and testing pro-
cesses is essential to assess the precision and dependability of GPT 
models in drug discovery applications. Investing in training and capacity 
development is essential for efficient application of GPT models in drug 
discovery. Educational programs and workshops aimed at GPT model 
applications should be established; resources and support for ongoing 
learning should be provided; and information exchange through semi-
nars and online courses should be encouraged. The integration of deep 
learning with structural biology may enhance the accuracy of pre-
dictions regarding protein-ligand interactions and protein dynamics. It 
is advisable to tackle the difficulties of incorporating protein flexibility 
and conformational alterations into deep learning models as well as 
comprehending complicated chemical relationships [88,89]. Addressing 
these obstacles will improve the efficiency and efficacy of drug discov-
ery, perhaps resulting in expedited and successful therapeutic 

advancements [90]. The National AI Research Resource (NAIRR) is a 
pivotal program designed to furnish infrastructure for responsible and 
extensive AI research, facilitating access to computational resources and 
datasets, necessitating substantial federal investment and collaborative 
assistance [91]. Ensuring secure access to federal databases is essential 
for drug discovery and development. Expanding pilot projects that 
provide secure data access and formulating standards that include 
modern privacy technology can fulfill these requirements. Collaboration 
among academia, industry, national laboratories, and federal agencies is 
essential for progressing AI research in drug discovery [92]. Funding 
agencies must expand their support to encompass many research 
methodologies and collaborations while equilibrating contributions 
from private sector organizations with public and scientific objectives. 
Specific agreements on intellectual property rights and licensing must be 
formulated to synchronize commercial incentives with research goals 
[93].

Embracing the fundamentals of responsible, transparent, and reliable 
AI during the research process is crucial for ethical and efficient appli-
cation of AI in drug discovery. Organizations such as the National Sci-
ence Foundation (NSF) and National Institute of Standards and 
Technology (NIST) ought to spearhead initiatives to formulate regula-
tions and develop methods for bias identification and data validation 
[93]. Continuous discourse among AI developers, policymakers, and 
specialists from many domains will enhance the formulation of 
responsible AI utilization policies and adjust them to changing techno-
logical and ethical dilemmas in drug discovery and development [94]. 
Data security and safety are essential to safeguard patient privacy and 
confidentiality. Comprehensive data-handling processes are crucial for 
protecting privacy and maintaining ethical norms [95]. In accordance 
with these principles, solutions must be created to recognize and alle-
viate biases in AI systems. Regulatory authorities must implement 
rigorous standards, processes, and guidelines to address ethical issues, 
ensure patient safety, and promote animal welfare. FDA’s discussion 
paper on artificial intelligence in drug research and clinical trials in-
dicates optimal procedures for the implementation of AI in these do-
mains [96]. Attaining ethical AI utilization in the pharmaceutical 
industry entails thorough research and development, robust legislation, 
and ongoing assessment [97].

6. Conclusion

GPT models significantly enhance the multiple stages of drug dis-
covery and development, particularly in the early stages. Initially, these 
models facilitated the validation of prospective therapeutic targets by 
evaluating massive datasets pertaining to diseases or proteins and sug-
gested innovative chemical structures. In the drug discovery phase, GPT 
models aid in the design of new compounds and prediction of their 
pharmacokinetic and pharmacodynamic features, thus expediting the 
identification of potential candidates. In clinical trials, they may assist in 
assessing trial data, forecasting patient reactions, and enhancing trial 
designs through virtual simulations. In the later stages of post-marketing 
evaluation, their role in drug safety monitoring is important for pre-
venting adverse effects and other medication-related issues. Therefore, 
GPT models can offer substantial benefits in accelerating drug discovery 
and development. Addressing current challenges and implementing 
robust solutions are key to maximizing their potential and ensuring their 
effective use in the pharmaceutical industry.
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