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Foreword

E. Tendayi Achiume

UN Special Rapporteur on contemporary forms of racism,
racial discrimination and xenophobia and related intolerance

For minorities and indigenous peoples, technology has all
too often been a tool of oppression. From the occupation of
the Americas to the enslavement of millions of Africans and
the abuses of colonial rule, technology has regularly been
implicated in the control and exploitation of marginalized
communities. In the process, their own cultures and
civilizations have also been devastated or erased.



Sadly, this problematic relationship between technology and discrimination
persists to this day — from predictive policing algorithms and ‘smart’ migration
management to online hate speech and surveillance. The irony is that some

of the most sophisticated innovations today are being used to entrench deep-
seated historic inequalities. The technologies themselves may be cutting edge,
but if they simply recreate old hierarchies in new ways, then they could take us
back decades in terms of human rights.

Then there are further challenges around affordability, accessibility and other
constraints that can prevent certain groups from enjoying any potential benefits.
For instance, while assistive technologies such as wheelchairs can undoubtedly
improve the lives of persons with disabilities, those belonging to minority or
indigenous communities frequently struggle to secure them due to limited
resources, official prejudice and added barriers around language, culture or
geography that can reinforce these issues.

Is another future possible, one where technological progress can create equally
progressive social outcomes? As this volume testifies, there are many examples
of activists who are taking technologies into their own hands to achieve real and
lasting change. When communities are able to access and use technologies
from a place of equality and empowerment — such as the use of digital mapping
for indigenous forest conservation and the mobilization of anti-racism protests
through the #BlackLivesMatter movement — the results are genuinely exciting
and transformative.

There is much discussion around the importance of a rights-based approach
to technology, but there is a risk that this can at times sound like a constraint:
a question primarily of checks and restrictions. In fact, the opposite is true —
perhaps more than speed, bandwidth or other technical specifications, the true
measure of a technology is inclusion, accessibility and non-discrimination. That,
more than anything, is the surest way of promoting innovation, creativity and
development for all, regardless of who they are.

Foreword



Executive summary

Technology increasingly permeates every aspect of our lives,
from the use of big data to information and communication
technologies (ICTs) to artificial intelligence (Al) and automation.
These developments are often framed around issues such as
efficiency, speed and innovation, but for minorities, indigenous
peoples and other marginalized groups there are often very
different forces at play — the replication of existing patterns of
exclusion in new forms.

In a context where discrimination against minorities and indigenous peoples
remains strong, technologies alone are not enough to deliver positive change.
Indeed, without the appropriate checks and protections in place, they may side-line
these communities even further. Consequently, there needs to be a renewed focus
on human rights in the development, dissemination and use of technologies, and
a greater awareness that, alongside their benefits, they have the potential to cause
lasting harm.

While a central aim of the Sustainable Development Goals (SDGs) was to reduce
social inequalities within societies, the outbreak of the Covid-19 pandemic

has highlighted how profound gaps remain for minorities and indigenous
peoples in many countries. Though there is much hope and uncertainty around
the possibilities of ‘track and trace’ mobile applications and other emerging
technologies to resolve the crisis, without a firm commitment to social justice
and universal access it is likely that many will be denied their benefits.

With minorities and indigenous peoples disproportionately represented among the
world’s poor, it is not surprising that poverty is itself a major barrier to these groups
accessing mobile phones, computers and other technologies. Besides the issue
of affordability, there may be physical and geographic constraints, particularly for
communities in rural or remote locations. In addition, other hurdles such as limited



information in minority or indigenous languages and scripts can compound lack of
access. For marginalized groups within minority and indigenous communities, such
as persons with disabilities, further significant issues arise — for instance, whether
websites are accessible and compatible with assistive technologies.

The need for a more holistic approach to technology is therefore more urgent than
ever, with an emphasis not only on affordable pricing and accessible delivery, but
also culturally appropriate and inclusive design. Importantly, an inclusive approach
to technology should translate not only to equitable access as users, but also
meaningful participation in technology and software development. At present,
however, minority and indigenous employment in sectors such as computing
remains extremely low, particularly at levels that influence design choices and
decision making. This poses a fundamental challenge to the creation of more
diversity friendly technologies downstream.

Without concerted efforts to ensure they have positive outcomes for minorities and
indigenous peoples, technologies could instead reinforce their exclusion. This can
happen as an unintended consequence of systems that rely on data that is itself
informed by bias. In the United States (US) and elsewhere, for example, the use of
automated recruitment systems by corporations has typically identified potential new
employees based on profiles of previous successful applicants, with the result that
those groups favoured in the past — in particular, men and white Americans rather
than women and members of ethnic minorities — continue to receive preference.

When technologies are actively mobilized to target certain communities, however,
there is the possibility of systematic human rights violations on a scale rarely
realized until now. In Xinjiang, the Chinese government has created a vast
panopticon of surveillance, spanning DNA tests, virtual checkpoints and online
monitoring to control and censor the millions of Uyghur Muslims in the region.
Though this represents one of the most extreme examples of how technologies
can be coopted to violate the human rights of marginalized communities en
masse, many of these tools are being used in different forms elsewhere. In
Europe, for instance, migration management in some countries has been given
over to various technological ‘solutions’ such as facial scanning, spy drones and
even lie detectors — an approach widely criticized for its dubious science as well
as its disregard for human rights.

Executive summary



From biometric databanks to CCTV, surveillance is becoming more commonplace
across the world, with deeply troubling implications for individual privacy, freedom
of movement and other rights. Even when packaged innocuously, as in the growing
trend towards ‘smart cities’ and the use of big data to achieve more efficient urban
planning, some groups risk becoming even more marginalized. Minorities and
indigenous peoples, who for centuries have contended with the negative impacts
of technologies imposed on them by colonial governments, repressive regimes and
global corporations, have good reason to be wary of the supposed benefits that
technological change can bring.

This does not, however, mean that technological development is automatically
against the interests of these communities. While the values and traditions

of indigenous peoples in particular are often assumed to be in opposition to
technology, there is a long history of indigenous invention and innovation that
is still urgently relevant to some of today’s most pressing challenges, including
climate change. There are also many examples of how minority and indigenous
communities, if given the chance to access new technologies and the training
to use them on their own terms, have successfully exploited them to achieve
significant social gains.

Indeed, some of the most inspiring examples of technology-driven activism are
being pioneered by members of minority and indigenous communities. From
citizen-led monitoring and reporting of human rights abuses in conflict zones to
digital mapping of logging in communal forests, there is considerable opportunity
for technologies to support land rights, document oppression and persecution,
secure justice and empower community members. For this potential to be
realized, though, an enabling and inclusive human rights environment must be

in place: without this, minorities and indigenous peoples will be largely, once
more, left behind.



The issues, then, extend far beyond the relative value of a particular technology.
Many, if not most, have the capacity to deliver positive or negative outcomes,
depending on how they are managed and used. This is illustrated clearly by

the internet, where online hate speech against migrants, minorities and other
stigmatized groups is commonplace and has been used to incite hatred and
violence against them, up to and including genocide, as was evident in the
situation in Myanmar affecting the Rohingya. But while social media platforms
such as Twitter and Facebook have regularly been exploited by nationalist,
extremist and far-right groups to spread hate, they have also served as a platform
where some of the most transformative civil rights movements in recent years
have mobilized. This is where the enormously influential #BlackLivesMatter
protests first flourished, for instance, not only swelling the number of people
engaged in its work but also laying the foundation for a far more diverse activism
free from traditional organizational hierarchies.

There is widespread agreement that the coming years will be profoundly shaped
by Al, automation and other innovations. What sort of future they usher in,
however, depends on the decisions we make now. Human rights, equality and
justice, must be at the heart of how we manage and develop these technologies.
For minorities, indigenous peoples and other marginalized groups, the potential to
achieve greater equality and recognition using technologies could be huge — but
only if they are able to participate fully in every stage of that process themselves,
from initial concept development to being full users and controllers of technology,
data and online spaces.

Executive summary



RECOMMENDATIONS

B Mainstream human rights for all into the development and dissemination of
technologies, with a particular focus on the barriers that minorities and indigenous
peoples face. This requires a more holistic examination of technologies that
assesses their social, economic and political implications as well as their
technical capabilities. Accessibility, affordability, appropriateness and availability
should be a central part of their function, measured through clear data on
the proportion of minority and indigenous community members able to use
these technologies freely in ways that meet needs or address concerns. This is
especially important for technologies involved in public service delivery, such
as the increasing use of smartphones in educational settings and health care:
in these circumstances, lack of access could exacerbate exclusion further.

B Focus on improving minority and indigenous inclusion, not only as end users of
technologies, but also upstream in their design and production. While it is vital
to ensure that minority and indigenous community members are able to access
available technologies, it is also important that their role extends beyond this to
equitable participation in the production of these technologies at every stage of
their development. At the moment, minority and indigenous representation in key
sectors such as computer programming and software engineering remains very low.
As a result, many members of these communities continue to be excluded from the
economic benefits of employment in these fields, thereby entrenching existing power
imbalances in society.

B Promote a diverse and expansive approach to technology development
that enables the creation of a wide range of products suitable for different
communities. At present, there is a tendency for smart technologies, web platforms
and other widely used tools to be monolingual, mono-script and designed around
the needs, values and assumptions of the dominant majority, particularly its male
members. This is unlikely to change until members of minorities, indigenous
peoples and other marginalized groups, including women and people with
disabilities, are able to contribute equitably to these processes. Among other
measures, this means ensuring products are available in minority languages,
including sign languages, and are culturally appropriate for different communities.

B Conduct human rights impact assessments as a necessary first step whenever
digital technologies are being considered for adoption by public authorities.
These impact assessments must include a focus on inclusion as well as non-
discrimination. They should be carried out with the meaningful participation
of all affected minorities and indigenous peoples, including representatives of
marginalized groups within these communities, in their design and implementation.



This is particularly crucial when Al and predictive algorithms are being adopted for
public decision-making. In such cases, algorithmic impact assessments should
be conducted ahead of any introduction of an automated decision system. These
should be updated when systems are upgraded, and the results made publicly
available. All appropriate measures must be taken to mitigate risks identified
through the impact assessments. With governments increasingly outsourcing
technological development and delivery to companies and research institutions, it
is vital that they are not able to outsource their human rights obligations as well.

Ensure accountability and independent oversight. Public authorities should only
use digital systems that are auditable, in order to ensure that they are available for
independent oversight. Legislation and administrative guidelines should be put
into place making this a requirement in public tendering processes for the use

of digital technologies.

Scrutinize the use of Al and automation in decision-making, with a focus on
ensuring transparency and non-discrimination. This is especially important in areas
such as suspect identification, prison sentencing, access to essential services,
migration management and other issues of public decision-making where the
human costs are high and the potential for bias, given past trends, is markedly
high. Crucially, automated processes and their assumed objectivity should always
be questioned, with the same review and accountability mechanisms that would
accompany a human-led decision. Given the widespread involvement of private
companies and academic institutions in the development of these technologies, it
is also important that clear requirements are established to ensure good conduct,
including ensuring that data on their impacts is transparent and publicly available.
If companies or public agencies use an automated recruitment or service delivery
system that replicates inequalities around ethnicity, religion, gender or disability as
a result of their algorithms, then the outcome is still discriminatory and should be
penalized as such.

Establish and enforce clear protocols on the collection, retention and use of
personal data by governments, companies and other actors. Though privacy and
freedom of movement are universal human rights concerns, the increasing use of
biometric data, facial recognition and online monitoring to target particular groups
has very direct relevance for minorities and indigenous peoples. While the Chinese
government’s intrusive surveillance of millions of Uyghur Muslims in the name

of security is an especially egregious example, similar patterns of discriminatory
policing are emerging elsewhere. Even seemingly innocuous interventions
justified by efficiency or cost effectiveness, such as the growing trend for ‘smart’
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development in cities, pose significant concerns for members of communities with

a long history of discrimination against them. These issues have become even more
pressing since the outbreak of the Covid-19 pandemic, as many technologies such as
‘track and trace’ applications could raise the danger of privacy intrusions if misused by
governments or corporations.

Enshrine universal access to the internet as a right for all citizens, with a positive
emphasis on accessibility and safety rather than censorship and surveillance. The
importance of the internet as a source of information, social connections, employment
opportunities and public services means that lack of provision can directly affect

the ability to access many basic rights. Governments therefore have a responsibility

to ensure that all their citizens have ready and secure access to the internet, with a
particular emphasis on poor, remote or marginalized communities currently excluded
from its benefits. Governments need to increase steps to ensure that online spaces and
platforms are used constructively and are not exploited to mobilize hate against any
section of their community, and in particular are not used to organize or incite violence
linked to racism, religious tensions, gender or any other protected characteristic. Along
with rights follow responsibilities, and educational services need to ensure that public
knowledge about fake news, hate speech and its effects keeps pace with levels of
access and usage. While this should include the creation and enforcement of anti-hate
speech provisions in national legislation, particularly in relation to incitement to violence,
governments should not use hate speech as a pretext to target activists and political
opposition groups to silence dissent. Nor should they use the existence of hate speech
to access private information stored or shared online. Regulatory authorities applying
such laws must be demonstrably independent and accountable.

Abstain from imposing blanket internet shutdowns in the name of security, especially
for protracted periods. Human rights law allows limitations to freedom of information
in certain very limited circumstances. There have been multiple instances of internet
shutdowns where the test to justify state intervention in freedom of speech (and an
internet shutdown) has not been met. Any internet shutdown should be strictly limited
to exceptional circumstances where there is strong evidence of imminent mass
killings and where the internet is clearly playing an inciting role in those killings or
attacks. Outside of these very narrowly defined exceptions, internet shutdowns are in
breach of international standards on freedom of expression. These measures, being
indiscriminate by nature, can effectively amount to a form of collective punishment and
may increase impunity and insecurity by preventing the documentation and reporting
of human rights abuses.



Businesses

B Recognize that they have a responsibility to respect human rights and apply the
UN Guiding Principles on Business and Human Rights. ICT companies must act
with due diligence and avoid the infringement of the rights of their users and the
wider public. Human rights impact assessments must be undertaken at all stages,
beginning at the conceptualization, design and testing stages of new technologies,
including the algorithms and data sets that will be incorporated in them. Potentially
discriminatory outcomes should be identified as much as possible in advance,
with all necessary steps taken to prevent and mitigate them.

B Establish clear and transparent protocols for content posted on social media
platforms, especially concerning hate speech. These protocols should be
drawn up in close consultation with representatives of minority and indigenous
communities and other marginalized groups that may be targeted or otherwise
affected. These protocols should also be specific and predictable, clearly informing
users in advance, as well as assessed against the legality, necessity and
proportionality principles set out in international standards concerning freedom of
expression. Content moderation must take into account local contexts, including
cultural and linguistic nuances, while remaining coherent and foreseeable. External
complaints mechanisms should be established whereby users and others can
draw attention to posts that contain hate speech, incite violence or are otherwise
in breach of these protocols. Such complaints mechanisms should respond to
and address complaints as quickly as possible. Content containing hate speech
should be taken down within 24 hours. Platforms should be required to publish
the average time between a report of hateful or dangerous speech and its removal
at regular intervals, as well as statistics on the proportion of complaints that are
upheld and denied.
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The threats of technology to
minority and indigenous rights

Michael Caster

The global ‘digital divide' continues to prevent ethnic, religious and
linguistic minorities and indigenous peoples from accessing the internet
and associated information and communication technologies (ICTs) that
may support peace, democracy and the promotion of human rights.

Imams and government officials pass under security cameras as they leave the Id Kah Mosque during a government
organised trip in Kashgar, Xinjiang Uighur Autonomous Region, China. REUTERS / Ben Blanchard
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Sadly, patterns of exclusion and
discrimination in everyday life are mirrored
online; the United Nations (UN) reports
that nearly half the world’s population is
not connected to the internet,’ while the
Organisation for Economic Co-operation
and Development (OECD) estimates that
the proportion of women using the internet
is 12 per cent lower than that of men.?

Globally, marginalized ethnic groups have
worse internet access than dominant
ethnicities in the same country.® This remains
the case despite the UN Human Rights
Council (HRC) having stated back in 2011:
‘Given that the Internet has become an
indispensable tool for realizing a range of
human rights, combating inequality, and
accelerating development and human
progress, ensuring universal access to the
Internet should be a priority for all States.™

While the internet and ICTs have great
potential to challenge entrenched
discrimination, the limited access of minorities
and indigenous peoples to these technologies
threatens to exacerbate their situation further.
This is why abusive governments, especially
across Asia, have increasingly turned to
internet shutdowns to target certain ethnic
and religious communities, taking away

their freedom of expression and ability to
document and disseminate evidence of
ongoing human rights abuses. Intentionally
shutting down or restricting access to the
internet can in and of itself be a human rights
violation, while also causing the proliferation
of other rights abuses as it prevents victims
from documenting and sharing them

online, from Cameroon to West Papua.

This can also complicate future attempts

at accountability. In 2019 alone, the digital
rights organization Access Now documented
some 213 internet shutdowns. This includes
a 47 per cent increase across Africa, with
Ethiopia identified as one of the worst
offenders. However, India alone accounted
for more than half of the total in 2019, with
a single shutdown in Indian-controlled
Kashmir lasting for nearly six months.

Even where access to the internet and other
ICTs is not arbitrarily denied, minorities and
indigenous peoples are frequently targets

of online hate speech and sophisticated
surveillance technologies. As noted in

2019 by the UN Special Rapporteur on
freedom of opinion and expression,

1 UNITU, ‘Statistics’, https://www.itu.int/en/ITU-D/Statistics/Pages/stat/default.aspx

2  OECD, Bridging the Digital Gender Divide, 2018, p. 25.

3 Weidmann, N.B., Benitez-Baleato, S., Hunziker, P., Glatz, E. and Dimitropoulos, X., ‘Digital discrimination:
political bias in internet service provision across ethnic groups’, Science, 353(6304), pp. 1151-5.

4 UN HRC, Report of the Special Rapporteur on the Promotion and Protection of the Right
to Freedom of Opinion and Expression, Frank La Rue, A/HRC/17/27, 16 May 2011.

5 OHCHR, ‘Governments and internet companies fail to meet challenges of online hate — UN expert’, 21

October 2019.



Many such concerns remain unresolved
due to the lack of universally accepted
obligations by public and private

actors, issues of transparency and

the poor implementation of existing
human rights law in the digital age.

The impact of new technologies can
also be more insidious. For example,
not only is big data and machine
learning allowing for the automation of
human decision-making in governance
and criminal justice — a situation that
risks replicating historical injustices
through algorithmic bias — but it is
also increasingly leading to labour
displacement, impacting particularly
on minority communities. In the
United States (US), a 2019 study by
the Brookings think-tank noted that
the ‘average current-task automation
potential’ among Hispanics, Native
Americans and black Americans

was 47 per cent, 45 per cent and

44 per cent respectively, compared to
40 per cent among white Americans.®

Social media

and the internet

‘The last decade has seen
minorities around the world
facing new and growing
threats, fuelled by hate and
bigotry being spewed through
social media platforms. ..

This has contributed to the
rise of violent extremist groups

and to a dramatic increase
in many countries of hate
crimes targeting religious,
ethnic and other minorities,
including migrants.’

UN Special Rapporteur on minority
issues Fernand de Varennes, 20207

The role of social media in spreading
hate speech is compounded when
social media is effectively your only
access to the internet, such as with
Free Basics, a Facebook product
providing free limited internet access
in developing markets. Myanmar

is emblematic, as noted in the UN
independent international fact-finding
mission: ‘Facebook has been a useful
instrument for those seeking to spread
hate, in a context where, for most users,
Facebook is the Internet.® Online,

hate speech against Rohingya is rife,
including comparisons of Rohingya to
animals, accusations that Rohingya
stage human rights abuses against
themselves, and direct threats against
them. According to one study, 1in 10
of the social media posts by politicians
of the Arakan National Party (ANP)
contained hate speech. The ANP is the
main party representing the dominant
Rakhine ethnic group in Rakhine State,
where most Rohingya lived prior to
their mass displacement in 2017-18.
The most popular hate messages

by members of the Rakhine State
parliament received 3,400 reactions

or were shared up to 9,500 times.®

6  Muro, M., Maxim, R. and Whiton, J., Automation and Atrtificial Intelligence: How Machines
Are Affecting People and Places, Washington, DC, Brookings, 2019, p. 44.
7  OHCHR, ‘UN expert denounces the propagation of hate speech through social media’, 27

February 2020.

8 OHCHR, Report of the Independent International Fact-finding Mission on Myanmar, 2018, p. 14.
9 Rajagopalan, M., Vo, L.T. and Soe, A.N., ‘How Facebook failed the Rohingya in Myanmar’,

Buzzfeed, 27 August 2018.
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According to one study,
popular hate messages

by members of the
Rakhine State parliament
in Myanmar received
3,400 reactions or were
shared up to 9,500
times on social media.

In response to such trends, in late
2018, Facebook admitted they had not
done enough to prevent their ‘platform
from being used to foment division
and incite offline violence’, and vowed
to do more to counter hate speech.

Meanwhile, in the name of combating
‘fake news’ or protecting national
security, the Myanmar government
has also at times blocked Facebook
or shut down internet access in entire
minority townships in Rakhine and
Chin states. Under international law,
freedom of expression and information
may only be restricted under narrowly
defined circumstances: namely,
restrictions must be prescribed

by law with sufficient precision to
enable regulation; they must pursue
a legitimate aim respecting other
rights such as non-discrimination;
and be necessary and proportionate.
Responding to the shutdown, the
non-governmental organization (NGO)
Article 19 found that Myanmar failed
to meet these basic requirements.
Such measures arbitrarily restrict
freedom of expression, while also
making it harder to document and

disseminate evidence of human rights
abuses against Rohingya and other
minority populations. This can have
long-term impacts on accountability.
Here, arguably, the silencing of human
rights abuses was not an unintended
consequence but the specific aim

of the shutdown. Similar problems
occurred in Sri Lanka following the
blocking of social media, purportedly
to prevent the spread of rumours,
after the 2019 Easter massacre.

In India, there have been accusations
that social media have been
weaponized against non-Hindu
minorities, leading to communal
violence. This is especially the case
with WhatsApp, which has over 400
million monthly active users in India.
On WhatsApp, Facebook and other
platforms, there has been a reported
increase in the spread of hate speech
and disinformation portraying Muslim
citizens as terrorists or rapists, or
accusing them of plotting genocide
against the Hindu majority. Such

is the Hindu nationalist sentiment
influencing the recent Citizenship
Amendment Act, discriminatory
legislation that favours migrants

from certain religious communities
(Hindu, Sikh, Buddhist, Jain, Parsi and
Christian) for fast-tracked citizenship
while conspicuously excluding
Muslims. Its passage in December
2019 was accompanied by protests
and communal violence. Videos of
predominantly Muslim minorities being
beaten have been shared via WhatsApp,
an activity that has been compared to
lynchings. In response, WhatsApp has
limited the number of times a message
can be forwarded, first to 20 and now
to 5, but with WhatsApp group sizes
of up to 256 people such content,
even forwarded only 5 times, could



still reach nearly 1,300 people.”® This
is a reminder that technology does not
exist in a vacuum, and merely curbing
technology without addressing the
underlying contexts of oppression is
unlikely to have a significant impact.
Such curbs may sound appealing, but
they raise fundamental digital rights
concerns. WhatsApp communications
are end-to-end encrypted and the
implementation of such a law would
require removal of this protection,
setting a dangerous precedent.

Encrypted and anonymous
communication is important to protect
the right to privacy and freedom of
expression online, but it is also crucial
for protecting vulnerable populations,
such as ethnic, religious or sexual
minorities, against arbitrary and unlawful
interference or attacks. While India is
not the only government to challenge
encryption through legislation, private
companies are also rolling out malware
capable of attacking user privacy.

In 2019, WhatsApp filed a lawsuit
against Israeli spyware company NSO
Group over a hack of 1,400 users,
from Indian journalists to Rwandan
human rights defenders. It has also
been pointed out that Facebook’s
acquisition of WhatsApp, and its plans
to integrate Instagram and WhatsApp
with its own messaging service, have
given rise to new digital security
concerns in addition to the potential
insecurities created by publicly shared
hateful content on such platforms.

While stricter content moderation
standards might seem to be an obvious
solution, this also poses challenges,
especially when companies are not

transparent about what is removed or
how this is done. One effort to broadly
improve social media in this regard,
the 2018 Santa Clara Principles on
Transparency and Accountability in
Content Moderation, were put forward,
calling on companies to publish

the number of posts removed and
accounts suspended, notify users

of the reasons why their content is
removed or accounts suspended,

and to ensure effective means of
appeal. But addressing hate speech
online is not as simple as just removing
hateful content or flagging abusive
accounts. Grasping cultural, religious
or linguistic nuances requires linguistic
fluency, but the promise of fluency in
local languages can also come with
local anti-minority biases. Different
platforms and jurisdictions have their
own policies and inconsistencies.

In the US, for example, Facebook’s
efforts to remove hate speech have
also inadvertently censored minority
groups using the platform to call out
racism or create dialogue. In some
countries, laws intended to protect
minorities from online hate speech
have instead engendered censorship
and risked violating other rights.

Germany, in response to the role of hate
speech in the early normalization of
Nazi atrocities against Jews, Roma and
other minorities during the Second World
War, has some of the harshest hate
speech laws. Since 2018, the Network
Enforcement Act (NetzDG) requires
social media companies like Facebook,
Twitter and YouTube to remove ‘illegal
content’ within 24 hours or risk fines

of up to €50 million. In 2019, Australia
also passed a law to penalize social

10 Kastrenakes, J., ‘WhatsApp limits message forwarding in fight against misinformation’,

The Verge, 21 January 2019.
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Since 2018, the
Network Enforcement
Act (NetzDGQG) requires

social media companies
to remove fillegal
content’ within 24
hours or risk fines

of up to €50 million.

media platforms for not removing certain
content, carrying the potential risk of up
to three years in prison for executives of
companies who fail to do so. The United
Kingdom (UK) is discussing similar
legislation to combat hate speech,
disinformation, cyberstalking and terrorist
activity by creating a single regulator that

can also penalize social media platforms.

Compare these laws to Section 320

of the US Communication Decency

Act, which holds that no social media
platform shall be held liable for content
provided by someone else, an important
protection for free speech in that social
media companies that may be held
liable for speech on their platforms are
likely to over-censor. While Germany and
Australia have a generally functioning
rule of law, some governments without
independent judiciaries are also turning
to laws like NetzDG to inspire their own
regulations, including Russia, Belarus,
Singapore, Vietnam and the Philippines.

In February 2020, Ethiopia, recently
transitioning out of authoritarian rule
and a past of wielding the law to detain
and silence dissent, passed a law
against hate speech that will punish

online dissemination of hate speech
or disinformation with up to three
years in prison. With over 90 distinct
ethnic groups, Ethiopia has a history
of marginalizing minority communities
such as Oromo and Amhara, and in
March 2020 the government shut down
the internet in much of the Oromia
region, amid reports of human rights
abuses against the armed Oromo
Liberation Front. Displacement of
Ethiopian indigenous peoples, largely
in the Gambella and Lower Omo
regions, is also common. Hate speech
has admittedly fuelled inter-ethnic
violence, but without robust oversight
and due process, instead of protecting
such marginalized communities,

the new anti-hate speech law may
have a chilling effect on freedom of
expression and inter-ethnic dialogue.

Nigeria is also considering harsh
legislation that would allow authorities
to shut down the internet, limit social
media access, and make criticism of the
government punishable with up to three
years’ imprisonment, and even, in some
cases, impose life imprisonment or the
death penalty for hate speech. Nigeria
has a diverse population of some

250 distinct ethno-linguistic groups. It

is a country that has long witnessed
numerous conflicts over varying

political and economic interests. For
instance, tensions over land and water
between settled farmers and nomadic
herders in the Middle Belt have led

to over 10,000 people being killed

in the last decade alone. Ogoni and
other minorities in the southern Niger
Delta region have particularly faced
persecution in connection with oil and
gas extraction. If new laws intended to
crack down on inter-ethnic violence or
hate speech are not properly monitored,
they may silence documentation and



SURVEILLANCE AND DIGITAL FREEDOMS

Ethiopia: recently passed a law against hate speech
that will punish online dissemination of hate speech or
disinformation with up to three years in prison.

Nigeria: is considering harsh legislation that would allow
authorities to shut down the internet, limit social media access,
and make criticism of the government punishable with up to

three years’ imprisonment.

Brazil: in forming its council to counter fake news included
the military and domestic intelligence services, both of which
have a record of harassing, silencing and crushing minority

and indigenous communities.

dissemination of such rights abuses
without addressing the root causes
of intolerance and discrimination.

Elsewhere, laws developed in the
name of combating ‘fake news’ and
online disinformation have been
proposed or enacted in multiple
countries, with alarming ramifications
for human rights. When Brazil
formed its council to counter fake
news, it included the military and
domestic intelligence services, both
of which have a record of harassing,

silencing and crushing minority and
indigenous communities. Under such
legislation, for example, indigenous
rights defenders documenting land-
grabbing could be criminalized if
their campaigns become labelled

as fake news. Recognizing such
global concerns, the Organization of
American States (OAS), the African
Commission on Human and Peoples’
Rights, the Organization for Security
and Co-operation in Europe and
others put forward in 2017 the ‘Joint
Declaration on Freedom of Expression

Victor holds up
a leaf coated in
oil as he stands
in an oil polluted
fishpond in
Ogoniland,
Niger Delta.
George Osodi
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and “Fake News,” Disinformation
and Propaganda’ as a guideline for
a rights-based approach to managing
potentially harmful content.

Moving beyond individual social

media platforms, there are growing
concerns around what has been

termed cyberbalkanization or internet
balkanization. This notion relates to some
of the localized cyber laws noted above
but goes well beyond in its theorization
of internet ecosystems. In September
2018, former Google chief executive Eric
Schmidt put forward the idea, during

a meeting with a venture capital firm, that
in the next 10 to 15 years the internet
would be split between China and

the US. China, after all, has perfected
centralized internet control under the
Great Firewall and an ever increasing
armada of artificial intelligence (Al)-
supported censorship applications so
that banned topics, such as discussion of
the persecution of Uyghurs and Tibetans,
is not only criminalized but wiped from
the Chinese internet and social media
platforms. In China, the internet is not a
reflection of reality but of the propaganda
of the ruling Communist Party, and all the
characterization or masking of minority
persecution that comes with it. China calls
it a ‘sovereign interet’, but such ideas
mean the proliferation of human rights
abuses online. It is little wonder that other
authoritarian states are following suit, and
in 2019 Russia adopted its own ‘Sovereign
Internet Law’ based on the China model.
Meanwhile, as Iranian-Canadian media
scholar Hossein Derakhshan points

out, the European Union (EU)'s General
Data Protection Regulation (GDPR) and
related laws on hate speech, privacy

and copyright are essentially turning the

EU-based internet into its own separate
legal sphere. Signs point to a three-tiered
internet in the future — the US, China
and Europe — with potentially vastly
different risks and protection regimes

for minority rights in the digital age.

Surveillance
and digital freedoms

‘Surveillance tools can
interfere with human rights,
from the right to privacy
and freedom of expression
to rights of association and
assembly, religious belief,
non-discrimination, and
public participation.’

UN Special Rapporteur on the freedom
of expression David Kaye, 2019"

In 2013, the UN General Assembly
adopted a resolution on the right

to privacy in the digital age, which
expressed deep concerns over the
negative impact that surveillance and
the mass collection of personal data
can have on human rights. Nowhere is
this more pronounced than in China.

China has perfected sophisticated
surveillance systems designed to
profile ethnic and religious minorities,
namely Uyghur, Kazakh, Kyrgyz and
Hui Muslims in the Xinjiang Uyghur
Autonomous Region. This surveillance
is part of the mass extra-judicial
internment, disappearance, torture
and forced labour in Xinjiang that has
led to widespread calls for a UN-

led investigation. One of the main
systems by which China enforces

11 OHCHR, ‘UN expert calls forimmediate moratorium on the sale, transfer and use of surveillance

tools’, 25 June 2019.



the widespread surveillance of some
13 million regional Turkic Muslims

is the Integrated Joint Operations
Platform (IJOP), which Human Rights
Watch (HRW) revealed in 2019 is
used by authorities to collect and
centralize massive amounts of
personal information, from hair colour
and height to private religious and
cultural beliefs and whether family
members have studied abroad.

Such platforms utilize Al to identify
people through facial or voice
recognition, and other machine-
learning algorithms based on the
mass forced collection of biometric
data, such as DNA, fingerprints,

iris scans and blood samples.
When combined with ubiquitous
checkpoints, IJOP also functions as
a virtual fence, restricting freedom
of movement in the real world.

No longer confined to Xinjiang,

the police in China have expanded
on these technologies to target
Uyghurs living across the country.
According to a report by the New
York Times, in April 2019 alone
police in one central Chinese city
ran facial recognition surveillance
to determine if residents were
Uyghurs some 500,000 times. Such
technology is on the rise in China.”?

But China is also a world-leading source
for Al surveillance to other countries.

As recently reported by the Camegie
Endowment for International Peace,
Chinese technology firms such as
Huawei, Hikvision, Dahua and ZTE
supply Al surveillance technologies to

some 63 countries, 36 of which are
members of China’s Belt and Road
Initiative. The fact that these products are
often marketed with the help of loans
from the Chinese government, including
to countries which might otherwise not
have the resources to purchase them,
raises ‘troubling questions about the
extent to which the Chinese government
is subsidizing the purchase of advanced
repressive technology'® In light of the
human rights violations perpetrated with
Chinese surveillance technology, it is
furthermore concerning that companies
such as ZTE, Dahua and others are
communicating with the UN International
Telecommunication Union (ITU) to
shape new international standards

on facial recognition surveillance.

Governments with abysmal human
rights records are not the only ones
employing or abusing surveillance
technologies against ethnic and
religious minority citizens. In the UK,
following the 2011 London riots, the
Metropolitan Police launched the
Gangs Matrix program. A system
utilizing Al and machine learning to
compile a database of gang members,
it has been criticized by Amnesty UK
as ‘a racially discriminatory system
that stigmatises young black men

for the music they listen to or their
behaviour on social media’. According
to a 2019 Freedom of Information
Request obtained by WIRED, some
80 per cent are listed as ‘African-
Caribbean’, with a further 12 per cent
from other ethnic minority groups,
while only the remaining 8 per cent are
listed as ‘white European’. Some are

12 Mozur, P, ‘One month, 500,000 face scans: how China is using Al to profile a minority’, New

York Times, 14 April 2019.

13 Feldstein, S., The Global Expansion of Al Surveillance, Washington, DC, Carnegie Endowment

for International Peace, September 2019.
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as young as 12." Since its inception,
the database has listed around 7,000
people, and once someone is on the
Matrix, finding out why or getting their
name removed can be extremely
difficult. But, in a victory for privacy and
anti-discrimination advocates, several
hundred names were removed from
the Matrix in early 2020, correcting
for ethnic bias and violations of data
protection laws. Similarly, for many
years following the 11 September
2001 attacks, the New York City
Police Department (NYPD) engaged
in a Muslim Surveillance Program
that combined digital surveillance
with informants and other types of
physical surveillance, giving rise to
numerous human rights concerns
over the discriminatory targeting and
stigmatization of religious minorities.

In Canada, police networks, the
Canadian Security Intelligence Service
(CSIS) and other government agencies
have subjected indigenous rights
defenders to abusive surveillance

and hacking, often by labelling them
‘multi-issue extremists’. This charge

is largely in response to indigenous
protests against oil and gas pipelines,
hydroelectric dams, mining operations
and other extractive industries due

to environmental concerns and
encroachment on indigenous land. In
some cases, CSIS has worked directly
with energy companies to conduct
surveillance of indigenous peoples. In
others, police surveillance has been
clearly excessive, such as a 16-month
undercover operation in Saskatchewan
Province to catch an indigenous

man accused of illegally selling 90
Canadian dollars’ worth of fish.

These examples demonstrate that both
open and repressive governments are
engaged in surveillance practices that
raise human rights concerns. As such,
in responding to Privacy International
v. the United Kingdom, a current

case of government surveillance
before the European Court of Human
Rights, Article 19 and the Electronic
Frontiers Foundation (EFF) among
others point out that government
surveillance, including hacking, has

a ‘chilling effect’ on online expression,
contributing to self-censorship or
preventing them from organizing or
supporting protests. It has also been
shown to particularly impact vulnerable
groups, members of which may be
fearful of reporting online abuse.

Border crossings have also become
hotspots for automated surveillance.

The EU has piloted an Al-driven facial
recognition lie-detector video surveillance
border control system in Hungary,
Greece and Latvia called iBorderCtrl.
Based on the contested theory of ‘affect
recognition science’, iBorderCtrl replaces
human border guards with a video
system that scans for facial anomalies
while targets answer a series of
questions. But the use of this technology
at international borders, especially
common crossing points for asylum
seekers or migrant populations, raises
concerns over the potential for bias in
facial recognition systems, especially
with regard to the analysis of women

of colour, cultural-communicative
differences, or the inability to distinguish
the lingering impact of trauma.

The US has also experimented with
‘smart border’ technologies along

14 Yeung, P, The grim reality of life under Gangs Matrix, London’s controversial predictive policing

tool', WIRED, 2 April 2019.



the US—Mexico border, relying on
automated drones and other surveillance
technologies. Such surveillance systems
infringe the civil liberties of travellers,
immigrants and people living along the
border. They also pose otherrisks: in a
2019 study, researchers in Arizona used
geospatial and statistical modelling to
show that smart border technologies,
instead of preventing undocumented
border crossing, merely shifted migration
routes to potentially more hazardous
terrain, raising the number of migrant
deaths in the process. Leading rights
groups including EFF and the American
Civil Liberties Union (ACLU) have
opposed such measures on the grounds
they would exacerbate racial and ethnic
inequality in policing and immigration
enforcement, as well as curbing freedom
of expression and the right to privacy.

In 2019, the UN Special Rapporteur
on freedom of expression, David Kaye,
presented a report on surveillance

and human rights before the HRC.

He recommended that states

impose an immediate moratorium on
surveillance tools until proper human
rights safeguards are in place and called
for an expansion of the Wassenaar
Arrangement on Export Controls for
Conventional Arms and Dual-Use
Goods and Technologies to include
spyware used to undermine human
rights. For private companies, the report
recommends that companies should
publicly affirm their responsibilities under
the UN Guiding Principles on Business
and Human Rights to respect ‘freedom
of expression, privacy and related
human rights, and integrate human
rights due diligence processes from the
earliest stages of product development
and throughout their operations'®

In their responses to the tragedy of
Covid-19 throughout early 2020, many
governments have seized on digital
surveillance technologies as part of

15 HRC, Surveillance and Human Rights: Report of the Special Rapporteur on the promotion and
protection of the right to freedom of opinion and expression, A/HRC/41/35, 28 May 2019.

Migrants try to
enter Hungary
through the
border crossing
in Horgos,
Serbia. The EU
has piloted
surveillance
technology
involving a
video system
that would
replace human
border guards.
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their efforts to contain its spread. While
technology can and should play a role
in resolving global challenges like the
virus, without effective protections and
the right to remedy its use also risks
serious rights violations — especially
for communities which are already
discriminated against and marginalized.
One such tool has been contact
tracing and other mobile app-based
tools designed to monitor infected or
potentially infected populations, as in
many contexts these applications have
been developed without taking user
privacy or other concerns into account.
India is one such example: as Indian
activist and writer Arundhati Roy has
quipped, ‘The coronavirus is a gift to
authoritarian states including India.’
Indeed, across South Asia governments
have been accessing personal data

on mobile devices without consent. All
of these measures can have wide and
long-lasting impacts on the right to
privacy, impacting in turn on freedom
of movement, association and religion,
especially for minorities. Responding

to such concerns, in early May 2020
Haroon Baloch of Bytes for All in
Pakistan petitioned the Islamabad High
Court to disallow such measures. At the
time of writing, the case is still pending.

In addition to concerns around
surveillance targeting minority
communities, there have also been
reports of Chinese, other Asian, Roma,
Hispanic and other minorities across
the world facing hate speech online
and physical intimidation due to these
groups being accorded blame for the
spread of the virus. To make matters
worse, minorities and indigenous
peoples in many countries may
already lack access to medical care
due to structural discrimination.

Al and discriminatory bias

People can be biased, but machines
are objective — or so many people
seem to believe. As machine-learning
capabilities improve with more
elegant algorithms and big data,

the conventional thinking is that the
biases or inefficiencies of human-led
processes will vanish. But machines
are trained by humans and this means
that, just as children may learn the
ethnic, religious or gender-based
biases of their parents or communities,
s0 too can machines develop

biases based on their algorithms

and datasets. Existing inequalities

can be recreated in data, and big
data can magnify such inequalities.
This is known as algorithmic bias.
Organizations like the US-based
Algorithmic Justice League have set
out to raise awareness of these issues
and to mitigate its harms and biases.
Confronting this bias is complicated
when the algorithms are held in secret
by private firms. Another challenge

is that even when an algorithm has
been corrected for bias against one
group, this does not necessarily mean
it has corrected for others, especially
when discrimination and bias is
intersectional. In many cases, from
education and employment to policing
and criminal sentencing, big data is
increasingly influencing our experience
in the world. This raises myriad
concerns around algorithmic bias.

In 2014 Amazon began to design an
Al system to automate parts of the job
recruitment process. The algorithm was
trained on a dataset based on all the
resumeés submitted over the previous
decade, which also happened to
overwhelmingly come from white men.



Al AND DISCRIMINATORY BIAS

China: According to a New York Times report, in April
2019 police in one central Chinese city ran facial
recognition surveillance to determine if residents were

Uyghurs some 500,000 times.

UK: Following the 2011 London riots, the Metropolitan Police
launched the Gangs Matrix program, a system utilizing Al and
machine learning to compile a database of gang members.
According to a 2019 Freedom of Information Request, some
80 per cent are listed as ‘African-Caribbean’.

Canada: Police networks, the Canadian Security Intelligence
Service (CSIS) and other government agencies have subjected
indigenous rights defenders to abusive surveillance and
hacking, often by labelling them ‘multi-issue extremists’.

Amazon’s hiring machine taught itself
to favour this ‘baseline’ applicant. It is
easy to see how, depending on the
data inputted, existing inequalities can
be replicated in supposedly objective
machine learning. For example, if

the data draws from majority affluent
white male applications, it may score
the words ‘lacrosse’ or ‘crew’ higher
and penalize resumés with words
such as ‘women’s,’ as in ‘women’s
chess club captain’. It may equally
undervalue extra-curricular activities
perhaps more often mentioned among
applicants from less affluent and/

or minority backgrounds. Although
Amazon abandoned its project in
2018, there are a number of automated
resumé screening platforms in use

on the market today, and certainly

not all of them have checked their
algorithms for bias. A 2018 survey by
LinkedIn revealed that 67 per cent of
recruiters and hiring managers globally
rely on such tools to ‘save time'.

Another example comes from job
advertising, as prospective employers
turn to the algorithm-based targeting
of ‘ideal’ candidates. Again, depending

on the data upon which these
machine-driven processes are trained,
they can recreate bias. For example,
a 2019 study conducted by the
technology non-profit Upturn with
Northeastern University in Boston and
others found that targeted ads on
Facebook for grocery cashier positions
were shown to audiences of 85 per
cent women, while taxi driver jobs
were shown to audiences that were
75 per cent black. In a similar case, in
2019 the US Department of Housing
and Urban Development (HUD)
charged Facebook for violating the
Fair Housing Act after it came to light
that Facebook user data was being
used to influence targeted housing-
related advertising that was unlawfully
discriminating ‘based on race, colour,
national origin, religion, familial

status, sex and disability’. Training
machine learning based on historical
employment prejudices or economic
and racial housing discrimination
ensures their perpetuation. In other
words, although such technologies
were dreamed up to be disruptive or
progressive, relying on supposedly
unbiased algorithms to see past

Thematic Chapters: The threats of technology to minority and indigenous rights
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A 2019 study found that
targeted ads on Facebook
for grocery cashier positions

problematic in light of historic over-
policing in minority communities. In

this case, machine learning based on
data from over-policed neighbourhoods
feeds an algorithm that predicts the
need for more police presence, creating
a discriminatory feedback loop. A recent
study of predictive policing across
England and Wales by the Royal United
Services Institute (RUSI) likewise
uncovered this problem of replication
and amplification of discrimination. In
many cases, such as with PredPol and
the police departments it partners with,

were shown to audiences
of 85 per cent women,
while taxi driver jobs were
shown to audiences that
were 75 per cent black.

discrimination in the recruitment
process, they are just as likely to
maintain or reaffirm an unequal
status quo.

As seen with London’s Gangs Matrix,
predictive policing measures cannot be
objective when the data they learn from
is based on ethnic or other structural
and historical biases. As Andrea Nill
Sanchez, executive director of the New

York University-affiliated Al Now Institute,

testified before the European Parliament
in February 2020, ‘left unchecked, the
proliferation of predictive policing risks
replicating and amplifying patterns of
corrupt, illegal and unethical conduct
linked to legacies of discrimination

that plague law enforcement

agencies across the globe’.

One American company, PredPol, is
deployed across the country and offers
location-specific predictive policing
solutions. Trained from years of recent
crime data, it is based on the idea that
criminal activity at a certain place is
more likely to occur there again and
concentrates police activity accordingly.
However, this immediately becomes

the lack of meaningful transparency
between private and public entities
makes it increasingly difficult to audit
algorithms for bias.

Big data for predictive policing
logically gives way to big data for
predicting incarceration, with the same
concerns of algorithmic bias based
on a criminal justice system rife with
institutional racism. In the US, pre-trial
risk assessments performed by Al

are taking place in nearly every state
to determine matters such as the
likelihood that the accused person will
re-offend (known as their ‘recidivism
risk’) or whether they will appear at
trial. Such Al-driven decisions can,
among other things, impact the
chances or terms of bail, sentencing
and parole. One such tool, COMPAS
by Northpointe, was profiled in a
2016 investigation by ProPublica that
showed that while the algorithm was
correct over 60 per cent of the time,

it also exhibited racial bias when it
was wrong. Non-re-offending black
defendants were twice as likely to be
assigned higher recidivism rates than
white defendants, whereas roughly
50 per cent of re-offending white
defendants were assigned a lower



number. In other words, when it was
wrong the algorithm thought black
people were more likely, and white
people less likely, to commit another
crime. This has serious real-world
implications on who is imprisoned
and for how long, perpetuating
extreme racial disparities in the prison
system. Although Northpointe issued
a rebuttal to the ProPublica study in
which the company ‘unequivocally
rejects the ProPublica conclusion

of racial bias in the COMPAS risk
scales’, there is still the underlying
challenge to independent auditing.

With COMPAS, again, one of the
obstacles to challenging learned
bias and ensuring all defendants’
equal due process rights is that
Northpointe’s algorithm is proprietary

and not open to independent auditing.

And while judges are often presented
with the COMPAS readouts during
hearings, this material is not always
shared in full with the defendants

or their counsel, which provided

the grounds for the ultimately
unsuccessful appeal in Loomis v.
Wisconsin to the US Supreme Court
in 2017. The ACLU and over one
hundred other organizations in the
US have called for an end to such
pre-trial risk assessment tools.

These types of risk assessment
algorithm are not only being deployed
for domestic criminal justice systems.
Since 2013 the US Immigration and
Customs Enforcement (ICE) has relied
on such tools to make immigration
detention decisions. Shockingly,
following President Donald Trump’s
nationalist stance on immigration, ICE
has since changed its algorithm to
now always recommend detention,

regardless of an individual’s criminal
history. This, in part, has contributed

to the massive spike in immigration
detention and human rights abuses at
the US border. This is a reminder that
the parameters of machine-learning
algorithms themselves can easily be
adjusted for political and discriminatory
means against minority populations.

Another challenge is how data is
collected and presented. Across
Europe, anti-immigration populist
movements and governments cite
hundreds of thousands of migrants
entering the EU, or the million or

more asylum applicants each year,

to stoke anti-immigration fears that
lead to violence against minorities

and the passage of restrictive laws or
policies, such as iBorderCtrl. But in 2017
researchers in the UK noted the flaw

in how such data is being generated
and broadcast. Frontex, the EU’s border
security agency, can count the same
person multiple times. For example,
the migrant or refugee who arrived in
the EU at Greece and left it to look for
work in Albania, only to return through
Croatia or Hungary, may be counted as
two or more people entering the EU.
Similarly, the presentation of asylum
data is a reflection of the total number
of applications across the EU and

not the total number of individuals,

and many asylum seekers may
register in multiple countries. In these
examples, the data used to inform
machine-learning algorithms at borders
or used in political campaigns or
legislation can be flawed, and in an
environment of structural bias against
minorities such misrepresentation

of data can fuel disinformation,

hate speech and violence.
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When big data is drawn from existing systems
of ethnic, gender or other inequalities the
bias is replicated: bias in, bias out.

The dangers of ‘big data’

The challenges around surveillance
and discriminatory algorithms are
underpinned by the increasing
availability of ‘big data’ — not only

from official records and coercive
intrusions by governments, but also
indirectly through the surreptitious
collation of microdata on issues such
as travel patterns, smartphone usage
and the like. This is an area where
private corporations, rather than states
themselves, often play a leading role,
and are developing ‘products’ that may
conceal agendas that have profound
implications for human rights.

One area where these challenges

of big data are on full display is the
‘smart city’, deemed smarter because
it relies on an expanding network of
interconnected devices, sensors and
scanners to gather data on individuals
and their environment, to adjust

or report according to the relevant
protocol. This is part of the Internet of
Things, but for all its utopian ideals of
maximizing environmental sustainability
it can also produce a dystopian
surveillance nightmare, as in Xinjiang.
And as such, as the tech industry
seeks to combine technology with
urban planning, its pursuit of innovation
appears to outpace solutions for
privacy and other rights concermns.

Israel, a leading technology hub and
world producer of surveillance tools, is
also increasingly turning to smart city
design in Jerusalem that, as digital

rights activists point out, increasingly
reaffirm inequalities between Israeli
citizens afforded privacy rights and due
process and West Bank Palestinians
who have few such rights. Meanwhile in
Canada, Google’s sister firm Sidewalk
Labs has been developing Waterfront
Toronto as a fully data-fuelled smart
neighbourhood, but concerns over

its human rights impact sparked the
#BlockSidewalk movement. Canadian
author and digital rights activist Cory
Doctorow described it as a ‘terrible
idea to let vast, opaque multinational
corporations privatize huge swathes of
our city, webbing them with surveillance
sensors and subjecting them to
opaque, unaccountable algorithmic
analysis and interventions''® In May
2020, Sidewalk Labs scrapped the
project due to the economic uncertainty
in the wake of the Covid-19 pandemic.
While the context in Toronto may seem
very different to Jerusalem, there are
still concerns around the implications
of surveillance and discrimination:

as highlighted by one commentator,
after the cancellation of the project
was announced, ‘minority groups

and people of colour face more

threats from surveillance than majority
groups, and a digital stop-and-frisk
program could subject some people

to more oversight than others'.”

In India, a Smart Cities Mission

was launched in 2015 with plans

to ‘modernize’ 100 cities by 2020,
but the lack of consideration for all
residents in the plans, especially for

16 #BlockSidewalk website. Available at https://www.blocksidewalk.ca/supporters
17 Lachman, R., ‘Sidewalk Labs’ city-of-the-future in Toronto was a stress test we needed’, Policy

Options, 28 May 2020.



already marginalized Dalits, Adivasis
and religious minorities, demonstrates
that ‘smart’ does not necessarily
mean ‘more equal.’ As India’s
Housing and Land Rights Network
(HLRN) noted in a 2018 report:

‘With one in six urban Indians still
living without adequate housing and
access to essential services, and high
rates of violence and crime being
reported against women and children,
especially belonging to Dalits or other
minorities, in urban areas, a “smart
city” cannot just be about installing
seamless digital connectivity, or making
physical infrastructure more efficient
and reliable.’

In sensible advice for any would-

be smart city planners around

the world, HRLN cautions: ‘When
marginalized individuals, groups and
communities are not at the centre
of any scheme, it is unlikely that

it will address their concerns and
achieve inclusion and an improved

quality of life, as claimed in the
Smart Cities Mission’s objectives.'”®

While South Korea’s Songdo
International Business District,

a smart city built on reclaimed land
from the Yellow Sea, may not avoid
some of the concerns noted above,
South Korea does offer a useful
framework for would-be smart city
developers. The country hosts the
annual World Human Rights Cities
Forum, which adopted the Gwangju
Guiding Principles for a Human
Rights City in 2014. The Gwangju
Principles reaffirm the need to respect
the principle of equality and equity
among all residents, implement
non-discrimination measures
including gender-sensitive policies
and protection for minorities and
vulnerable groups, with human
rights mainstreamed into all aspects
of planning, implementation and
monitoring. In other words, as
technologies and big data create new
tools, rather than merely embracing

18 Housing and Land Rights Network, India’s Smart Cities Mission: Smart for Whom?
Cities for Whom? (update 2018), Housing and Land Rights Network, 2018.
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A 2017 study by Brookings
found the income penalty
for minority STEM PhDs

of ethnic, gender or other inequalities
the bias is replicated: bias in, bias out.

Big data is the driving force behind
the growth of Al, and because it is
increasingly affecting everyone’s lives,
says Adrian Weller of the UK’s Alan

taking on university

employment in the

US tends to be US$13,000
more a year than for non-
minority STEM PhDs.

digitization to make cities smarter we
should be embracing these tools to
make them Human Rights Cities.
Online, big data and algorithmic bias
is also a problem. In 2015, it was
revealed that the Google Photos
algorithm had labelled two black
friends as gorillas. The company was
quick to apologize, but the root of the
problem remains across multiple tools
where intersectional bias is even more
pronounced and many online facial
recognition algorithms are far more
likely to falsely identify or match black
women. The reason, it has been argued,
is that ‘the values of the web reflect its
builders — mostly white, Western men
— and do not represent minorities and
women'® This has a similar cause to
the example of automated recruitment
algorithms noted above, when big
data is drawn from existing systems

Turing Institute, ‘it is very important that
we have a diverse set of stakeholders
designing and building them’2°
Unfortunately, as noted in a 2019
study by the Al Now Institute, ‘there

is a diversity crisis in the Al sector
across gender and race’, with no
public data even available for trans

or other gender minorities.?! This lack of
diversity is common across the whole
science, technology, engineering and
mathematics (STEM) field in general,
but even more so at universities where
the lack of diversity in STEM faculties
can arguably be said to impact minority
students choosing the field as a career
path. A 2017 study by Brookings found
one startling revelation: the income
penalty for minority STEM PhDs taking
on university employment in the US
(rather than entering the private sector)
tends to be US$13,000 more a year
than for non-minority STEM PhDs.??

But this is only part of the issue.

As presented above, bias can be
intersectional and certainly one way

of addressing the replication of this
bias is to ensure more intersectional
diversity in the big data workforce.

In China, the situation is worse.
Uyghurs are largely prohibited from

19 Snow, J., ‘Bias already exists in search engine results, and it's only going to get worse’,

MIT Technology Review, 26 February 2018.

20 Ram, A, ‘Al risks replicating tech’s ethnic minority bias across business’, Financial Times, 31

May 2018.

21 West, S.M., Whittaker, M. and Crawford, K., Discriminating Systems: Gender, Race and Power in

Al, Al Now Institute, 2019, p. 3.

22 Startz, D., 'Why is minority representation lagging among STEM faculty?
It could be the money’, Brookings, 15 December 2017.



We must protect against technology development
creating new dependencies and inequalities,

not only in terms of the ‘digital divide’ — put
simply, the separation between the haves and
have-nots of certain technologies — but also

the more nuanced issue of ‘digital colonialism’.

even enrolment in STEM programs.

This discrimination is part of China’s
overall essentializing of ethnic and
religious minorities, whereby their career
and cultural place is relegated often to
merely one of entertainment and food.
While China proclaims its interest in
becoming a world leader in advanced
technologies, the denial of STEM
education opportunities for Uyghurs
guarantees their marginalization from
any residual economic benefits that
might be associated with even relatively
innocuous technologies. Instead,
Uyghurs have in fact been the principal
surveillance target of many of these
technologies. For these reasons, Uyghur
students who wish to pursue academic
studies in engineering or aerospace,

for example, must seek opportunities
abroad, such as in Turkey, but this also
introduces a vicious cycle of repression:
having a family member studying
abroad has become reason enough to
interrogate or detain Uyghurs in China.

Another problem is that as the industry
expands to create new well-paying jobs,
this lack of diversity reaffirms historical
economic inequalities of employment
sectors that already reinforce gender
stereotypes and whose workers are
predominantly drawn from minority
communities. It becomes a vicious
cycle, bad data feeding algorithms
that shape real-world experiences,
generating new bad data, and so

on. In addition to greater diversity in

the workforce, legislation is needed

to address algorithmic bias. In early
2019, the US state of Washington,
home to companies like Amazon and
Microsoft, introduced an algorithmic
accountability bill that would establish
guidelines for the procurement and use

of automated decision-making systems.

The lawmakers recognized the risks to
‘due process, fairness, accountability
and transparency, as well as other civil
rights and liberties’. A major provision
of the bill would ensure that such tools
employed by the public sector, such
as pre-trial risk assessment programs
in the criminal justice system, would
be available before, during and after
deployment for third-party auditing
and research. Following such state-led
legislative agendas, the US Congress
has introduced the federal-level
Algorithmic Accountability Act, which,
if adopted, would task the Federal
Trade Commission with the creation

of rules for evaluating algorithms for
bias or discrimination, including the

datasets used to train machine learning.

Meanwhile, across Europe, many
courts are finding that the human

rights impacts of unchecked big data
outweigh any potential benefits to

the government. In February 2020,

for example, a Dutch court in NUCM

v the Netherlands shut down the
country’s System Risk Indication (SyRI)
system, which had relied on big data to
predict benefit fraud. Many of its targets

Thematic Chapters: The threats of technology to minority and indigenous rights



had been ethnic and religious minority
Dutch citizens who are more often
among the poor and vulnerable groups
of society targeted by such automated
welfare systems. In 2019, Swedish
and French data protection authorities
fined and halted programs involving
facial recognition systems to gather
and process biometric data about
student attendance. Such victories

for the right to privacy in Europe

are made possible by the General
Data Protection Regulation (GDPR),
which covers, among other things, an
individual's right to receive information
about the kind of data collected

about them and how it will be used.
While the GDPR is still in its infancy,
along with the European Parliament’s
work in formulating a framework for
algorithmic accountability,?® Europe

is leading the charge in addressing
many of the concerns of big data
examined in this chapter and setting
standards that can hopefully provide
models for protecting vulnerable
minority populations elsewhere.

Reversing the trend: how
technologies can be used
to defend human rights

This chapter has profiled a number of
concerning trends at the intersection
of technology and human rights, with
particularly troubling implications for
minorities and indigenous peoples.
These are serious issues that require
considerable research, legislation
and tools to combat and remedy
them. At the same time, many of
these technologies are offering

new connectivity, platforms and
resources to improve livelihoods

and rights defence for many. But if
these new tools and technologies

are to be developed or repurposed
for these objectives, then minorities
and indigenous peoples must be
informed and involved at every step,
from design to implementation and
evaluation. We must protect against
technology development creating
new dependencies and inequalities,
not only in terms of the ‘digital

divide’ — put simply, the separation
between the haves and have-nots

of certain technologies — but also

the more nuanced issue of ‘digital
colonialism’. The latter raises a range
of concerns — bound up in the
technologies themselves, not simply
their lack of availability — around
power inequities, discrimination and
the marginalization of non-majority
voices. For instance, it is not enough
to provide universal access to the
internet; it is also necessary to ensure
that the online world is safe, accessible
and non-discriminatory for minorities,
indigenous peoples and other groups.

An example of how this can be
achieved is the development, since
2016 of a mobile application called
#thismymob, by researchers at the
faculty of Engineering and Information
Technology at the University of
Technology Sydney. The project,
explains its director Christopher
Lawrence, was born from the concept
of ‘postcolonial computing’, and

uses participatory design to create
new digital technologies with and

for indigenous peoples. Participatory
design, explains Lawrence, ‘ensures
that the technology we design is
culturally appropriate, and usable in

23 European Parliament Research Service, A Governance Framework for
Algorithmic Accountability and Transparency, European Parliament, 2019.



VICTORIES FOR THE RIGHT TO PRIVACY IN EUROPE

Victories for the right to privacy in Europe made possible by
the General Data Protection Regulation (GDPR):

« In February 2020, in NJCM v the Netherlands, a Dutch court
shut down the country’s System Risk Indication (SyRl) system,
which had relied on big data to predict benefit fraud. Many of its
targets had been ethnic and religious minority Dutch citizens who
are more likely to be among the poor and vulnerable groups of
society targeted by such automated welfare systems.

+ In 2019, Swedish and French data protection authorities halted
and fined programs involving facial recognition systems to gather
and process biometric data about student attendance.

a wide variety of communities and
contexts.... We recognize that having
indigenous leadership on research and
development projects is fundamentally
important.’ The platform, which was
developed taking intersectional
identities of region or gender into
account, allows indigenous users

to connect with elders around the
country for guidance and support —
for example, encouraging indigenous
students to pursue careers in STEM

or facilitating artists to promote

their work to both indigenous and
non-indigenous communities.?

The Human Rights Investigations Lab
at the University of California Berkeley
engages in multidisciplinary practicums
to prepare students to mine social
media for documentation of human
rights violations. The lab has partnered
with leading international human rights
organizations and media. For example,
an explosive 2018 report by Reuters
on hate speech in Myanmar was
based on efforts by the lab to collect
and translate over 1,000 social media
posts involving hate speech against
Rohingya. They have also overseen
investigations into Sudan, Syria and

elsewhere. Much of the lab’s research
is based on open source material,
and the lab is also working to develop
an international protocol on open
source investigations. Its methods
can be employed by anyone, and by
demystifying and disseminating such
skills beyond the university setting

it creates a toolkit for minority and
indigenous activists to increasingly
employ technology themselves in
their rights defence. Human rights
organizations like WITNESS have

also developed new tools and
training for rights defenders to better
document and disseminate human
rights concerns on social media.

Researchers are working on how
machine learning, too, could be
exploited for positive human rights
outcomes — for example, by developing
algorithms to process large amounts
of social media or video content

in order to flag hate speech or
evidence of human rights abuses.
Blockchain, perhaps better known as
the technology behind cryptocurrency
(which has also attracted criticism for
its potential use in illicit transactions),
allows for the establishment of

24 Lawrence, C., “Digital land rights”: co-designing technologies with Indigenous Australians’,

The Conversation, 31 July 2018.
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A Rohingya
woman living in
a refugee camp
in Cox’s Bazar,
Bangladesh.

Credit: Ramazan
Nacar

anonymized, secure and decentralized
networks, and also has human

rights applications. For example,

video evidence or other social media
content that reveals human rights
abuses against minority or indigenous
populations could be verified and
entered into dedicated blockchain
networks, creating decentralized, open
source, tamper-proof pools of big data,
potentially useful for anything from
advocacy to international litigation.

Al is also being developed for human
rights applications. In 2016, Al research
at the University of Sheffield in the UK
and University of Pennsylvania in the
US trained an algorithm on trial data
from the European Court of Human
Rights to predict judicial decisions

with 79 per cent accuracy. Rather than
falling victim to some of the concerns
of machine learning noted above,
such algorithms at regional or national
courts could be used to help human
rights lawyers better prepare their cases

before submission and increase the
effectiveness of human rights litigation.

Another example of the innovative
use and increasing ease of access

to technologies once reserved

for governments and militaries is

the benefit of satellite imagery in
documenting the scale of mass
internment in Xinjiang. Throughout
2018 in particular, Shawn Zhang,

a graduate student at the University
of British Columbia law school, relied
on open source satellite imagery

to document multiple large-scale
internment camps across Xinjiang at
a time when the Chinese government
was still categorically denying their
existence. The research of scholars like
Zhang or human rights organizations
such as Fortify Rights and HRW,
which have also used satellite
images in documenting the forced
displacement of Rohingya in Myanmar,
demonstrates how technology can
provide unequivocal evidence of



gross violations against minority

or indigenous populations even in
areas where the majority government
refuses independent access and
fact-finding. Such data is valuable
for human rights documentation

as well as later accountability and
transitional justice mechanisms.

Meanwhile, digital security remains

at the frontline of risk and protection
for minority and indigenous rights
defenders and their allies. And here,
again, the risk analysis and design of
new tools must be conducted with
the full consent and participation of
minority and indigenous stakeholders.
End-to-end encryption, for example,
should be a fundamental right because
in a digital age it is one of the bulwarks
against infringement of the freedom

of expression, association, assembly,
and the right to privacy, not to mention
real-world ramifications. Meanwhile,
even the best encryption or strongest
passphrase is ultimately meaningless
if a computer or mobile device is
compromised, as seen above with

the NSO Group hacking of WhatsApp.
Additionally, police and state agents
in many regimes seldom hesitate to
use physical force such as torture or
threatening one’s family members

to extract information including
passphrases. Digital security without
physical or psychological security is
not enough, and this has given rise to
the concept of holistic security. This is
one area of digital rights and security,
among many, that is still at risk and
remains crucial to the protection of
minority rights. Groups such as the
Guardian Project, EFF, Tactical Tech
Collective and others continue to
work with frontline rights defenders to
develop new tools and holistic security
routines, adapting to the digital age.

Conclusion

What these examples demonstrate

is that, while some technologies may
raise particular concerns, first and
foremost it is the governance and
protections around them that are likely
to impact most directly on minorities
and indigenous peoples, for better

or worse. This is illustrated by the
challenges around monitoring negative
content about minorities and indigenous
peoples online. While the dangers of
hate speech and misinformation are
very real, contributing to the continued
exclusion of many communities

and even to physical violence

against them, restricting freedom of
expression and undermining privacy
rights in the name of preventing hate
speech — a tactic employed by many
authoritarian governments to justify
internet shutdowns and other draconian
policies — is no solution. Indeed,

more often than not, such measures
serve only to further silence and
disenfranchise the groups most at risk.

Since many of the technologies
discussed in this chapter are new and
constantly evolving, further research,
documentation and the formulation of
dedicated guidelines to ensure minority
and indigenous rights within their design
and implementation will be of long-
term benefit. It should not be assumed,
fatalistically, that protection regimes

will never be capable of catching up
with technological developments. In
fact, international human rights law

is already highly capable of guiding
these technologies and protecting
minorities and indigenous peoples

in the digital age. If even existing
human rights law were better applied,
we might find the need for new rules
and guidelines were largely redundant.

Thematic Chapters: The threats of technology to minority and indigenous rights



Though many governments have
clearly been directly complicit in using
technology to perpetrate human
rights abuses against minorities and
indigenous peoples, an added issue
here is that technological design,
development and roll-out involves an
increasing array of non-governmental
actors, including corporations and
research institutions. These independent
organizations are often vested

with considerable powers to guide
decision-making in areas such as law
enforcement, migration management
and welfare provision — traditionally
the preserve of governments — without
many of the oversight, accountability
or regulatory protocols that would be
applied to public bodies as a matter
of course. What is needed, then,

is far better transparency at every
stage, not only in the design and
implementation of these products,
but also in how companies make
their rules for oversight and decision-
making. This means, for example, that
companies need to disclose when and
how they work with governments, as
well as what information they collect
and share. In addition, there must

be means for effective challenge

or remedy for these decisions.

Technology alone, however well-
designed, will not address underlying
societal injustices, and in many
cases may in fact perpetuate or
worsen inequalities for minority and
indigenous communities. Just as
human rights law should govern

the design and implementation of
new technologies, so too should it
govern broader social norms and the
increasing integration of technologies
into our lives. Some basic principles
to support this process include:

Uphold freedom of expression
and information as a ‘default setting’
for the use of any technologies.
International law is unequivocal
that freedom of expression and
information can be restricted

only under the most extreme
circumstances, and that any
restrictions should be prescribed by
law, pursue a legitimate aim, and
be necessary and proportionate.
However, many government efforts
to regulate speech online have
failed to meet these standards.

In particular, the increasing

use of internet shutdowns by
authorities to quell dissent should
be seen not only as vehicles for
human rights violations, but as
violations in and of themselves.

Ensure that the highest standards
of corporate responsibility are
imposed on those working in areas
of technology with potential human
rights impacts. In particular, the use
of private-public partnerships for
predictive policing or surveillance-
based security systems should

not enable governments to
outsource their human rights
responsibilities to opague and
unaccountable institutions. Private
companies working in sectors

with potential impacts on human
rights protections should be

held to the highest standards on
issues such as transparency, due
diligence and public regulation.

Streamline human rights

law more effectively into the
development, use and delivery

of new technologies. While the
evolving nature of some emerging
technologies may require new



legislation and frameworks, it is
important to recognize that there

is a wealth of existing human rights
law that, if effectively implemented,
could support the realization

of a more inclusive and socially
beneficial future. For instance, in
the case of private actors, the UN
Guiding Principles on Business and
Human Rights call on businesses
to prevent and mitigate the actual
and potential human rights abuses
associated with their business
practices, and to conduct regular,
effective, independent human
rights impact assessments of all
their operations. This is increasingly
necessary for technology
companies and internet providers.

Impose clear guidelines on the
ethical, non-discriminatory use
of personal data by companies,
governments and other actors.
While the historic lack of
disaggregated data for minorities
and indigenous peoples has
been a major barrier to their
efforts to secure adequate

political representation, public
spending and other rights, it is
important that the opportunities
offered by the latest ‘smart’
data-collection tools are used
in a rights-based framework
that respects privacy and non-
discrimination. The potential
opportunities of Al and big data
to increase visibility should not
be undermined by excluding
individuals or communities from
particular benefits or services
through the use of discriminatory
or biased algorithms.

Establish clear principles of
accountability for any decision-
making assisted by Al, algorithms
and other technologies to ensure
that the rule of law is upheld.

In particular, any negative decisions
involving predictive policing,
parole and immigration that

lead to continued incarceration,
visa rejections, deportation or
detention should be followed up
by an appeals process overseen
by a human adjudicator.

Thematic Chapters: The threats of technology to minority and indigenous rights



Empowering minorities
and indigenous peoples
through technology

Advances in technology are revolutionizing the ways in which
communities and advocates work to realize indigenous and
minority rights. Despite the many ways that technology is being
used to reinforce and exacerbate inequality — through, for
example, surveillance and discriminatory artificial intelligence

— civil society is using the same tools to decentralize power
and to destabilize established systems of oppression.

From monitoring human rights abuses
through satellite imagery to designing
mobile applications which continue
traditional knowledge reproduction,
creative technological adaptations
have upended long-standing
hierarchies by mobilizing successful
movements in order to bring human
rights violations out into the open.

This chapter outlines some of the ways
that technologies are being used and
adapted to support the realization of
greater rights for marginalized minorities
and indigenous peoples. Drawing

on examples of online activism,
citizen-led data initiatives and the
innovative ways in which traditional
knowledge is combined with new
applications and software, it shows

that, with a rights-based approach,
technologies can bring a wide range
of benefits to communities — even in
sectors such as the digital gaming
industry which, similarly to the film
industry, has been characterized

by discrimination in its storylines
and character representations.

Online activism and
social media campaigns

The use of the internet and social media
platforms has been one of the defining
features of this new era, enabling
contemporary activists to secure visibility
for historically marginalized groups

and to transform ordinary citizens into
journalists, rapporteurs and human
rights advocates. Yet, at the same time,



Demonstrators gather in front of the White House during protests resulting from the police killing

of George Floyd. Credit: Hosein Fatemi / Panos

social media is increasingly being
used by states as a tool to spy on and
to manipulate the work of activists

or even whole minority populations.
These tactics, at their most cynical,
can see movements co-opted for use
in proxy wars between states. One
notorious case of this is the way in
which the prominent ‘Blacktivist’ and
other seemingly progressive social
media accounts have been traced
back to Russian operatives, with the
suspected intention of inciting racial
discord in the United States (US) in
the build-up to the 2016 elections.

While the desire to infiltrate and co-opt
social movements is nothing new,
technologies are providing new arenas
for this struggle, and these have been

met with equally creative and diligent
responses from civil society. The
example above, in fact, was specifically
intended to piggyback on the very real
achievements of a genuine grassroots
campaign, Black Lives Matter. If imitation
is indeed the highest form of flattery,
then the attempts by various repressive
states to confect online movements

in order to promote their own views
must represent an awareness that

such grassroots networks represent

a potential threat to their power.

For governments which have long
enjoyed an unchallenged monopoly

on mainstream media and political
expression, these innovative platforms
have provided their dissenters and
victims with an opportunity to reach large
audiences and publicize their views.

Thematic Chapters: Empowering minorities and indigenous peoples through technology



At the time, this was viewed

as a remarkable sign of the
#BlackLivesMatter hashtag as a
mobilizing force. Use of the hashtag
has increased drastically since the
brutal killing of George Floyd in police
custody on 25 May 2020, catalyzing
millions of activists first in the US

and then worldwide. According to

a further Pew Research Center study,
three days after Floyd’'s murder,
#BlackLivesMatter was tweeted

8.8 million times in a single day. During
the following two weeks, the hashtag

Three days after
George Floyd’'s murder,
#BlackLivesMatter was

tweeted 8.8 million times
in a single day. During
the following two weeks,
the hashtag was tweeted
nearly 3.7 million times

a day on average.

United States: Black Lives Matter

The Black Lives Matter movement,

one of the most powerful social
movements in the US since the civil
rights era, has proven that social
media has an overwhelming power

to draw attention to issues that have
been ongoing for decades — if not
centuries — but have generally been
overlooked, ignored or deliberately
covered up. Through the widespread
availability of smartphone cameras and
pervasive social media use, citizens
have been able to film and broadcast
police brutality and tell the stories

that need to be heard themselves,
without any intermediaries. Armed

with this evidence and propelled by
the acquittal in July 2013 of Trayvon
Martin’s murderer, George Zimmerman,
the #BlackLivesMatter hashtag
became a rallying call and organizing
force against continued systemic

and violent racism by the state,
particularly in law enforcement and the
justice system. According to the Pew
Research Center, by May 2018 the
#BlackLivesMatter hashtag had been
used almost 30 million times on Twitter,
an average of 17,000 times a day.

was tweeted on average nearly

3.7 million times a day. The impact

is a powerful rejoinder to those who
have questioned the potential of online
activism to deliver substantive change:
the success of this awareness raising
on social media was instrumental

in driving public demonstrations

in cities across the world.

The question of power, control and
access to these technologies is also
crucial here. In the 1960s, the civil
rights movement used the power of
television to bring violence against black
people in the homes of all Americans.
However the power to set the narrative
still remained in the hands of the white
media, in what they chose to cover and
how they chose to frame the discussion.
Even the civil rights movement itself
rested in the hands of its (largely

male) leaders and spokespersons

who then spoke on behalf of the
people. Social media has enabled

that system to be turned on its head,
with a less hierarchical, decentralized
system of activists who can speak for
themselves and inform a wider network.
The hashtag #BlackLivesMatter has
created a platform for discussion,
awareness-raising and collective action
by a wide range of organizations that



brings the issues of racism back to the
(white) mainstream, while putting the
spotlight on corrupt prosecutors, police
brutality and the urgent need for criminal
justice reform.! As Opal Tometi, one

of the original co-founders (together
with Patrisse Cullors and Alicia Garza)
of the Black Lives Matter movement,
said, in a June 2020 New Yorker
profile: ‘There are chapters across the
country, many of them are operational
and do their own fund-raising, and
make their demands.... So different
chapters might take on different issues,
but there is this throughline of valuing
black life and understanding that we
are not a monolith but being radically
inclusive in terms of chapter makeup.’

As the activist Ashley Yates further
explained, the civil rights movement
had previously defined by ‘the singular
figure model of black liberation — which
was often a man in a suit, at the top,
and having him be the microphone

for people.... We didn't realize it didn’t
work until we saw what happened, and
they repeatedly killed that leader. It took
the wind out from under a movement.”
Social media has opened up space
for those who have been historically
marginalized within the civil rights
movement, such as women and
LGBTQ+ people. #SayHerName is
one such example. It was created by
the African American Policy Forum in
2015 to campaign alongside the Black
Lives Matter movement with a focus
on a gender-inclusive approach to
racial justice and to draw attention to
black cis- and transgendered women’s
experience of state violence. This
diffusion of power and representation

has resulted in more fluid decision-
making structures, with affiliated
activists able to define their priority
areas and join forces with other allies,
as in the support offered in 2016

by Black Lives Matter members to
indigenous Standing Rock #NoDAPL
activists who were protesting the
Dakota Access Pipeline (DAPL).

Of course, this is not to say that social
media platforms have been able

to banish the hostility and racism
which is evident in the offline world.
Far from it: the same platforms that
have driven the inspiring activism of
Black Lives Matter have also served
as vehicles for extremists and hate
groups to threaten, vilify and abuse
minorities, indigenous peoples and

those who support their calls for justice.

Activists can spend much of their time
blocking or reporting threats and racist
slurs — a reminder that the struggle

to ensure the internet is a safe and
respectful place for all will never end.

Papua, Indonesia: Digital

forensic investigation reveals
pro-government bot network

Having witnessed the successes
brought about by social media
movements, various governments,
corporations and other actors have then
been caught manipulating these trends
for their own ends. While the ‘Blacktivist’
case mentioned earlier involved

a foreign government attempting

to exploit social divisions in the US,

the Indonesian government has been
accused of running a deceptive online
campaign to manipulate international
support for the Free Papua movement,

1 Roberts, F.L., ‘How Black Lives Matter changed the way Americans fight for freedom’, ACLU, 13

July 2018.

2 Parker, E. and Mcllwain, C., ‘#BlackLivesMatter and the power and limits of social media’,

Medium, 2 December 2016.
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Papuan
students
protesting
racism,
calling for
independence
for their
territories
and an end
to an internet
shutdown in
Papua.

Albert Ivan
Damanik

— a decades-old independence
movement that regards the Indonesian
government as colonial aggressors.

From August 2019, massive protests
began to spread across the Indonesian
provinces of Papua and West Papua

in response to the arrest of 43 ethnic
Papuan university students in East
Java for allegedly ‘disrespecting’ the
Indonesian flag. The government
deployed over 1,000 military personnel
in the streets of Papua and ordered

an internet shutdown in the region.
While the protests were sparked

over accusations of racism, the

events triggered renewed calls for
Papuan independence, focusing on
grievances over an unimplemented
autonomy law, continuing

militarization and widespread poverty
in the resource-rich province.

The violent protests and the heavy
military response were accompanied
by a strategic, well-funded social media
campaign that spread pro-government
propaganda, according to a joint

report by researchers at the BBC and
Bellingcat, an organization that has
pioneered digital forensic investigations.
Given the internet shutdown and

a ban on foreign journalists travelling
to Papua, it is difficult to report on
events in the region. Some of those
who released videos from the protests,
such as Indonesian human rights
lawyer Veronica Koma, were targeted
by online disinformation and hate
campaigns. Nevertheless, investigators
noticed that pro-independence
hashtags such as #FreeWestPapua,
#WestPapuaGenocide, #WestPapua
and #fwpc were being ‘hijacked’

by pro-government posts: these
typically reported on generous
financial assistance to the Papuan
provinces, a lack of support for
independence among West Papuans,
and the inaccuracies or malicious
misrepresentations of foreign media
coverage on the situation in the region.

The team traced the digital footprint,
focusing first on suspicious Twitter
accounts. Following two specific
Twitter hashtags, #WestPapua and
#FreeWestPapua, from 29 August

to 2 September 2019, they built an
itemized dataset of the usernames that
used these tags, retweeted or liked the
posts, the post time-stamps, URLs and
type of activity (tweet, retweet, quote or
mention). Data was then imported into
the open-source visualization platform
Gephi and transformed into a graphic
visualization that revealed abnormal
Twitter activity suggestive of automated
accounts, or ‘bots’. Three key markers
identified the accounts as bots: Google



reverse image searches revealed
that most of the profile photographs
were fake, originating from elsewhere
on the internet; the accounts did not
interact and were used exclusively for
posting or spreading pro-government
content; and the patterns and timing
of posting suggested automation
through synchronization. The Twitter
accounts were linked to Facebook,
Instagram and YouTube accounts
that disseminated the same content.
Under the Transparency tab on any
given Facebook page, information

is provided regarding the page’s
creation date, location and whether
they are running paid Facebook

ads as well as the ads’ targeted
locations. Most of them were targeting
European audiences, and slandering
the pro-independence movement.

After the team’s lead researcher
Benjamin Strick published some of his
findings on Medium and Bellingcat,
Facebook announced it had found
evidence of ‘coordinated inauthentic
behaviour’, subsequently closing 69
Facebook accounts, 42 Pages and

34 Instagram accounts. Facebook
revealed that the account-holders
had spent US$300,000 in their efforts
and traced them to Indonesian media
firm InsightID. The investigation
shows how social media is becoming
an international battleground over
competing narratives relating to
minority and indigenous peoples’
rights, but that careful digital forensic
examination of disinformation

tactics using open verification
methods can restrict these efforts.

Xinjiang, China: Uyghur

digital flash mob

While Indonesia maintains a relatively
free internet space, activists in other
parts of the world are showing how
online resistance can still continue

in even the worst-case scenarios,
where human rights abuses are now
being bolstered by the most advanced
technologies. Xinjiang, also known

as East Turkestan, is the homeland

of the ethnic Uyghur Muslim minority
that is currently enduring a massive
forced assimilation programme

by the Chinese state. Advanced

THREE KEY MARKERS IDENTIFIED THE ACCOUNTS AS BOTS:

1 Google reverse image searches revealed that
B most of the profile photographs were fake,
originating from elsewhere on the internet.

2 The accounts did not interact and were
B used exclusively for posting or spreading

pro-government content.

3 The patterns and timing of posting suggested

B automation through synchronization. The Twitter
accounts were linked to Facebook, Instagram and
YouTube accounts that disseminated the same content.
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surveillance techniques are the
defining characteristic of the program,
with popular messaging applications
like WeChat being used to spy on

any Uyghur accused of ‘undermining
the Chinese state’ or participating in
‘radicalized Islam’ — vague, catch-all
terms which are used to justify arbitrary
monitoring and forced disappearances.

WeChat became extremely popular
among Uyghurs after the government
installed 3G networks in the region

in 2011, offering them a virtual space
to develop their arts, music, culture
and religious expression unmolested
as the wider online world became
increasingly policed by the Chinese
government. It is estimated that by the
end of 2013, around 1 million Uyghurs
were using the app. At that time, the use
of Arabic script made it more difficult
for Chinese censors to monitor, and
much of the communication was done
as audio clips or script embedded
overimages in memes. After the

state began implementing its ‘Strike

In early 2017,
communicating to the
diaspora community
via WeChat was high

risk for Uyghurs in
Xingiang. Families
began using coded
emojis: a sun meant
they were still alive.

Hard against Violent Terrorism’ ethnic
assimilation campaign, posting or
sharing any content relating to Uyghur
or Muslim culture could put one at risk
of being sent for ‘re-education’ in one
of the de facto internment camps that
are now estimated to hold 1 million
Turkic Muslims (mostly Uyghurs but
including other ethnic Turkic groups).

In early 2017, it was still possible for

the diaspora Uyghur community to
communicate with their families via
WeChat, but this was an extremely
high risk for those still in Xinjiang, who
were hesitant to discuss anything about
their situation or the widespread forced
disappearances being carried out by
Chinese authorities. As a result, families
began to communicate via code.

For example, if someone was jailed,
they would say ‘admitted to hospital’.
Eventually coded emojis began to be
used: a wilted rose meant that someone
had been arrested, a dark moon meant
they had been sent to the camps, a
sun that they were still alive, a flower
that they had been released. Eventually,
though, by the end of 2017, those in
the diaspora were being deleted from
their families’ WeChat accounts as
people began to go incommunicado.

Xinjiang is now one of the most tightly
controlled information environments in
the world. There are severe restrictions
on journalists and region-wide blocks
on Facebook, Instagram and Twitter.
One of the few remaining social
media apps in Xingjiang is Douyin, the
domestic Chinese version of Tiktok.
Tiktok has been downloaded 15 billion
times worldwide and is mostly popular
among youth as a place where they
can post short videos set to music.
Those inside China must access it
through its firewalled version, Douyin.



It is one of the few social media
apps available in Xinjiang and can
only be accessed outside of China
with a Chinese mobile phone.

At the end of July 2019, a senior Chinese
official announced that 90 per cent

of detainees had been released from

the detention camps and ‘returned to
society’. Diaspora Uyghurs were incensed
and baffled, as still no news of their
relatives and friends had yet surfaced.

A couple of weeks later, a series of eerie
videos began to be posted on Douyin,

in what seemed to be a digital flash

mob silent protest over the government’s
claims. Each video is only a few seconds
long, showing the subject standing
silently or softly crying and superimposed
over pictures of loved ones, all setto a
mournful sounding song called ‘Dénmek’,
which means ‘return’ in Turkish. Nothing
in the video is explicit, but it is assumed
that the pictures in the background are

of their missing loved ones. One woman
holds up four fingers, as if to express

the four men in her life pictured in the
background, and slowly makes a fist.

The videos are the only sign of
coordinated non-violent resistance

to come out of Xinjiang in years, and
have spread to the outside world
despite a firewall that is effectively
working to keep the world out of China
(as well as to keep those in China in).
Uyghur activists outside China such as
Arslan Hidayat, who monitors Douyin
for evidence of forced assimilation,
have reposted dozens of videos for
the world to see via Facebook and
Twitter with the hashtag #WeHearU.
The ambiguity and high volume of the
videos seems to have enabled them
to bypass state content monitors.
Within days of being posted, though,
the accounts had been shut down

or videos deleted. Another Uyghur
activist commented, ‘These people are
incredibly brave because they know
the risks they are taking. I'm afraid
that the people in these videos might
be arrested, especially with the facial
recognition technology that China is
already using to monitor the Uyghur
population.” Despite massive internet
surveillance, information control,

Screenshots of
videos on TikTok
showing videos
of Uyghurs
silently posing
with photos

of detained
relatives.

Foreign Policy
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firewalls and threats to their personal
safety, people still find ways to
circumvent oppressive technology for
their own forms of creative protests.

Open-source investigation
to document human
rights abuses

Open-source investigation is

a methodology that has been
revolutionized by the vast amounts
of publicly available digital data such
as posts on social media platforms
and geospatial satellite imagery.

Its techniques can be particularly
effective in areas of the world that
are inaccessible due to war or

tight restrictions on civil society

by authoritarian governments and
regimes. The rapid expansion in the
use of open-source investigation
techniques has been credited to the
increase in the use of smartphones
with 3G/4G connections with which
to record human rights violations,

a concentration of social media
platforms where information can

Randomly Sampled Brick Kiln Locations and Sample Areas within the extended Brick Belt
Source: https://www.sciencedirect.com/science/article/pii/S0924271618300479

easily be shared and freely accessed
by the rest of the world, and public
access to remotely sensed data.

The legitimacy of evidence gathered
and verified through open-source
techniques is increasingly recognized by
governments and human rights bodies.
In 2017, the International Criminal Court
(ICC) issued its first ever indictment

for war crimes based exclusively on
evidence gathered through social media
(relating to mass executions around
Benghazi, Libya). These and other
increasingly specialized techniques

are being utilized by a variety of civil
society organizations to investigate and
publicize human rights abuses against
minorities and indigenous peoples.

South Asia: Identifying brick kilns
using geospatial technology

The ‘brick belt’ is a vast area stretching
across Pakistan, northern India, Nepal
and Bangladesh, with thousands of
functioning brick-making factories,
employing between 10 million and

23 million workers. There are endemic



levels of debt bondage slavery in

the brick factory system and most of
these bonded workers are from either
Dalit or other marginalized communities.
The prevalence of these factories is
notoriously difficult to quantify, as they
flourish beyond the reach of civil society
and law enforcement agencies. The
pioneering Slavery from Space initiative
by the University of Nottingham

Rights Lab is the first attempt to
engage geospatial observation

to assess the extent of slavery by
developing, through a statistically
robust estimate of the number of

brick kilns, a proxy estimate of the
number of slave labourers at these
kilns. Their research was facilitated by
three key technological advances —
publicly available fine spatial resolution
satellite sensor data, crowdsourced
citizen verification and advanced
machine learning applied to image
classification — all of which would have
been impossible just a decade ago.

Brick kilns can be identified using
satellite imagery due to their
distinctive shape and the spatial
organization of the surrounding area:
oval or circular tracts, sometimes

150 meters long, often with a tall
chimney in the middle. The kilns may
be surrounded by clay fields where
the raw material is gathered. The
initial stage of the project, conducted
in 2017, used crowdsourced human
‘visual searchers’ to manually make
these identifications in a 250 km?
select target area in Rajasthan,

India. Volunteers were gathered
through citizen science web platform
Zooniverse and received a large
influx via social networks promoted
through New Scientist magazine.
Fifteen volunteers were required to
view and tag each of the 396 image
extracts, which, finally, were verified
by the lead researcher to comprise
the ‘ground truth’, the final calibration
of the remotely sensed data.

A labourer
carries bricks
in a kiln in the
‘brick belt’ of
South Asia.

REUTERS/
Ranita Roy
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Machine learning algorithms, known
as deep learning classifiers, were then
trained using the human-identified
samples, which the team claims

could identify the brick kilns in a given
area to an overall accuracy of 95

per cent. The methodology can then
be replicated and adapted for other
contexts and is already informing the
work of local civil society organizations.
The team has also made headway

in identifying slavery in shrimp and
fish processing plants in Bangladesh,
and plans to use satellite infra-red
capabilities to detect illegal mining
operations as the unearthed minerals
produce different reflective qualities.
Even then, the link between slavery
and the data produced by satellite
needs to be verified on the ground.
‘What we are driving toward,” explained
Doreen Boyd, director of the data
programme at the Rights Lab, ‘is

the fact that people who carry out
slavery activities can't hide. It's a
methodology that you can't hide from.”

Palestine: Reconstructing human rights
abuses through ‘forensic’ data analysis
Forensic Architecture (FA) is a research
agency based at Goldsmiths, University
of London, which is pioneering the use
of ‘counter-forensic’ investigative
techniques to reconstruct the sites of
human rights abuses. Using new and
emerging technologies, as well as
analytical tools that until recently were
only in the hands of states and their
intelligence apparatuses, FA pieces
together evidence from a variety of
sources, including crowdsourced
videos, social media posts and

remote sensing data, and then using
architectural modelling techniques

to spatially organize the evidence
through digital modelling, animation,
video synching and mapping, as

well as other more revolutionary
evidence-gathering methods such as
smoke plume analysis. As FA director
Eyal Weizman explained to WIRED
magazine, ‘The concept of testimony
is being completely reformatted.
Usually, human rights organizations
have to wait days, even months,

and collect things from memory. But
these are testimonies of people who
were there, technological testimonies
through their cameras and videos.’

Much of FA's continuing work has
focused on Palestine, a quintessential
example of how military technologies,
including advanced weapontry,
surveillance, drones and satellite
imagery, have been used heavily
against the civilian population as tools
of control. FA's continuing work there
represents a disruptive attempt to

use similar technologies to counteract
state oppression. In 2018, they teamed
up with the New York Times (NYT)

to investigate the 1 June 2018 killing
of Palestinian medic Rouzan al-Najjar,
apparently shot by an Israeli sniper
bullet while providing assistance to
protesters. The 2018 protests in Gaza
against the continuing blockade

by Israel were the largest in recent
history and resulted in the killing of
hundreds of protesters and wounding
of thousands of others by Israeli
forces, using live ammunition. The
|sraeli authorities, however, claimed
that all shots fired were through the
precise identification of a target that
posed a direct and imminent threat.

3 The Rights Track, ‘Modern slavery: a human rights based approach’, 17 July 2018. Podcast
available at: http://rightstrack.org/modern-slavery-what-can-we-count-and-how



In order to assess the validity of these
claims, FA created a digital landscape
of the site from drone footage

taken by the NYT team, and used
photogrammetry software to make

a precise measurable 3D model from
over 1,000 photos and videos from

the day of the protest. Using the sound
of the gunshot, the video clips were
synchronized, and through camera
tracking and Cinema4D software

they were able to digitally plot the
rotational movement of the various
cameras against a common horizon.
Then, the team utilized a panoramic
stabilization technique from still images
and mapped the composite panorama
into a 3D model using open-source
software Blender. This comprehensive
3D model showed the general density
of the crowd, the positioning of the
eight medics present, and established
a likely ‘cone of fire,’ tracing the
trajectory of the single bullet to a sand
berm on the other side of the border
fence where three Israeli personnel
were located. This model, along with
30 witnesses who were interviewed
for collaborating evidence, pointed to
a single bullet that ricocheted off some
rocks, hitting one medic in the leg

and another medic with its shrapnel,
before continuing its trajectory to hit
and kill Rouzan al-Najjar, in an act
summarized by the NYT as ‘reckless
at best, and possibly a war crime.’

FA's findings directly contradicted
Israel’s claims that only protesters
who posed an immediate threat were
targeted. FA's model clearly showed
that there were eight medics among
the protesters, none of whom were
posing an immediate threat and who
were at a significant distance from
the border fence. After Rouzan’s
death, Israel engaged in a smear

campaign to deflect responsibility
for her killing, but later the Israeli
Defence Force’s Military Advocate
General reportedly ordered the Military
Police Investigation Unit (MPIU) to
carry out a criminal investigation into
the killing. Yet no recent update on
the case has been released, and
civil society activists have noted that
MPIU investigations often fail to hold
anyone accountable for such crimes.

As state abuses against Palestinian
civilians have been ongoing with
impunity for many decades and
received with very little in the

way of official investigations, the
irrefutable data provided by FA's
analysis represents a unique step
towards ensuring accountability. FA
has gained traction applying these
and similar methodologies in other
parts of the world, including an
analysis of the impact of oil and gas
extraction on indigenous Mapuche
communities in Argentina, uncovering
proof of a historic genocide in
Quiché, Guatemala and analysing
cases of police killings of African-
American men in Chicago, US.

Traditional knowledge
and smart technologies

Indigenous peoples have been
evolving and embracing technology
for millennia. The digital revolution
is no different. There is a prevailing
mainstream idea that tradition and
technology are at odds with each
other, a notion influenced in part by
the preference of some indigenous
communities for their communal
knowledge, developed over
centuries, instead of assimilationist
or environmentally destructive notions
of ‘progress’. This perspective not

Thematic Chapters: Empowering minorities and indigenous peoples through technology
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Indigenous peoples

represent only 2 per cent
of the game industry, and
only 27.8 per cent are
female, transgender or
another gender identity.

only overlooks the inequalities and
abuses that have accompanied the
introduction of certain technologies to
these populations, often as part of a
broader programme of dispossession,
but also the long history of indigenous
technological innovations being
co-opted by non-indigenous
populations, including the canoe,
kayak, toboggan and snowshoe,
quickly adapted by European settlers
and used to colonize Canada.

In sum, indigenous peoples and
other marginalized groups do

not fundamentally have a fraught
relationship with technology. Rather,
underlying power dynamics, including
those stemming from discrimination or
poverty, create barriers to access that
can disadvantage whole communities.
Indeed, when technologies are
available on their terms, not as tools of
repression but rather of empowerment
and community, indigenous peoples
have demonstrated how they

can be combined with traditional
knowledge to address a wide range of
challenges, including climate change.

Canada: Helping Inuit hunters by
bridging traditional knowledge

with smartphones

Indigenous Canadian communities,
however, are overturning these
assumptions and showing how
digital technologies can be utilized to
continue their traditional ways of life
and to refine, store and share their
knowledge systems. In the words of
Inuit hunter Peter Kattuk, ‘It's time for
the harpoon and the computer to work
together. The Indigenous Knowledge
Social Network (SIKU) smartphone
application, launched in December
2019, is doing just that. Named

after the Inuktitut word for sea ice,
the app was developed by Nunavut
civil society organization Arctic Eider
Society with funding from the 2017
Google.org Impact Challenge. The app
primarily addresses Inuit communities’
need to be informed about sea ice
conditions while hunting or travelling,
as well as documenting and sharing
detailed traditional knowledge and
language between community
members, in a way that can engage
the younger generation yet also
leverage the power of the crowd.

The climate crisis has made
predictions of sea ice more

difficult for Inuit hunters. If they
identify a dangerous type of sea

ice, mainstream social media like
Facebook may be able to share that
information, but it is restricted to the
hunter's own network, does not allow
for GPS mapping of the location,
and is soon lost in the barrage of
the recipients’ newsfeeds. SIKU
however allows for geotagging of
locations with symbols to correlate
the data with indigenous knowledge
of sea ice. For example, one hunter



identified a type of sea ice that
looks like a normal tidal crack but
can break open if the wind is strong.
After they had tagged the location,
in a couple of hours the satellite
imagery available in the app showed
that the ice had in fact broken

apart, making return to the other
side of the ice impossible. Hunters
in the area using the app would
have been made aware before the
conditions posed a risk to their lives.

SIKU was created to maintain the
feel of a social network, but with
specialized features for Inuit hunters.
It has four main types of posts:
‘'social’, ‘wildlife,’ ‘'sea ice’ and ‘tools’.
Place names can be tagged in
multiple dialects and act as ‘living
wikis of indigenous knowledge’.
Users can track wildlife sightings
and other unusual circumstances
that are identified by Inuits’ intimate
knowledge of their lands and
species habitats. ‘Tools’ brings data
collection a step further with the
ability to capture data with scientific
instruments, such as water orice
core samples. This knowledge is
especially crucial for locally based
climate change monitoring, helping
to inform the community of its
impact while providing for collective
approaches towards adaptation. The
app’s specialized privacy settings
also ensure that the rights of its
indigenous users to their traditional
knowledge remain protected — an
important feature given the fact that
much indigenous technology in the
form of knowledge and intellectual
property continues to be expropriated
by corporate interests and other
mainstream groups to this day.

Addressing discrimination in

digital games through ‘indigenous
self-determination’

Digital games have been an arena
of contestation over fair access to
technology, and particularly over how
a lack of participation in the design
and marketing phase of games

has resulted in heavily racist and
gendered stereotypes that continue
to be perpetuated — especially with
regard to North American indigenous
peoples. The digital gaming world is
stereotypically the domain of white
men, designed by and for a white
male audience. While of course

not exclusively true, the statistics

on the numbers of minorities or
indigenous people in the game
industry are illuminating. According
to the International Game Developers
Association’s latest figures, people
who identify as ‘white, Caucasian
or European’ comprise 68 per cent
of global game industry employees,
while other ethnicities remain
under-represented. In particular,
indigenous peoples represent only
2 per cent of the industry. Only 27.8
per cent are female, transgender

or another gender identity.

Given this lack of representation,

it is perhaps unsurprising that video
games continue to perpetuate
negative stereotypes, with inaccurate,
misogynist, violent colonial
representations being the prevalent
model, even today. However,
indigenous game developers are
seeking to overturn this model,
however, while addressing structural
inequalities at the game design phase
and setting their own representations
in games, with the goal not only of
making the end-user experience

Thematic Chapters: Empowering minorities and indigenous peoples through technology



A scene from
the videogame
Thunderbird
Strike.

Credit: Elizabeth
Lapensée

more accessible but also using digital
game creation as an expression of
indigenous self-determination.

‘True self-determination in games must
happen from the code up’,* according
to Elizabeth LaPensée, an Assistant
Professor of Media and Information

at Michigan State University and an
award-winning creator of digital video
games. The games she has developed,
such as the topical Thunderbird Strike
(where players battle a ‘pipeline
snake’) or the educational When Rivers
Were Trails (focusing on the impact

of the assimilationist allotment acts

of the 1890s) are expressions of her
Anishinaabe and Métis worldviews.
The games incorporate indigenous
ways of knowing into their designs,
themes and story-telling formats, for
example by using non-linear paths
that replicate traditional story-telling
structures, using characters from
indigenous stories, situating games

in historical realities and prioritizing

acts of relationality in games.
LaPensée designs and creates
games through collaboration with
other indigenous artists, designers,
elders and community members,
ensuring that the design process
is inclusive from start to finish. The
creation of digital games is a method
through which indigenous people
can create digital ‘self-determined
spaces’ for the expression of their
identities on their own terms.

Digital games are also one of the key
platforms to transmit cultural ideologies,
teachings and aesthetics to indigenous
youth. LaPensée has embraced this

by encouraging her own children to
engage in indigenous-created games
and through game development
workshops for indigenous youth. Her
work includes a collaboration with the
Aboriginal Territories in Cyberspace
(AbTeC) research network, which
coordinates training programs, known
as the Skins Workshops, for indigenous

4 LaPensée, E., ‘Games as enduring presence. PUBLIC, 54: Indigenous Art: New Media and

the Digital, 2016, pp.178-186.



youth based out of Concordia University
in Montreal, for which LaPensée
helped develop a curriculum. ‘Game
modding’ is the adaptation or creation
of game content using commercial
game engines or software. ‘Skinning’

is another word for this practice and
lends its name to the program. Youth
share stories and ways of knowing from
their cultures and incorporate them

into game design, while building their
programming and software design
skills and reflecting authentic self-

representation in the games they create.

Many of the program participants
are young women, and some of the
games created out of this program
have included an active, empowered
female lead character who overturns
highly sexualized stereotypes.

Of course, it is difficult fully to escape
the legacy of an industry that is still
characterized by inequalities and
discrimination. Even these pioneering
digital games are still mostly developed
in pre-existing Western-coded game
engines, so that indigenous peoples
are building their games using
software that was not developed with
indigenous worldviews or languages in
mind. ‘Just as there are many cultures,
there are many ways game engines
could take form, rooted in different
ways of knowing, languages, and
practices, LaPensée explains. She
hopes in the future to see indigenous-
made game engines, bringing self-
determination expression in games

to the next level. “While Indigenous
self-determination in digital games

is currently limited by the systems
within which games are developed,
modified systems or Indigenous-
made game engines can expand

the possibilities of self-expression.’

Moving forward: towards
a rights-based approach
to technology

The pace and scale of societal change
brought about by the digital revolution
today may be unprecedented, but
minority and indigenous communities
are leading the way in realizing positive
ways to harness digital and emerging
technologies so as to encompass
inclusive and participatory approaches
to technological design and innovation.
Yet, as suggested at the start of this
chapter, there is the very real threat that
technological advances are moving so
quickly that they are proceeding without
careful application of a human rights-
based approach. With many minorities
and indigenous peoples continuing to
face structural discrimination across the
world and at all levels of society, there
is the real possibility that technological
innovations will only reinforce existing
discrimination and marginalization.

As highlighted by the case studies
here, however, this is not the only
possibility. With the right approach,
digital technologies could deliver
wide-ranging and much needed
benefits to communities struggling to
protect their identities and livelihoods
in the face of environmental upheaval,
targeted violence and land rights
violations. The following principles
present a positive framework for
technology that promotes inclusion
and respects the rights of minority
and indigenous peoples.

Technologies should therefore be:
* Accessible: In order to ameliorate

the impact of reinforced discrimination
through technology, minorities
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and indigenous peoples must be
supported to develop their fluency
in digital technologies and their
application towards the realization
of their rights through education,
training and capacity development.
Accessibility must also extend

to members of minorities and
indigenous peoples experiencing
the impact of intersectional
discrimination, such as women,
LGBTQ+ groups, people with
disabilities, youth and the elderly.

* Affordable: Open-source
technologies should be prioritized
and promoted among minorities
and indigenous peoples, with
programs in place both to monitor
whether associated costs are
excluding marginalized groups from
accessing software and to ensure
that clear frameworks are put in
place to remove these barriers.

* Adaptive: Mainstream technologies
should not merely be standardized
products aimed at a majority market.
They need to be able to adapt to
the needs and creative desires of
minorities and indigenous peoples,
as communities with cultures
that also change and adapt.

* Respectful: Minority and indigenous
communities must be able to have
their privacy respected, especially
when technological innovations
are designed specifically with their
communities in mind. Collective
intellectual property rights also need
to be considered during the creation
and realization of technologies
that veer into these areas.

* Disruptive: Technology should
not just support and replicate the
status quo. It needs to be a force
that can be harnessed to disrupt
existing power structures, including
those stemming from intersectional
discrimination towards those
marginalized groups belonging to
minority and indigenous communities.
While technological innovations
may lead to a shake-up of existing
structural inequalities, technologies
that encourage the realization of
the rights of minorities, indigenous
peoples and other excluded
groups must be supported to allow
these changes to take place.

* Participatory: Governments, industry
and civil society must apply a human
rights-based approach to technology
with the active involvement of
minorities and indigenous peoples
so that their rights are safeguarded.

As summarized by Enrique Piracés

in The Future of Human Rights
Technology: ‘Humans have created
technology, and humans have used
technology to alter society. We should
avoid giving agency to technology
and remind ourselves constantly that
technology is created by people and
organizations with agendas. These
are agendas that will impact us, and
we should aim to influence them. As
technology has an ever greater influence
on our world, we must recognize that
how we respond to the challenges
and opportunities it presents today
will ultimately shape every aspect

of our existence, including human
rights, equality and social inclusion.

5 Piracés, E., The future of human rights technology’, in M.K. Land and J.D. Aronson (eds),
New Technologies for Human Rights Law and Practice, Cambridge University Press, 2018.



The challenges of technology
and sustainable development:
Some reflections on the future
of the SDGs for minorities

and indigenous peoples

Carolyn Stephens

Violet, an Aboriginal traditional landowner in Kakadu, uses a flaming palm frond to set fire to an area of bushland as part of

a traditional system of controlled fire management. She constantly studies the landscape and burns areas at the right time so
that the fires are not too hot but can still clear underlying debris which could fuel a larger, out of control, wildfire. Nr. Cooinda,
Kakadu, Northern Territory, Australia. Credit: Matthew Abbott/Panos
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While technological advances have been linked to patterns

of destructive unsustainable development, including the direct

impacts of mining and other extractive industries on communal

lands, they also offer new tools that open up the possibility

of an alternative future. Indeed, in their widest definition,

technologies are innovations developed to enhance living and

social conditions, including health, well-being and the environment.

From participatory information and
communication technologies (ICTs)

to the use of traditional architectural
design, members of minority and
indigenous communities have had

a specific role in maintaining and
developing technological traditions:

for example, minority and indigenous
women have played a highly important
role in developing and maintaining
bodies of knowledge around traditional
foods, medicine and child health.

It is also important to recognize

the role of older community members
in maintaining and documenting
minority and indigenous languages,
and to consider the ways in which
technology can help or hinder the
protection of unique practices and
traditions. Furthermore, far from being
passive recipients, minorities and
indigenous peoples have themselves
been the creators and users of
processes and goods that we consider
as technology — and some of the
world’s most ancient cultures have left
the world with a legacy of building,
medicine, agriculture and other forms
of traditional knowledge that are still
compelling and relevant today.

This chapter looks at the role of
technology in improving lives for
minority and indigenous communities,
and is specifically focused on
monitoring, implementing and
achieving the Sustainable Development
Goals (SDGs). It begins with an
overview of the SDG process and its
implications, before looking in more
detail at the potential for improved
data collection, inclusive access

and the value of establishing the
links between ‘traditional knowledge’
and ‘modern technology’. Though
frequently presented as contrasting
visions, in practice they are often
closely connected. Indeed, there is
growing awareness that some of

the solutions to many contemporary
challenges, such as climate change,
could be built on long-established
minority and indigenous perspectives
on environmental management,
agriculture and forestry.

Minorities, indigenous
peoples and the SDGs

The SDGs were adopted by the United
Nations (UN) in 2015 with the aim of
guiding the world towards a healthier,
more inclusive and more sustainable



future. Comprising 17 goals and 169
associated targets, they build on

the Millennium Development Goals
(MDGs) that preceded them and are
set to continue until 2030. Part of
the need for the SDGs, in fact, was
the failure of the MDGs to deliver

on their goals for large sections of
society, and, in particular, minorities
and indigenous peoples. These
shortcomings make the realization
of the SDGs even more critical for
minority and indigenous communities.

There is no doubt that, as things
currently stand, the most marginalized
continue to be left behind. Indigenous
peoples, for example, are estimated

to make up 5 per cent of the world’s
population but account for around 15
per cent of the extremely poor. A similar
picture emerges for ethnic, linguistic
and religious minorities, who are

also frequently confronted by similar
barriers to inclusion. Recognizing
these disparities is essential as even
apparent success stories can conceal
stark challenges for certain groups.
Denmark, for example, was ranked as
the highest performing country in the
Sustainable Development Report 2019,
an independent ranking of national
progress towards achievements of the
SDGs. Yet Greenland, an autonomous
territory of Denmark with a majority
Inuit indigenous population, still
struggles with high poverty rates and
the disruptive experience of post-war
modernization, leading to such acute
social issues as alcoholism and one of
the highest suicide rates in the world.
Development, in and of itself, does not
inevitably bring positive outcomes for
minorities and indigenous peoples if it
is not rights-based and participatory.

This is the dilemma that today’s
technologies pose. There is,
understandably, much optimism
around their potential to help deliver
momentum to achieving the targets
of the SDGs. Yet unequal access to
technology, particularly in the twenty-
first century, could create further
barriers to change for minorities
and indigenous peoples, affecting
access to multiple aspects of well-
being. It is not hard to see how
rolling out sophisticated computer
software for education in schools or
investing in more centralized, high-
tech health care systems could
exacerbate the isolation of some
communities from these services

if a concerted effort is not made to
overcome the social, economic and
political discrimination they face.

It is also important to view technology
through the conceptual and epistemic
lens of minority and indigenous
communities, and of all groups within
these communities. This means looking

Indigenous peoples

are estimated to

make up 5% of the
world’s population
but account for 15%

of the extremely poor.
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at technology as a form of power, and
not seeing it simply as a neutral tool.
Indeed, it is important to recognize
that technology has often been a
double-edged sword for minority and
indigenous communities, and one
frequently used by dominant cultures
to gain control over their lands and
ways of life. For example, technologies
such as modern information media
frequently act as drivers of exclusion,
as they are not adapted to the

diverse members of ethnic, religious
or linguistic minorities or indigenous
peoples, or people in need of assistive
technologies. The failure to tailor

these technologies to the specific
physical, cultural or linguistic needs

of minorities is evident even within

the context of the SDGs: the UN’s
materials on the SDGs are only widely
translated into the six official languages
(Arabic, Chinese, English, French,
Russian and Spanish), particularly
disadvantaging linguistic minorities and
speakers of indigenous languages.

Nevertheless, indigenous peoples
have been able to play a much

more prominent role during the SDG
discussions than before, as reflected
in the inclusion of six direct references
to indigenous peoples in the key 2015
UN General Assembly Resolution
70/1, Transforming Our World:

The 2030 Agenda for Sustainable
Development. Building on this, the

UN Permanent Forum on Indigenous
Issues has issued a number of
briefings and reports highlighting

the importance of ensuring that
indigenous peoples remain at the
heart of the SDG process. Their
demands include the implementation
of the SDGs with full respect for the
rights of indigenous peoples, taking
steps to ensure indigenous peoples

are visible in the data and review of
the goals and targets, with relevant
indicators for indigenous peoples
included at a national level. Equally
importantly, they have called for full and
meaningful indigenous participation in
implementation, follow-up and review.

It is important to recognize that the
demands made by the well-organized
advocacy of the UN Permanent Forum
for Indigenous Peoples are as relevant
for ethnic, religious and other minorities,
which by definition, are a highly diverse
group and not easily represented
under one voice or umbrella. Minority
community organizations and
coalitions, such as those representing
Dalits and Afro-descendants, have

also produced research and briefings
for campaigns around the SDGs.
These repeatedly draw attention to the
needs of minorities and consideration
of the achievement of the SDGs from
the perspective of these groups.

Indeed, the SDGs are fundamentally
about equality and inclusion. When

the 2030 Agenda for Sustainable
Development was adopted by UN
member states, they pledged to ensure
that ‘no one will be left behind’. Goal
10 is very clear: ‘Reduce inequality
within and among countries.’

Improving the visibility
of minorities and indigenous
peoples in the SDGs

One of the most pressing issues
around achieving the SDGs, especially
for minorities and indigenous peoples,
is how to make visible the progress

of these diverse groups. All 17 SDGs,
spanning a range of issues including
poverty (Goal 1), zero hunger (Goal 2),
health and well-being (Goal 3),



THE SUSTAINABLE DEVELOPMENT GOALS (SDGS)

Goal 1
Goal 2

Goal 3
Goal 4

Goal 5
Goal 6

Goal 7

Goal 8

Goal 9

Goal 10
Goal 11

Goal 12
Goal 13
Goal 14

Goal 15

Goal 16

Goal 17

End poverty in all its forms everywhere

End hunger, achieve food security and improved nutrition
and promote sustainable agriculture

Ensure healthy lives and promote well-being for all at all ages

Ensure inclusive and equitable quality education and promote
lifelong learning opportunities for all

Achieve gender equality and empower all women and girls

Ensure availability and sustainable management of water
and sanitation for all

Ensure access to affordable, reliable, sustainable and modern
energy for all

Promote sustained, inclusive and sustainable economic growth,
full and productive employment and decent work for all

Build resilient infrastructure, promote inclusive and sustainable
industrialization and foster innovation

Reduce inequality within and among countries

Make cities and human settlements inclusive, safe, resilient
and sustainable

Ensure sustainable consumption and production patterns
Take urgent action to combat climate change and its impacts

Conserve and sustainably use the oceans, seas and marine
resources for sustainable development

Protect, restore and promote sustainable use of terrestrial
ecosystems, sustainably manage forests, combat desertification,
and halt and reverse land degradation and halt biodiversity loss

Promote peaceful and inclusive societies for sustainable
development, provide access to justice for all and build effective,
accountable and inclusive institutions at all levels

Strengthen the means of implementation and revitalize the global
partnership for sustainable development
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education (Goal 4) and gender equality
(Goal 5), use a series of measurable
indicators to assess each goal and
monitor progress towards achievement
of the overall aim of sustainable
development. From the inception of
the goals, indigenous and minority
activists have lobbied for the inclusion
of specific indicators related to their
communities and the problems

they face. Minority and indigenous
communities have also advocated for
their conceptualization of the goals to
be taken into consideration. Poverty,
for example, is conceptualized very
differently by different minorities

and indigenous peoples — and

the very concept is highly culturally
specific and diversely constructed.

In this context, the first issue to look at
is how technology can lift the ‘persistent
invisibility'" of the experience of
minority and indigenous communities
in official statistics and data. The key
aspect here, which has been the
focus of campaigns by minority and
indigenous organizations for decades,
is the disaggregation of official data
to identify the specific situation of
minority and indigenous groups.

Just as importantly, disaggregated
data can then measure progress to
improve the lives of these groups.

In Canada, the National Collaborating
Centre on Aboriginal Health has
made this a central concern, arguing
that fully disaggregating data helps
to expose hidden trends’ and ‘can
make vulnerable groups more visible
to policy makers'.? Similar initiatives
have been undertaken by minority

organizations. For example, the
Asia Dalit Rights Forum (ADRF)

has country chapters that work

with the national government, civil
society and local communities on
data collection, consultations and
monitoring to support the realization
of the SDGs. Recognizing that caste
barriers continue to undermine
progress, Dalit activists have also
called for more ‘caste-sensitive’
indicators to monitor progress in
narrowing social inequalities.

Technology can be of huge importance
in these processes, in particular

ICTs that allow official data, such

as census, health and education
information, to be easily disaggregated
by individual populations. Other digital
tools, such as informal mapping and
citizen-led data production, also offer
significant potential. It is worth noting
that the most effective approaches
combine technological innovation
with a commitment to inclusion and
empowerment. After all, the historic
absence or under-reporting of
minority and indigenous populations
in many national censuses has often
been the result of discrimination

or political calculations due to their
geographic or social isolation from
the centres of power in their countries.
Indeed, high-cost technologies could
compound these issues by acting as
an excluding force, pushing poorer

or remotely located communities
further into the shadows.

Disaggregated data collection should
therefore include, among other
elements, the active involvement of

1 UN Department of Economic and Social Affairs, State of the World’s Indigenous Peoples:
Implementing the United Nations Declaration on Indigenous Peoples, 2019.

2 National Collaborating Centre on Aboriginal Health, ‘The importance of disaggregated data’,
2010. Available at: https://www.nccih.ca/docs/context/FS-ImportanceDisaggregatedData-EN.pdf



members of minority and indigenous
communities in identifying and
collecting information. The Indigenous
Peoples Major Group (civil society
organizations working on the SDGs
have been grouped by the UN into
thematic clusters, known as ‘major
groups’) articulated this very clearly

in a policy statement on the SDGs,
calling for ‘the inclusion of cultural
identifiers in national census and
population data’, the identification

of relevant indicators for indigenous
peoples ‘with their full and meaningful
participation’ and ‘community based
monitoring and information systems’ to
complement national measurements.?

There have been significant attempts to
use ICTs to support monitoring of SDG
progress for minority and indigenous
communities by empowering them

in the data collection process. For
example, the Indigenous Navigator

is an online platform designed to
support communities in measuring and
assessing their rights. The Navigator
includes a toolkit for indigenous users
to teach themselves how to evaluate
and monitor their rights, including
their progress towards the SDGs.

Each domain highlights the right of
indigenous peoples and its relevant
SDG target. Importantly, the initiative
has taken a holistic approach to

the provision of this technology by
providing extensive education and
capacity development in the use

of these technologies. During the
project’s pilot phase, for example,

a community questionnaire was

tested with indigenous communities
in various countries in Africa, Asia
and the Americas, and the website
includes training materials, tools and
online courses to help indigenous
peoples to understand and

develop their own indicators.*

In Nepal, for example, the pilot
phase worked with two indigenous
communities. Tahal Thami, the
director of one of the local partner
organizations for the project there,
highlighted the strong investment
that community members felt
through their engagement as direct
participants in data collection. He
also highlighted that the process
had the added benefit of raising
awareness among local residents on
their rights and a broader exploration
of how they could engage officials
and donors with their own views for
‘a self-determined development’,

as he described it: ‘It opened an
opportunity to reflect on the concept
of poverty. Poverty was realized to be
not only about economic concerns in
pecuniary terms, but more so about
lack of other intangible matters such
as powerlessness, illiteracy and
having no voice, among others.’

The role of technologies
in delivering the SDGs

Technology does not simply have
a role in making progress visible
within the SDGs for minorities
and indigenous peoples but also
has a significant role in delivering

3 Indigenous Peoples Major Group, ‘Policy Brief on Sustainable Development Goals and
Post-2015 Development Agenda'’. Available at: https://sustainabledevelopment.un.org/
content/documents/7036IPMG%20Policy%20Brief%20Working%20Draft%202015.pdf

4 Indigenous Navigator, ‘Indigenous peoples: Disaggregated data needed for
monitoring SDGs’. Available at: http://nav.indigenousnavigator.com/index.php/en/
news/120-indigenous-peoples-disaggregated-data-needed-for-monitoring-sdgs
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A large

sign gives
information in
English about
Covid-19 on
the street in

Kashmir, India.

Credit: Atul
Loke

many of the targets. This section
considers the potential of technology
to support the implementation

of sustainable development.

For instance, access to assistive
technologies is especially important
for members of minorities and
indigenous peoples who also live

with disabilities. Accessible and
assistive technologies such as screen-
readers for visually impaired persons,
wheelchairs for physically impaired
persons, subtitles for hearing-impaired
persons and video calls to facilitate
communication in sign languages

can lower or eliminate barriers to
education, training and employment,
health care, and political and social
participation. According to the World
Health Organization (WHO), ‘assistive
technology reduces the need for formal
health and support services, long-
term care and the work of caregivers.
Without assistive technology, people

are often excluded, isolated and locked
into poverty, thereby increasing the
impact of disease and disability on
a person, their family and society.’

These issues are especially pertinent
for minority and indigenous persons
with disabilities, who face intersectional
discrimination, as members of a
marginalized community and as a result
of their mental or physical impairment.
These barriers are specific to minority or
indigenous persons with disabilities as
they are not experienced by either their
non-disabled minority or indigenous
counterparts or their disabled
counterparts from other dominant
groups. A recent example is the lack

of information available on Covid-19

in accessible formats and in culturally
appropriate, indigenous mother-
tongue languages, which specifically
affecting the ability of minority or
indigenous persons with disabilities to
protect themselves against the virus.

5 WHO, ‘Assistive technology’, 18 March 2018. Available at:
https://www.who.int/news-room/fact-sheets/detail/assistive-technology



As with other technologies, the issue
is not simply the presence or absence
of technologies but also the extent to
which those available are tailored to
the specific needs and preferences

of certain communities. For instance,
indigenous peoples may take

a different view of what constitutes
‘disability’ and even challenge the
concept itself. An International Labour
Organization (ILO) report on this
theme reports that ‘the ancestral Maori
conception of humanity embraces
difference and uniqueness, seeing
disability as a natural part of one’s
being, and not as an impairment.
Indigenous peoples’ rejection of

the concept of impairment as linked
to a limitation was also evident in
indigenous peoples in the Americas.”®
This perspective will clearly inform

the nature of assistive technologies
required. The fact that persons with
disabilities from some indigenous
communities have found standard
equipment, produced externally
without their involvement, ill suited to
their particular context points to the
necessity of ensuring their involvement
at every stage. Inclusive access hinges
not only on the numbers in physical
possession of a particular technology
but also their ability to shape its design
and development from inception.

ICTs, if imposed insensitively or without
consultation with communities, can pose
their own challenges to non-majority
cultures and values. Nevertheless,

when accompanied by a rights-based
approach, television, film and other
multimedia content can support the
delivery of essential services, such

as education and health, to otherwise

excluded populations. In Taiwan, for
example, the Indigenous Peoples
Cultural Foundation has developed the
Taiwan Indigenous Television (TITV)
channel to tackle a wide range of issues
faced by indigenous peoples across
the country, including loss of language,
cultural attrition, and lack of access

to health information and educational
opportunities more generally. The TITV
network is attempting to overcome
these barriers by using the channel to
reach a diverse range of communities.

In remote settings, where minority

and indigenous communities are
physically isolated, access to food,
education, medicine and energy can
be especially challenging. In these
settings, technology can play a vital
role in helping communities access
services. For example, telemedicine
has considerable potential to deliver
health services to isolated communities.
In Australia, the Aboriginal Community
Controlled Health Service (ACCHS)

is a specially designed service which
aims to provide culturally appropriate
health care to indigenous Australians,
particularly in remote settings. A recent
study evaluating this programme
found that the ‘telehealth’ achieved
positive results because, crucially, it
was managed by local residents with
an emphasis on ‘holistic and culturally
appropriate care', which enabled

the technology to enhance access

to indigenous health workers while
reducing the burden on the community.

Remote minority and indigenous
communities can also benefit from
modern technologies to access
electricity and energy. The track record

6 Rivas Velarde, M.C,, ‘Indigenous persons with disabilities: access to training and employment’,

ILO discussion paper, 2015.
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Even ‘green’ development can
generate disastrous human impacts
for communities if undertaken without
free, prior and informed consent (FPIC)
or respect for land rights. By way of
contrast, a solar energy project in rural
Argentina funded by the World Bank —
frequently criticized for its sponsorship
of infrastructure programmes with
poor human rights outcomes — was
able to deliver sustainable energy

to hundreds of households through

a ‘bottom-up’ approach that combined
small-scale, off-grid solar technologies
suited to remote communities with

a substantial capacity-building
component to support local residents
in adopting the new technologies and
overcoming information barriers.

In situations of conflict, particularly
in remote settings of environmental
conflict, technology can facilitate the
documentation and protection of
the rights of minority and indigenous

A Baka man of many development programmes in communities while also protecting

in the Congo this area, including many which have vital ecosystems. For example, an

Satfe”; %TSI\Seitp enjoyed funding from international award-winning community mapping

honey. donors, is mixed: indigenous programme in Cameroon and the

Credit: Graeme communities in particular have been Democratic Republic of Congo

Williams subjected to violence, displacement aims to connect isolated forest
and dispossession of their ancestral communities and central policy-
lands not only to accommodate fossil makers to support the inclusion and
fuel extraction and mining but also participation of marginalized forest
hydroelectric dams. Many of these dwellers. The programme helps
projects, even those justified on forest communities to map their land
environmental grounds, still represent interactively and protect the forests.
the sort of one-sided and exploitative This mapping project has supported
use of technology that SDG 17 implicitly 800 forest communities across the
cautioned against, calling instead Congo Basin to produce maps of
for ‘knowledge sharing on mutually their lands and resources covering
agreed terms’ and ‘the development, over 5 million hectares. In 2016,
transfer, dissemination and diffusion MappingForRights was recognized
of environmentally sound technologies by the UN Framework Convention on
to developing countries on Climate Change (UNFCCC) as part of

favourable terms’. the UN Momentum for Change awards.



For land-based communities, this

is an example of the ways in which
technologies can support SDGs on
climate change (Goal 13), sustainable
management of terrestrial resources
(Goal 15), just, peaceful and inclusi