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Abstract 

Infectious diseases such as malaria (caused by Plasmodium spp parasites) and tuberculosis (TB, caused 

by Mycobacterium bacteria) are major public health challenges, being leading causes of death worldwide, 

particularly in low-income countries. The genomes of the underlying causal pathogens contain valuable 

information to guide clinical treatment and programmatic control decision making. Whole genome 

sequencing (WGS) has therefore emerged as an increasingly common approach to characterize genetic 

mutations (e.g., single nucleotide polymorphisms; SNPs) and understand the diversity of these 

pathogens. However, WGS leads to high dimensional datasets (“big data”). Some established statistical 

methods are less suited to such big data analysis, and machine learning (ML) approaches offer a 

promising alternative for modelling and inference. 

In this thesis, I explore the application of ML methods, including deep learning, to WGS datasets for 

malaria parasites (P. falciparum and P. vivax) and M. tuberculosis bacteria. For M. tuberculosis (n=17k; 

>100k SNPs; genome size 4.4 Mbp), I applied non-parametric classification-tree and gradient-boosted-

tree models to predict drug resistance across 14 anti-TB drugs. For established first-line drugs, the models 

had high predictive ability (area under the receiver operating curve > 0.85), and included SNPs in 

candidate genes linked to drug-resistance. For drugs with less established knowledge, I developed a 

customized decision tree approach (“Treesist-TB”), which performs TB drug resistance prediction by 

extracting and evaluating genomic variants across multiple studies. Treesist-TB revealed both known and 

novel putative SNPs for resistance and had improved predictive sensitivity compared to a widely-used TB 

mutation database (TB-Profiler tool).  

For P. falciparum (n>1,100; >74k SNPs; genome size 26.8 Mbp) and P. vivax (n>350, >125k SNPs; genome 

size 23.3 Mbp), I developed an image-based convolutional neural network (CNN) approach 

(“DeepSweep”), with the aim of identifying genetic regions subject to recent positive selection, such as 

those linked to the onset of antimalarial drug resistance. DeepSweep detected genetic regions proximal 

to known and suspected drug resistance loci for both P. falciparum (e.g., pfcrt, pfdhps and pfmdr1) and 

P. vivax (e.g., pvmrp1), and detected signals overlapping with those from two established extended 

haplotype homozygosity methods. Finally, I applied ML approaches, including CNNs, to predict the 

geographic origin of P. falciparum and P. vivax infections at different levels of geographic granularity 

(continents, countries, GPS locations). Classification methods had the lowest distance errors, and >90% 

accuracy at a country level, thereby demonstrating the utility of ML approaches for detecting imported 

infections and the geo-classification of malaria parasites.  

Overall, these applications demonstrate the potential of ML methods to extract new insights from large 

WGS datasets and assist infection control. However, there are risks in applying ML methods on WGS data 

“out of the box” without context-specific adaptation of the algorithms. My work demonstrates how 
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adaptation of standard ML methods can lead to better predictions and more interpretable results, 

offering greater assistance to infection control decision making.  
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Introduction  

Overview  

This thesis explores the potential for machine learning methods to overcome the challenges presented 

by traditional statistical methods in the analysis of whole genome sequencing data and how these 

methods may help contribute to the global fight against infectious diseases such as malaria and 

tuberculosis. In doing so, this introduction aims to set out the global burden of these infectious diseases 

and the remaining challenges in addressing them, including how pathogen drug resistance can 

challenge their control. It covers the growing importance of whole genome sequence data, and how 

they can inform the study of loci linked to drug resistance. Further, it describes the challenges 

encountered by traditional methods when applied to the analysis of “big” genomic datasets. Finally, 

this chapter introduces machine learning methods, and in particular, the subset of methods applied to 

the genomic datasets.  

Infectious diseases 

Infectious diseases are estimated to have inflicted a burden of 574 million Disability-Adjusted Life Years 

(DALYs) on the world’s population in 2020 (1). Malaria and tuberculosis (TB) are among the highest-

burden infectious diseases in terms of mortality and morbidity, responsible for 0.6 million and 1.3 

million deaths in 2021, respectively (2,3). For this reason, this thesis focuses on these two diseases and 

their causal pathogens, with a particular focus on Plasmodium falciparum and Plasmodium vivax for 

malaria and Mycobacterium tuberculosis for TB. It explores how machine learning methods, applied to 

datasets of whole genome sequences, can contribute analytical insights to support better 

programmatic and clinical outcomes.  

Malaria 

Human Malaria Plasmodia  

Malaria is an infectious disease caused by protozoan parasites of the genus Plasmodium (4). The oldest 

Plasmodium protozoa, extracted from mosquitoes that were entrapped in amber, stem from 

approximately 30 million years ago (5). There are approximately 200 Plasmodia species, which infect 

birds, reptiles and primates (6). Six parasite species infect humans: P. falciparum, P. vivax, Plasmodium 

ovale curtesi, Plasmodium ovale wallikeri, Plasmodium malariae and Plasmodium knowlesi (4). P. 

falciparum infections occur in tropical areas around the world, and cause most of the overall global 

malaria mortality. P. vivax is less temperature sensitive and therefore more geographically widespread, 

occurring across large parts of Southeast Asia and  Central and South America, as well as Ethiopia (7). P. 

ovale infections primarily occur in sub-Saharan Africa and islands in the western Pacific, and P. malariae 

https://en.wikipedia.org/wiki/Sub-Saharan_Africa
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infections occur across large areas of Sub-Saharan Africa, South America and South East Asia, including 

in co-infections with P. falciparum (7).  

Malaria parasites undergo a complex lifecycle, involving humans and Anopheles mosquitos, where the 

parasites ultimately reach the human blood stream after a bite from an infected mosquito. The clinical 

manifestations of malaria are linked to parasites invading red blood cells (erythrocytes), where they 

multiply until the cells burst, upon which a subsequent cycle is started with the invasion of new red 

blood cells. The characteristic malarial fever occurs at this phase of erythrocyte escape and invasion (4). 

This can lead to severe anemia, and in addition, P. falciparum-infected erythrocytes can adhere to walls 

of blood vessels, which, when occurring in cerebral microvasculature, can cause cerebral malaria, which 

may be fatal (4). 

Global malaria burden 

Malaria has affected humanity for centuries. The Roman poet Livius already described how different 

epidemics plagued the Romans, who had the suspicion that the disease arose from the swamps around 

the city (8). Despite many decades of public health efforts to reduce the global malaria burden, malaria 

continues to be a major public health problem. In 2020, there were an estimated 241 million malaria 

cases worldwide, of which 627,000 cases resulted in death (2). Sub-Saharan Africa accounts for 

approximately 95% of all global malaria cases and deaths. The vast majority of malaria deaths occur in 

children less than five years old (2), principally due to P. falciparum infections.  

The world has made progress in decreasing the burden of malaria in the last decades, although a 

reversion has taken place in recent years. Between 2000 and 2015 global cases dropped from 241M to 

224M and deaths declined from 896,000 to 562,000 (2). The downward trend can be attributed to 

increased funding (e.g., through the creation of the Global Fund to Fight HIV/AIDS, TB and Malaria and 

the President’s Malaria Initiative) and the accompanying scale-up of long-lasting insecticide-treated 

nets, indoor residual spraying, rapid diagnostic tests, and artemisinin-based combination therapies 

(ACTs) (9). However, since 2015 the downward trend has flattened out and even reverted in some 

geographies. Between 2015 and 2019, the global case-load increased slightly (from 224M in 2015 to 

227M in 2019) and the global deaths declined only slightly (from 562,000 in 2015 to 558,000 in 2019) 

(2). This development, which puts the 2030 global malaria targets as formulated by the global health 

community in 2016 at risk, has been attributed to a more difficult funding environment, conflict and 

climate change, as well as to increasing levels of resistance to ACTs, bednets and insecticides (2). 

Furthermore, in 2020 the global COVID-19 pandemic caused additional disruption to malaria control 

efforts, causing an increase in malaria cases of 14M to 241M and an increase in malaria deaths of 

47,000 to 627,000 (2). 
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The Plasmodium genomes 

This thesis involves the analysis of P. falciparum and P. vivax parasite genomic data. The P. falciparum 

genome is 23 Mbp in length across 14 chromosomes, apicoplast and mitochondrial DNA, with a GC 

content of 19.4%, and contains 5,300 genes. The first reference genome was Pf3D7 (10,11). The P. vivax 

genome has a length of 29 Mbp across 14 chromosomes, apicoplast and mitochondrial DNA, with a GC 

content 40.6% and contains 5,400 genes (10,11). There are two reference genomes P. vivax Salvador I 

(Pvsal1) and PvP01 (from South East Asia) (10,11). 

Genomic diversity studies in P. falciparum and P. vivax have shown that there is geographic clustering, 

with strong genomic differences between continents, which coincide with loci and mutations linked to 

drug resistance, response to mosquito vectors and (evasion of) the human immune system (12,13). 

Molecular barcodes to classify species and geographic origin have been developed. These barcodes use 

only a subset of the genome due the high-dimensionality of the full genome and the associated 

computational cost (12,14). 

Plasmodium drug resistance  

Growing resistance to anti-malarial drugs poses a serious challenge to global efforts to reduce the 

burden of malaria. Anti-malarial drugs are an essential tool for the treatment of infected individuals and 

a critical pillar of malaria control programs. However, the usage of anti-malarials and the onset of 

resistance are intimately intertwined. Quinine was the first modern malaria drug and was developed in 

1820 by Pellentier and Caventou, with formal reports of in vivo resistance in Brazil and South East Asia 

being published in the late 1950s (15). A new class of anti-malarials, four-amino quinolines, was 

developed in the 1940s, with chloroquine being the key member of this class (16). However, 

chloroquine-resistant infections (for P. falciparum) emerged independently in at least three locations, 

namely the border between Thailand and Cambodia (1957), the Venezuelan-Colombian border (1960s) 

and Papua New Guinea (1970s) (16), and chloroquine resistance is now widespread. 

Sulfadoxine-pyrimethamine (SP), a combination drug which targets enzymes in the folate pathway, 

replaced chloroquine as first-line treatment for malaria in the period from the 1960s to the 1980s, and 

is currently used for preventative treatment in pregnancy and, in infants, as part of seasonal malaria 

chemoprophylaxis in sub-Saharan Africa (2,16). However, resistance to SP first emerged in the late 

1960s in Thailand and subsequently spread to Sub-Saharan Africa (16).  In general, resistance has 

emerged for each newly developed drug, with the first findings of resistance often arriving from the 

Mekong region in South East Asia. Most worryingly, resistance to artemisinin-combination therapies, 

the current first-line treatment for P. falciparum, has been observed in the form of delayed parasite 

clearance in South East Asia, posing a threat to the effectiveness of the current control paradigm (17). 
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Table 1: Time of widespread usage, time and location of onset of resistance for major anti-malarial drugs and associated genes 

(18–24) 

Drug Date of 

widespread 

release  

Date of 

detection 

of first in-

vivo 

resistance  

Location of 

first in vivo 

resistance  

P. falciparum genes 

involved in resistance  

Chloroquine 1946 1957 Thai-

Cambodian 

border 

pfmrp1,pfmdr1, pfcrt  

Sulfadoxine-

pyrimethanimine 

(SP) 

1967 1967 Thailand Pfdhfr, pfdhps  

Pyronaridine 1970 1985 China  

Artemisinin 

monotherapy 

1971 1989 Vietnam pfkelch13 

 

Mefloquine 1977 1982 Thailand Pfmdr1  

Piperaquine 1978 1981 China   

Artesunate-

mefloquine 

1992 2007 Thai-

Cambodian 

border 

pfkelch13, Pfmdr1 

Artemether-

lumefantrine 

1999 2006 Thai-

Myanmar 

border 

pfkelch13 

Dihydroartemisinin-

piperaquine  

2007 2007 Western 

Cambodia 

pfkelch13 

Pyronaridine-

artesunate 

2012 2012 Western 

Cambodia 

pfkelch13 

 

Anti-malarial resistance is triggered by genomic mutations, which might for example alter the transport 

of the drug into or out of the parasite’s vacuole, or alternatively change the binding target of the drug 

(25) (Table 1). For example, P. falciparum parasites can become resistant to chloroquine or 

amodiaquine through mutations in the Pfcrt gene, which encodes a transporter that can transfer these 

drugs out of the vacuole before they can exert their mechanism of action. Similarly, resistance against 

SP occurs through mutations in the Pfdhps and Pfdhfr genes, inhibiting the activity of two key enzymes 

in the folate pathway (25). The underlying mutations causing resistance for P. vivax are less well 

defined than for P. falciparum (29) although putative genes for resistance to chloroquine (Pvmdr1, 

Pvcrt), primaquine (Pvmrp1) and SP (pvdhps, pvdhfr) have been defined (26).  

Drug resistance threatens to undo the progress made in the fight against malaria, at both a clinical and 

population level. New research methods, such as those explored in this thesis, can play a role in 

informing the fight against drug resistance by allowing us to better characterize and predict drug 

resistance within individual patients and within populations at large. 
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Detection and prediction of drug resistance for Malaria 

The detection of drug-resistance against anti-malarial drugs was historically only possible through 

observation of in-vivo treatment failure (27). The arrival of genomic sequencing opened the possibility to 

make drug-resistance predictions based on the presence or absence of genomic markers. The lack of 

labelled phenotypic data for P. vivax and P. falciparum, in contrast to M. tuberculosis bacteria where 

phenotypic data is more readily available, does complicate training statistical models. It requires us to 

look for genomic markers of drug resistance in an indirect manner, for example by finding signatures of 

positive selection across the parasite genome, in the assumption that drug resistance leads to a selective 

advantage.  

A particular signature of interest is the so-called selective sweep. Selective sweeps arise as beneficial 

alleles increase in frequency over time and “sweep” through populations. These sweeps leave tell-tale 

genomic signatures in the site-frequency spectrum, the amount of population differentiation and the 

pattern of linkage disequilibrium (28) (Figure 1).  

Figure 1: Schematic illustration of the concept of selective sweeps, adapted from (29) 

 

The detection of these selective sweeps, and signatures of positive selection in general, has historically 

been performed using a wide variety of methods and approaches for a wide variety of species (30–34). 

There are at least three common approaches to detect positive selection sweeps in non-clonal species. 

First, it is possible to assess the differentiation of genomic loci between populations, particularly 

through differences in allele frequency. For example, populations that are exposed to different drugs 

may be subject to different selection pressures, leading to differences in mutation frequency underlying 

resistance. Second, one can assess differences in site-frequency distributions or spectra. Lastly, one can 

assess the extent of linkage disequilibrium (or correlation between genetic markers) and extended 

haplotype homozygosity at loci (28,35). 
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These methods were originally pioneered on the human genome (30), but they have been subsequently 

utilized for Plasmodium and helped to identify genetic markers associated with drug resistance (13,36). 

Recently, efforts have been made to efficiently apply these methods to whole genome sequencing 

libraries, such as REHH, SweeD and OmegaPlus (37–39). However, these tools and methods require 

careful parameter definition and calculation, and the outcomes are sensitive to the SNPs included, 

population structure and the chosen statistical significance thresholds. 

Researchers have explored the potential of applying machine learning methods to the detection of 

selective sweeps (40). To date, most of the methods aim to make predictions using pre-calculated 

population genetic statistics as features (such as Tajima’s D and Fay and Wu’s H statistics) (28,41,42). 

Thus, this approach does not solve the challenge of defining and calculating these population genetic 

statistics, which is a complex and time-consuming task, especially when working with many sub-

populations. As will be shown, a (deep) machine learning approach might provide an interesting 

alternative, given its potential to learn from a relatively rudimentary set of base features that require 

little to no pre-definition by the user (43).   
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Tuberculosis 

Mycobacterium tuberculosis 

Tuberculosis (TB) is an infectious disease caused by members of the M. tuberculosis complex, which 

includes M. tuberculosis, Mycobacterium bovis and Mycobacterium africanum (44). This thesis focuses 

on M. tuberculosis. TB is spread through the inhalation of aerosols that contain M. tuberculosis 

bacteria. Upon infection, the bacteria will invade and replicate within alveolar macrophages. In most 

affected individuals, the subsequent immune response will lead to an immunological equilibrium and a 

latent stage in which the bacteria are encapsulated in granulomas in the lungs (so-called primary 

lesions). In some individuals however, an active TB infection might develop (post-primary disease), 

which requires treatment with appropriate antibiotics to prevent potentially fatal outcomes (45). 

Global tuberculosis burden 

Until recently, TB was the leading cause of death from a single pathogen (until being overtaken by 

COVID-19). In 2020, there were an estimated 1.3M global deaths caused by tuberculosis among HIV-

negative people (3). Worryingly, this number was up from 1.2M in 2019, with reductions in access to TB 

screening, treatment and care due to the COVID-19 pandemic estimated to be one of the driving factors 

(3). People living with HIV or infected with drug-resistant TB have significantly worse treatment 

outcomes than other TB patients (3) (Figure 2). Drug resistant M. tuberculosis is one of the major 

threats to effectively control the disease, especially resistance to first-line rifampicin (RR-TB) and 

isoniazid drugs; in combination, called multi-drug resistance (MDR-TB). RR-TB and MDR-TB together 

accounted for around 130,000 cases in 2020 (3). Additional resistance to second-line drugs can lead to 

extensively drug-resistant strains (XDR-TB) (46). In recent years, there have been new definitions for 

pre-XDR (now defined as MDR-TB and resistance to any fluoroquinolone) and for XDR-TB (now defined 

as MDR-TB with additional resistance to any fluoroquinolone, and either bedaquiline or linezolid or 

both. In this thesis, the old definition of XDR-TB is used (defined as MDR-TB with additional resistance 

to fluoroquinolones and second-line injectables (47) for the reason that this this matches the definition 

in use when the isolates were collected and when the treatment decisions were made. 
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Figure 2: Treatment outcomes of TB over time (3) 

 

 

The M. tuberculosis genome  

The M. tuberculosis genome is 4.4 Mbp long and encodes for approximately 4,000 genes (48). Gene 

expression varies over the duration of an infection, with periods of slow growth and dormancy being 

part of the characteristic features of M. tuberculosis (49). The mechanisms behind these characteristics 

are not fully understood but likely contribute to the complication and lengthening of TB treatment.  

Analysis of the M. tuberculosis genomic diversity has confirmed phylo-geographical groupings. There 

are currently 9 main human lineages and 64 sub-lineages that exhibit strong geographic clustering (50). 

Four lineages are dominant (lineages 1 to 4) (Figure 3, Figure 4), but the others are in isolated parts of 

Africa (e.g., M. africanum lineages 5/6 in West Africa). Strain-specific genomic diversity is associated 

with differences in virulence, pathogenicity and transmissibility (50). The genomic differences have 

enabled the development of barcodes to facilitate the identification of lineage and sub-lineage (50). 
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Figure 3: Global distribution of TB lineages) (50) 

 

Figure 4: TB phylogenetic tree with color coding by (sub)lineage (50) 

 

Analysis of phylogenetic data and strain-specific diversity has also led to the identification of drug 

resistance mutations, sometimes appearing in multiple branches of the tree, and outbreaks and 

transmission events may be identified by finding isolates with near-identical genetic variation, with 

supporting epidemiological data (51–53). 

M. tuberculosis drug resistance 

As stated earlier, resistance against first-line tuberculosis treatments is hindering global efforts to 

reduce the disease burden (WHO, 2018). Tuberculosis requires treatment with antibacterial drugs to 

reduce morbidity and prevent potential mortality. First-line anti-TB therapy is centred around four 

drugs: rifampicin (RMP), isoniazid (INH), ethambutol (EMB) and pyrazinamide (PZA) (54). However, 

there is increasing resistance to these drugs, especially RR-TB and MDR-TB (54). Second-line drugs are 

available to treat MDR cases, most importantly the fluoroquinolones (FQ; ciprofloxacin (CIP), ofloxacin 

(OFL), moxifloxacin (MOX)) and the injectables (INJ; amikacin (AMK), kanamycin (KAN), capreomycin 
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(CAP)). Treatment of drug-resistant TB is however far more complex, costly and time-consuming than 

the first-line protocol (itself having a duration of 6 months) and includes the usage of drugs with severe 

adverse effects (46).  

 

The onset of resistance against TB drugs likely occurs predominantly through mutations (e.g. single 

nucleotide polymorphisms (SNPs); small insertions and deletions) that modify drug targets (e.g. the 

proteins synthesized by the rpoB gene for rifampicin) or alter the proteins involved in the activation of 

pro-drugs (e.g. katG gene for isoniazid) (55–57) (Figure 5; Table 2). 

Figure 5: Mechanisms associated with drug resistance (58) 

 

It is important to emphasize that the timely detection and treatment of drug-resistant TB is critical not 

only for clinical outcomes at the individual patient level, but also for curbing the wider drug-resistant TB 

epidemic. Modelling studies have indicated that the transmission of undetected or untreated DR-TB, also 

in comparison to resistance potentially acquired during TB treatment, is a major contributor to the overall 

global burden of drug-resistant TB (59). In this thesis, the aim is to help develop new methods to make 

better predictions on whether patients carry drug-resistant TB strains, thereby providing these patients 

with an earlier diagnosis and more appropriate and effective treatment. 

Detection and prediction of drug resistance for Tuberculosis 

The determination of the drug-resistance profile for M. tuberculosis isolates has historically been 

performed in the laboratory by means of phenotypic testing, also called drug susceptibility testing (DST). 

However, this method is relatively slow and expensive, and it comes with inherent challenges that affect 

https://www.sciencedirect.com/topics/immunology-and-microbiology/drug-resistance
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accuracy and reproducibility (60). The phenotypic datasets for the M. tuberculosis studies described in 

this paper are available upon request.  

The challenges surrounding DST has fuelled interest in genotypic screening for drug resistance. However, 

the ability to make predictions based sequenced genomes requires an understanding of the genomic 

markers associated with resistance. Our knowledge of the genomic markers is unfortunately not 

complete, both in terms of individual markers and in terms of possible epistatic effects between drug-

resistance markers or between these markers and compensatory mutations (61). 

The sequencing of individual genes, and increasingly the sequencing of the entirety of pathogen 

genomes, and the increased availability of large genomic datasets, has enhanced the potential to infer 

these genomic markers. However, these data must be analyzed with appropriate statistical methods. 

Genomic-Wide Association Studies (GWAS) have historically been used to this aim (62), but these models 

need careful correction to account for population structure (e.g. lineages and sub-lineages in the case of 

M. tuberculosis) and moreover are less well suited to detect epistatic effects. Convergent evolution 

analysis (63) uses simple two-way table analysis methods to detect drug resistance mutations, but 

requires an accurate phylogenetic tree to account for the population structure, which is computationally 

more difficult to generate for large numbers of samples. In this thesis, the aim is to apply machine 

learning methods in a manner that expands on the GWAS approach in several ways, including allowing 

for more complex (epistatic) interactions between covariates.  

Table 2: Genes associated with drug resistance for M. Tuberculosis (64) 

Drug Genes 

Rifampicin rpoB, rpoC 

Isoniazid fabG1, inhA, katG, kasA, ahpC 

Pyrazinamide pncA 

Ethambutol embR, embC, embA, embB 

Streptomycin rpsL, gid, rrs 

Amikacin rrs 

Capreomycin tlyA ,rrs 

Kanamycin eis, rrs  

Ciprofloxacin, Ofloxacin, Moxifloxacin gyrA, gyrB 

Ethionamide fabG1, ethA 

Cycloserine alr, ald 

PAS folC, ribD, thyX, thyA 

PAS = para-aminosalicylic acid 

Whole genome sequencing (WGS) and bioinformatics 

The first whole genomes were sequenced using labor intensive capillary sequencing techniques (65). 

Subsequently, newer methods (e.g. shotgun sequencing and subsequently next-generation sequencing) 

allowed to sequence whole genomes at much greater scale and at much lower cost (65). More recently, 
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methods have also been developed to sequence genomes outside the standard laboratory settings (e.g. 

Oxford Nanopore Technology sequencing) (65). The resulting datasets are typically analyzed using a 

combination of bioinformatic tools. Typically, raw sequence data is assessed for quality, and 

subsequently aligned to a reference genome or de novo assembled (reference-free), to allow the calling 

of variants (e.g., SNPs, indels). This process typically results in a rectangular dataset with dimensions 

based on the numbers of genomic variants and samples. The characterized dataset of genomic variation 

subsequently requires (statistical) analysis to provide relevant information for clinical and 

programmatic users.  

M. tuberculosis, P. falciparum and P. vivax reference genomes were first sequenced in 1998, 2002 and 

2008, respectively (10,11,48). WGS has emerged as an increasingly common approach to characterize 

genomic isolates, in both clinical and research settings, and the number of M. tuberculosis, P. 

falciparum and P. vivax isolates that have undergone WGS has grown steadily. The datasets used in the 

project are summarized (Table 3). 

Table 3: Overview of the genomic datasets used in this thesis  

 P. falciparum P. vivax M. tuberculosis 

No. Isolates  5,957 658  32,689  

No. countries 27 13 30 

Median 

Sequencing 

coverage  

>30 fold genome coverage  >50-fold genome 

coverage 

>50-fold genome 

coverage  

No. SNPs ~750k ~588k ~640k 

Reference 

genome used 

Pf3D7 PvP01 H37Rv 

 

The availability of WGS datasets gives new possibilities to detect genomic drivers of resistance and 

make other predictions of interest. However, new methods are likely needed to accommodate the size 

of these datasets and to be able to detect epistatic interactions. The focus of my thesis is to understand 

whether machine learning methods applied to the large SNP datasets of M. tuberculosis and 

Plasmodium malaria pathogens can generate new insights and improve our ability to make predictions. 

Machine learning  

Machine learning (ML) is a sub-field within statistical learning, with the definition that a program or 

algorithm (the “machine”) is said to learn from experience “E” with respect to some class of 

tasks “T” and performance measure “P” if its performance at tasks in “T”, as measured by “P”, improves 

with experience “E” (66).  
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Over the past decade, there has been a growing interest in machine learning, fuelled by the increased 

availability of large datasets and increased computational power. These changes have brought 

attention to a specific set of models that allow for an alternative approach to analysing large datasets, 

with relatively few underlying model assumptions about the distribution and functional relationships 

between the included variables. These models have the potential to provide greater flexibility for 

problems of prediction in high dimensional variable spaces, when each individual variable contains 

limited information and with interactions between variables (67–69).  

ML subdivides into the fields of supervised, unsupervised and reinforcement learning. My work focuses 

on supervised learning, where the task to learn is a mapping from inputs to outputs, given a labelled 

training set (i.e. the aforementioned experience) of input-output pairs (70). In contrast, unsupervised 

learning uses an training dataset without labels and focuses on identifying and describing structures  

within this dataset (71), and reinforcement learning aims to map decisions to situations or states by 

learning to optimize rewards (72). Deep learning is a subset of machine learning where models learn in 

a hierarchical layer-based manner with relatively simple features as the starting point (43). 

The boundaries between the field of machine learning and the wider field of statistical learning are not 

well defined. In practice, the focus of the machine learning community, at least initially, was heavily 

centred on the topic of prediction, with a strong focus on predictive accuracy and computational speed, 

and with only trailing interest in inferential questions and the linkage to the wider statistical field (73). 

The main interest of many in the machine learning community was thus, phrased more informally, in 

“whether and how well we can predict”, and much less in “why we can predict” and “why our models 

work”. 

The focus on prediction, together with the aforementioned increased availability of both computational 

power and large datasets, led to a burst of activity to creatively apply, combine, modify and adapt 

different statistical learning models, all with the aim to improve predictive performance. The popularity 

of the prediction contests on Kaggle, and the methods deployed by winning teams, provide a vivid 

illustration of this dynamic. The reasons, from a statistical theoretical perspective, on why certain 

approaches were effective was not always initially understood and in some cases only became better 

understood over time (73). 

The development of convolutional neural nets provides a good example of this dynamic. The aim to 

achieve best-in-class performance on standardized image datasets led to the pioneering of many 

adaptations and modifications, such as for example the usage of max-pooling (74), drop-out (75), and 

new optimizers and activation functions (76). Only over time did the theoretical underpinnings of some 

of these innovations crystallize, explaining why they might be effective in improving predictive 
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performance (as well as what the reasons might be that the entire class of convolutional neural nets 

has shown such impressive performance on a wide range of tasks) (77). 

It is possible that, over time, machine learning might become a less distinct field within statistical 

learning, as the theoretical foundations and linkages to other statistical fields become better 

understood (73). 

ML methods have gained rapid traction in healthcare and biomedical settings, given the large amounts 

of data generated and the key interest in questions around screening, diagnosis and prediction in these 

settings (78). The range and depth of applications of ML  methods in the field of healthcare and 

bioinformatics is large, including prediction of acute kidney injury (79), the prediction of skin cancer 

(80) and from the prediction of diabetic retinopathy (81) to the prediction of protein folding (82). An 

overview of the use of ML and Deep learning in bioinformatics is given by Ravi and al (83). In the fields 

of TB and malaria field there have been applications of ML outside the prediction of drug resistance, 

including the classification of digital chest x-rays for TB (84), the detection of parasites for malaria in 

microscope films (85–88), the prediction of TB infection from both digital x-rays (84) and serological 

data (89), the classification of clinical malaria outcomes based on haematological indicators (90) and in 

supporting drug development for both new TB drugs (91) and new anti-malarial drugs (92). 

Machine learning for WGS datasets  

As mentioned, ML is an emerging tool for the analysis of WGS datasets, with the high-dimensionality of 

the data making the application of traditional methods more difficult, especially in settings where 

infection control stakeholders require updated analyses to inform decision making. There are many 

possible ML methods that one in principle could apply to WGS datasets. In this thesis, a pre-selection of 

models was made that offer: a) the ability to incorporate the features that traditionally-used methods 

struggle to include in a computationally efficient manner (e.g. epistatic interactions); b) a degree of 

interpretability and transparency, also to maximize the likelihood of adoption and uptake in clinical 

settings; and c) the possibility to use and apply these models in low-resource settings. With those 

objectives in mind, in this thesis at least two models were applied on the each of the questions of 

interest. The aim was to include one ML model that is highly interpretable, and at least one state-of-art 

model which has shown very strong performance in similar settings (but often is far more complex and 

less easy to interpret). The comparison between these two models moreover allows for the 

quantification of the extent of predictive performance one forsakes by using a simpler machine learning 

model. 

For classification tasks where labelled data was available, decision trees (DTs) were used as the simpler 

model. Gradient boosted trees (GBTs) were used as the more complex model, where they are a natural 
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transition from decision tree models and they have a strong performance on other predictive tasks (93–

96). For the prediction of the geographic location of malaria isolates, (penalized) linear and logistic 

regression models were applied as the simpler models, and their performance was compared to more 

complex convolutional neural net (CNN) models. Finally, for the image-based detection of positive 

selection and drug resistance in the malaria genome, only a CNN ML approach was adopted, given its 

unique fit to the task at hand. The performance of this CNN model was compared against statistical 

haplotype-based methods. A comparison of the approaches adopted is summarized (Table 4). 

 

Table 4: Machine learning methods used in this thesis (61)  

Machine learning method Description  

Penalized linear regression  Penalized linear regression is an adjustment of the traditional 

regression approach by adding a regularization factor (either a L1 

or a L2 term or a combination) to reduce the number of included 

features and/or shrink their coefficients in order to reduce 

variance (by inserting some bias) and improve the interpretability 

of the model (71).  

Penalized logistic regression  As per above, but taking a (logistic) classification approach 

Decision Trees (DTs)  Decision trees are recursive, greedy, top-down partitioning 

algorithms (71). Although they offer the benefit of easy 

interpretation, decision trees can suffer from high variance due to 

over-fitting of spurious features on small subsets of the data. 

Gradient Boosted Trees 

(GBTs) 

Gradient boosted trees build an ensemble of individually weak 

learners (often short and stumpy decision trees) in an adaptive 

manner by optimizing the approximation of the gradient of the loss 

function (71,97–99) 

Convolutional neural nets 

(CNNs) 

Convolutional neural nets are a sub-set of neural Networks that 

are often applied to image data. Convolutional networks 

incorporate a mathematical operation called convolution that 

facilitates the detection of features in an image in a location-

invariant manner (43) 

 

Project structure  
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The global disease control strategy for TB rests on accurate and cost-effective detection of drug resistant 

TB. Current methods of drug-resistance testing are either relatively slow, expensive, or inaccurate. ML 

methods that can predict known and unknown forms of drug resistance in WGS isolates may serve as a 

valuable complementary tool. Chapter 2 discusses the prediction of drug-resistance and the discovery of 

new SNPs using ML methods for M. tuberculosis. DT-based approaches were applied to 8,639 M. 

tuberculosis WGS isolates that have accompanying DST data across 14 anti-TB drugs. 

Chapter 3 utilizes the same dataset (as in Chapter 2) and develops a customized decision-tree algorithm 

called Treesist-TB. This algorithm enhances standard DTs by allowing the incorporation of priors and 

constraints on the features and sub-structures that can be included in the trees. The algorithm was 

subsequently applied in a new ensemble-based manner across individual studies to discover genomic 

variants that have support across multiple studies. The overall aim is ensuring robustness to the 

presence of DST errors in individual studies, which can lead to genomic variants being undetected in the 

analysis of aggregate datasets. 

Chapter 4 discusses the development of a new method to detect selective sweeps for P. vivax and P. 

falciparum. The detection of these signatures has historically been performed using a wide variety of 

methods that require a high amount of pre-processing and domain-specific expertise to extract 

features, or were not optimized for application on WGS libraries. Deep learning methods were applied, 

which do not require feature extraction. This application appears to be the first time deep learning or 

image-classifier-based methods have been applied to raw WGS data to detect selective sweeps. A novel 

image-based deep learning approach was applied that does not require extensive feature extraction 

using CNNs to identify selective sweeps. 

Chapter 5 discusses the prediction of the geographic origins of malaria isolates for P. falciparum and P. 

vivax. It explores the accuracy of both regular ML approaches as well as deep learning approaches, 

across regression and classification methods, to make predictions at different levels of geographic 

granularity.  

Overall, this work shows the potential of applying ML approaches to WGS pathogen datasets to make 

predictions that will improve clinical and programmatic decision making. It also shows the risks of not 

adapting and customizing algorithms to the specific context of the pathogen in question, and the 

additional power that can be harnessed if adaptation and customization is performed correctly. Much 

of my work has been published in peer review journals. Specifically, the research papers included in this 

thesis include: 
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Research paper 

(chapter) 
Authors Title 

Status, journal and 

year 

2 Wouter Deelder, et. al 

Machine learning 

predicts accurately 

Mycobacterium 

tuberculosis drug 

resistance from whole 

genome sequencing 

data 

Published, Frontiers in 

Genetics 

September 2018 

3 
Wouter Deelder, et al.  

 

A modified decision 

tree approach 

to improve the 

prediction and 

mutation 

discovery for drug 

resistance in 

Mycobacterium 

tuberculosis 

Published, BMC 

Genomics  

January 2022 

4 Wouter Deelder, et al.  

Using deep learning to 

identify recent 

positive selection in 

malaria parasite 

sequence data 

Published, Malaria 

Journal 

June 2021 

5 
Wouter Deelder, et al. 

 

Geographical 

classification of 

malaria parasites 

through applying 

machine learning to 

whole genome 

sequence data 

Submitted for 

publication, Nature 

Scientific Reports 
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S1 Figure 

Heatmap of included variant features in different sub-studies with colour-coding for subset of shared 

variants. The studies are highlighted on the x-axis. The y-axis has format of (gene, genomic position). 

The darker green colour are genomic variants that are in genes that were detected more than once 

across different studies (i.e. the gene has two or more filled cells in different columns in the diagram) 
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S2 Figure  

Tree diagrams of regular classification tree (left) and Treesist-TB (right). The nodes in the trees are 

colour coded as blue (resistant) and orange (susceptible). Each node indicates the splitting variable, the 

improvement in purity (Gini), the total number of samples and the split over the left and the right 

nodes  

 

A) Isoniazid  

 
 

B) Rifampicin 

 
 

C) Ethambutol 
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S3 Figure  

Tree diagrams of regular classification tree (left) and Treesist-TB (right). The nodes in the trees are 

colour coded as blue (resistant) and orange (susceptible). Each node indicates the splitting variable, the 

improvement in purity (Gini), the total number of samples and the split over the left and the right 

nodes  

 

(A) Para-aminosalisylic acid  

 

 

 

(B) Cycloserine 
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(C) Ethionamide 
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S1 Table 

Phenotypic drug susceptibility tests status by lineage 
 

Lineage N % Susc. RR-TB MDR-TB XDR-TB Other DR 

1 3155 9.6 2758 14 164 8 211 

2 8260 25.2 5243 200 1913 473 431 

3 3745 11.4 3053 19 439 37 197 

4 16700 51.0 13686 191 1732 239 852 

5 253 0.7 245 0 2 0 6 

7 148 0.4 142 0 2 0 4 

8 52 0.1 52 0 0 0 0 

9 3 0 3 0 0 0 0 

Other 373 1.1 283 0 3 0 87 

Total 32689 100 25465 424 4255 757 1788 

(%)   (77.9%) (1.3%) (13.0%) (2.3%) (5.5%) 

RR-TB rifampicin resistant; MDR-TB is defined as resistance to isoniazid and rifampicin; XDR-TB is 
defined as MDR-TB, with additional resistance to a fluoroquinolone and second-line injectable drug 
(pre-2021 definition). 
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S2 Table 

Sources of sequence data, and drug resistance phenotypes 
 

Drug Total 
tests 

# 
susc. 

# 
resist. 

% 
resist. 

# 
studies 

Study 
countries 

Lineage PMID 

INH 1835 1537 298 16.2 6 Malawi, Philippines, 
Thailand 

1-6 26116186,25336729, 
25854485,25336729,3
1234910,31243306 
 

RIF 2045 1880 165 8.1 7 Russia, Peru, South 
Korea, Philippines, 
Thailand 

1-6 PMC3939361,2611618
6, 25854485, 
31234910,31243306,2
7005572,27005572 
 

EMB 1999 1929 70 3.5 5 Russia, Philippines, 
Thailand 

1-6 PMC3939361,2611618
6, 25854485, 
31234910,31243306 
 

PAS 1114 1016 98 8.8 7 Portugal, South 
Africa, Uzbekistan, 
Russia, China, 
Belarus 

1-4 30321294,29358649,2
9460750,26116186,28
109869,PMC6685394,2
7903602 
 

CYS 833 683 150 18.0 5 Portugal, China, 
Belarus, South 
Africa 

1-4 30321294,29358649,2
8109869,27903602,30
948181 
 
 

ETN 2118 1437 681 32.2 16 Russia, Tunisia, 
China, Pakistan, 
Portugal, South 
Africa, Belarus  

1-4 30321294,29358649,2
9460750,26116186,28
109869,PMC6685394,2
7903602,30948181,30
789128,PMC3939361,2
9358649,29358649,26
418737,23995137,PMC
3939361,PMC3939361 
 

Susc. Susceptible; INH = Isoniazid, RIF = Rifampicin, PAS=para-aminosalisylic acid, CYS=cycloserine, 
ETH=ethionamide, EMB = Ethambutol
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S3 Table  

Summary of drugs and loci in TB-Profiler library 

Drug Locus Gene 
No. 

variants* 
TB-Profiler 

SNPs 
TB-Profiler 

Indels 

Rifampicin Rv0667 rpoB 115 94 25 

 Rv0668 rpoC 92 8 - 

Isoniazid Rv1483 fabG1 22 11 - 

 Rv1484 inhA 22 13 - 

 Rv1908c katG 93 226 37 

 Rv2245 kasA 16 4 - 

 Rv2428 ahpC 32 21 - 

Ethambutol Rv1267c embR 34 20 - 

 Rv3793 embC 85 25 - 

 Rv3794 embA 112 9 6 

 Rv3795 embB 125 127 1 

Ethionamide 

Rv1483 fabG1 20 3 - 

Rv1484 inhA 15 3 - 

Rv3854c ethA 208 33 42 

Rv3855 ethR 25 2 - 

PAS 

Rv2447c folC 23 18 - 

Rv2671 ribD 7 1 - 

Rv2754c thyX 7 1 - 

Rv2764c thyA 25 19 5 

Cycloserine 
Rv2780 ald 54 - 12 

Rv3423c alr 22 3 - 

*  Number of genomic variants in the individual studies used  

  



 
 

 

 

65 

 

S4 Table 

Frequency of Treesist-TB inferred variants in rifampicin, isoniazid, and ethambutol across 32k 

Mycobacterium tuberculosis isolates  

Drug Gene Mutation 
TB-
Profiler** Susc. % 

MDR-TB 
% 

XDR-TB 
% 

Other 
resist. % 

 RIF   rpoB   N163K   no   -     <0.1   -     -    

 RIF   rpoB   V170F   Yes  -     1.0   <0.1   0.3  

 RIF   rpoB   L430P   Yes  -     1.7   1.3   0.7  

 RIF   rpoB   Q432K   yes   -     0.3   -     0.1  

 RIF   rpoB   Q432L   yes   <0.1   0.3   0.3   <0.1  

 RIF   rpoB   D435Y   yes   -     3.4   2.0   1.9  

 RIF   rpoB   D435V   yes   -     7.9   11.0   0.7  

 RIF   rpoB   S441L   yes   -     0.6   0.3   0.1  

 RIF   rpoB   H445D   yes   -     4.1   1.8   0.9  

 RIF   rpoB   H445N   yes  -     1.3   0.4   0.4  

 RIF   rpoB   H445Y   yes   -     5.5   2.5   2.2  

 RIF   rpoB   H445R   yes  -     2.1   0.9   0.2  

 RIF   rpoB   H445L   yes   -     1.4   0.8   0.2  

 RIF   rpoB   S450L   yes   <0.1   65.3   70.7   4.9  

 RIF   rpoB   L452P   yes   -     2.9   5.9   0.6  

 RIF   rpoB   I491F   yes   -     1.4   0.6   0.6  

 RIF   rpoC   N1239D   no   <0.1   -     -     -    

 RIF   rpoC   E1289A   no   <0.1   -     -     -    

 INH   fabG1   -126G>A   no   <0.1   16.8   34.6   12.6  

 INH   katG   Y597D   no   -     -     -     <0.1  

 INH   katG   T568P   no   <0.1   <0.1   -     -    

 INH   katG   A476V   no   <0.1   -     -     -    

 INH   katG   S315T   yes   <0.1   79.2   78.6   28.8  

 INH   katG   S315N   yes   -     1.8   1.3   1.1  

 INH   katG   S302R   yes   -     <0.1   <0.1   0.1  

 INH   katG   W300C   no   -     -     -     <0.1  

 INH   katG   G297V   yes   <0.1   <0.1   -     <0.1  

 INH   katG   P193fs   no   -     -     -     <0.1  

 INH   katG   L159F   no   <0.1   -     -     -    

 INH   katG   G156D   no   -     <0.1   -     -    

 INH   katG   A144V   no   <0.1   -     -     -    

 INH   katG   D142G   no   <0.1   <0.1   -     <0.1  

 INH   katG   L141F   yes   <0.1   <0.1   -     0.1  

 INH   katG   N138D   yes   -     <0.1   -     <0.1  

 INH   katG   A109V   yes   -     <0.1   -     <0.1  

 INH   katG   Y98C   no   <0.1   <0.1   -     0.2  

 INH   ahpC   -4359G>A   no   -     0.4   -     <0.1  
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 INH   ahpC   -48G>A   yes   -     1.2   1.2   0.4  

 EMB   embA   -31delC   no   -     0.2   <0.1   -    

 EMB   embA   -16C>T   yes   -     2.1   4.4   0.2  

 EMB   embA   -16C>A   no   <0.1   0.8   0.7   <0.1  

 EMB   embB   M306V   yes  -     23.8   35.3   1.6  

 EMB   embB   M306L   yes   -     1.3   1.2   0.3  

 EMB   embB   M306I   yes   <0.1   20.2   26.7   3.0  

 EMB   embB   G406A   yes   -     6.6   6.5   0.4  

 EMB   embB   Q497K   yes   -     1.2   0.9   0.3  

 EMB   embB   Q497R   yes   -     5.6   8.0   0.5  

 EMB   embB   D1024N   yes   -     2.0   1.8   0.1  

* from (50); INH = Isoniazid, RIF = Rifampicin, EMB = Ethambutol; RR-TB rifampicin resistant; MDR-TB 

multidrug resistant; XDR-TB Extensively drug resistant; ** underlined if mentioned in 

www.who.int/publications/i/item/9789240028173 as a high confidence (group 1) resistance 

mutation (sourced Nov. 2021) 

 

  

http://www.who.int/publications/i/item/9789240028173
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S5 Table  

Frequency of Treesist-TB inferred variants in para-aminosalisylic acid, cycloserine, and 

ethionamide across 32k Mycobacterium tuberculosis isolates*  

Drug Gene mutation 
TB-
Profiler** Susc. % 

MDR-TB 
% 

XDR-TB 
% 

Other 
resist. % 

PAS folC E153G yes - 0.3 0.4 0.0 

PAS folC E153A yes - 0.2 0.3 <0.1 

PAS folC S150G yes - 0.9 1.4 0.3 

PAS folC S98G no - 0.0 0.3 0.0 

PAS folC R49Q no - 0.8 0.3 0.2 

PAS folC I43T yes - 0.7 3.1 0.2 

PAS Rv2670c A5V no <0.1 4.5 6.1 0.8 

PAS thyX -4C>T no <0.1 0.4 1.7 <0.1 

PAS thyX -9G>A no <0.1 0.6 0.5 0.1 

PAS thyX -16C>T yes <0.1 1.8 3.6 0.5 

PAS thyX -18G>T no - <0.1 0.2 <0.1 

CYS rpoC D485Y no - 0.5 1.5 <0.1 

CYS rpoC I491T yes - 1.3 4.3 <0.1 

CYS alr Y388D no - 0.5 1.1 - 

CYS alr L283P no <0.1 - - - 

CYS alr L113R yes - 0.8 8.5 <0.1 

CYS alr T20M no - 0.1 0.4 <0.1 
ETH gyrA A90V yes <0.1 4.6 32.0 1.4 
ETH gyrA S91P yes - 0.9 8.7 0.6 
ETH gyrA D94A yes <0.1 2.3 12.8 0.4 
ETH gyrA D94G yes <0.1 5.9 36.5 2.3 
ETH mshA A133fs no - <0.1 - - 
ETH mshA H175fs no - <0.1 - - 
ETH mshA V237L no - <0.1 - - 
ETH mshA A422V no - <0.1 - - 
ETH fabG1 -23G>C no - <0.1 - - 
ETH fabG1 -107G>A no <0.1 0.4 1.3 <0.1 
ETH fabG1 -126G>A no <0.1 16.8 34.6 12.6 
ETH fabG1 -133A>G no - 1.3 4.2 0.8 
ETH fabG1 -133A>T no - 1.4 5.7 0.3 
ETH inhA I21T yes - 1.2 1.0 0.3 
ETH inhA R27W no - <0.1 - - 
ETH inhA I194T yes - 2.0 5.3 0.3 
ETH inhA P251R no 1.3 1.6 1.4 1.1 
ETH ethA W455 no - 0.1 0.6 <0.1 
ETH ethA K448fs no - 0.1 <0.1 <0.1 
ETH ethA P436fs no - <0.1 - - 
ETH ethA A352fs no - 0.2 0.6 0.1 
ETH ethA P334A no 0.4 0.9 1.0 0.4 
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ETH ethA F320S no - - <0.1 - 
ETH ethA L295fs no - 0.2 <0.1 - 
ETH ethA C294 no - <0.1 - - 
ETH ethA R279 no - <0.1 0.2 - 
ETH ethA Q269 yes - 0.2 <0.1 - 
ETH ethA M260I no <0.1 <0.1 - 0.1 
ETH ethA W256 no <0.1 0.6 2.0 0.1 
ETH ethA C253F no - - 0.2 - 
ETH ethA T236fs no - <0.1 - - 
ETH ethA Y235fs no - 0.2 0.6 <0.1 
ETH ethA W228 no <0.1 - <0.1 - 
ETH ethA N226fs no <0.1 <0.1 <0.1 - 
ETH ethA K224 no <0.1 <0.1 - - 
ETH ethA A222V no - <0.1 - - 
ETH ethA S208L no <0.1 <0.1 - - 
ETH ethA R207G yes - <0.1 0.2 <0.1 
ETH ethA V202F no - <0.1 0.2 - 
ETH ethA L194P no - <0.1 - - 
ETH ethA T186P no - <0.1 <0.1 <0.1 
ETH ethA P164R no - <0.1 - - 
ETH ethA P160fs no - 0.4 <0.1 0.2 
ETH ethA C137R no - 0.3 0.2 <0.1 
ETH ethA C137R no - 0.3 0.2 <0.1 
ETH ethA W116 no <0.1 <0.1 0.3 - 
ETH ethA K103fs no - <0.1 - - 
ETH ethA W45 no - 0.1 0.6 <0.1 
ETH ethA K37fs no - 1.4 1.8 0.1 
ETH ethA L35R no - 0.2 - - 
ETH ethA Q24 no <0.1 0.8 0.9 0.1 

ETH ethA D6fs no - <0.1 - - 

* from (50); -  refers to a frequency of zero; PAS=para-aminosalisylic acid, CYS=cycloserine, 

ETH=ethionamide; RR-TB rifampicin resistant; MDR-TB multidrug resistant; XDR-TB Extensively drug 

resistant; ** underlined if mentioned in www.who.int/publications/i/item/9789240028173 as a high 

confidence (group 1) resistance mutation (sourced Nov. 2021) 
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S1 Table  

Please note the separate file S1_Table.xlsx – available online upon publication  

S2 Table  

Please note the separate file S2_Table.xlsx – available online upon publication 

S3 Table  

The machine learning parameter settings for the models 

Name Classifier 
 

Predicts Fixed Parameters Cross-validated 
parameters * 
 

LOG-C** Penalised 
Multinomial 
Logistic 
Regression – 
classification 

Region, 
Country, 
and GPS 

Penalty type = ”L1” 
Tolerance=0.001 
Maximum 
iterations=1000 
 

Penalty = 0.01/0.1 

LIN-R** Penalised 
Linear 
Regression -
regression 

GPS Penalty type = ”L1” 
Tolerance=0.001 
Maximum 
iterations=1000 

Penalty = 
0.003/0.003 

CNN-C Convolutional 
Neural 
Network -
classification  

Region, 
Country, 
and GPS 

Epochs=1000 
Early stopping with 
patience of 900 

- 

CNN-R Convolutional 
Neural 
Network – 
regression  

GPS Epochs=1000 
Early stopping with 
patience of 900 

- 

GPS Global Positioning System; LOG-C penalised multinomial logistic regression classifier; CNN-C 
CNN classifier; LIN-R penalised linear regression model; CNN-R CNN regression model. 

* Performed on P. falciparum and P. vivax data separately, across a cross-validation range of 
parameter values of 0.001, 0.0031, 0.01, 0.031, 0.1, 0.31 and 1, resulting in this case in the same 
penalty values for P. falciparum and P. vivax. 
** There are two penalty parameters due to latitude/longitude 
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S4 Table  

Classification accuracy at a country level for P. falciparum (Pf) and P. vivax (Pv) 

Region  Country Pf 
LOG-C 

Pf 
CNN-C 

Pv 
LOG-C 

Pv 
CNN-C 

West Africa   Benin  100 100 - - 

  Burkina Faso  75.0 75.0 - - 

  Gambia  93.8 100.0 - - 

  Ghana  95.7 90.3 - - 

  Guinea  62.5 62.5 - - 

  Mali  63.2 63.2 - - 

  Mauritania  - 50.0 - - 

  Nigeria  50.0 50.0 - - 

  Senegal  62.5 50.0 - - 

East Africa   Kenya  63.6 72.7 - - 

  Tanzania  100 100 - - 

  Uganda  50.0 50.0 - - 

Horn of Africa   Ethiopia  100 100 100 100 

Central Africa   Cameroon  95.7 100 - - 

South Central Africa   DRC  100 100 - - 

Southern Africa   Madagascar  100 100 - - 

  Malawi  66.7 33.3 - - 

South Asia   India  - - 100 100 

  Bangladesh  100 100 - - 

South East Asia (SEA)  Cambodia  98.2 97.3 100 100 

  Laos  83.3 83.3 - - 

  Myanmar  100.0 95.8 66.7 66.7 

  Thailand  98.9 98.9 100 100 

  Vietnam  71.4 92.9 100 100 

  China  - - 0 100 

Southern SEA   Malaysia  - - 100 100 

South America   Colombia  100 100 100 100 

  Peru  100 100 100 100 

  Brazil  - - 100 100 

  Mexico  - - 100 100 

 Oceania   Papua New Guinea 100 100 100 100 

CNN Convolutional Neural Network, DRC Democratic Republic of Congo; LOG-C multinomial logistic 
regression classifier; CNN-C CNN deep learning classifier; LIN-R penalised linear regression model; 
CNN-R Penalised CNN regression model. 
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S5 Table  

Confusion matrices for the best predictive classification models 

(a)  P. falciparum (CNN-C, regional level) 
Please note the separate file S5_Table.xlsx – available online upon publication 

(b) P. vivax (LOG-C, regional level) 
Please note the separate file S5_Table.xlsx – available online upon publication 

(c)  P. falciparum (CNN-C, country level) 
Please note the separate file S5_Table.xlsx – available online upon publication 

(d) P. vivax (LOG-C, country level) 
Please note the separate file S5_Table.xlsx – available online upon publication 

CNN Convolutional Neural Network, LOG-C multinomial logistic regression classifier; CNN-C CNN 
deep learning classifier 

 

 
 

 

 

  



 
 

 

 

121 

S1 Figure  
 
Distribution of the minor allele frequencies across the SNPs  
 

a) P. falciparum (N=750k SNPs) 

 

b) P. vivax (N=588k SNPs) 
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S2 Figure  

Maps with predicted vs. actual locations for all models  

(a) P. falciparum 

 

Legend: Blue points are the actual locations in the dataset, red points are the predicted locations, with 
red lines linking the actual and the predicted locations. Logistic classification refers to a multinomial 
logistic model. 
 

(b) P. vivax 
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Legend: Blue points are the actual locations in the dataset, red points are the predicted locations, with 
red lines linking the actual and the predicted locations; Logistic classification refers to a multinomial 
logistic model. 
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Discussion  

 
In this thesis, I explored the application of ML methods to whole-genome sequenced datasets for P. 

Falciparum and P. Vivax parasites and M. tuberculosis bacterial isolates. In Chapters 2 and 3, I 

applied (customized) ML methods to M. tuberculosis isolates to predict drug-resistance. In Chapter 

4, I described the application of novel deep learning method (Deepsweep) to identify loci under 

putative selection pressure in the genomes of P. falciparum and P. vivax. Finally, in Chapter 5, I 

aimed to resolve the challenge of accurate geo-classification of the origin of P. falciparum and P. 

vivax infections by applying ML methods. There are several cross-cutting observations can be drawn 

from  this work.  

Machine learning methods can improve on traditional statistical methods for analysing WGS 

datasets. For example, the ML methods applied in Chapter 2 had a higher predictive accuracy for some 

drugs than traditional GWAS-based methods. In Chapter 3, similarly, the Treesist-TB algorithm was 

shown to outperform the TB-Profiler method for some drugs. In these applications, the ability of the 

ML methods to include interactions between features (i.e., epistatic effects) was likely a contributor 

to the superior performance relative to traditional methods. In all applications, the risks of overfitting 

were minimised. In Chapter 4, it was demonstrated that the novel application of a deep learning 

(DeepSweep) approach can be used for selective sweep detection and prediction, thereby identifying 

loci that are putatively subject to selective pressure. The DeepSweep algorithm can simultaneously 

analyse and identify population-genomic features encoded in different parts of the haplo-images, with 

great flexibility for training on other population genetic signatures and data from other organisms or 

simulated models. In Chapter 5, the analysis revealed a strong performance of ML and deep learning 

methods to determine the geographic origin of malaria isolates. Overall, our applications and ML 

methods appear well-suited for the analysis of high-dimensional WGS datasets. 

It is critical to understand big data at a granular level. The datasets that we use, including both the 

genomic features and the training labels, often contain errors and idiosyncrasies that are artefacts of 

the way they were collected and compiled. For example, in Chapter 2 we observed and discussed that 

the drug-sensitivity labels contain inaccuracies due to the complexity and sensitivity of phenotypic 

drug sensitivity testing. Of course, these inaccuracies are one of the main reasons given to consider 

genotyping instead of phenotypic testing. Training an algorithm on the phenotypic labels could result 

in an extreme situation to a model that perfectly predicts the erroneous labels. When combined with 
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other potential sources of bias (such as a non-representative structure of the dataset), this can 

significantly impair the performance of the models when applied outside the training set. For example, 

the known inaccuracies in the DST process for pyrazinamide (PZA) combined with sequential testing 

and the structure of our datasets (which contain insufficient isolates that are solely resistant to PZA 

and an overrepresentation of MDR and XDR cases) lead to the inclusion of non-causally linked 

resistance markers in ML models, which very likely would not translate into optimal performance in a 

real-life clinical setting. The sole way to prevent this generalization problem is careful analysis and 

understanding of the process through which the data and the phenotypic labels were generated, 

including conducting descriptive analyses to understand the structure of the datasets, and where 

needed assessing model performance on simulated artificial data. This process can be slow and time-

consuming, and it is at perennial risk of being ignored when ML models show seemingly impressive 

results when applied “out of the box”.   

It is important to ensure the transferability of a model from the training environment to a clinical 

or programmatic setting. The datasets used to train ML models in the infectious disease setting are 

often not an exhaustive or representative sample of the population of interest as encountered in 

clinical practice or disease control settings. In the balance between optimization and generalization, 

the models might as a result be too optimized to these specific datasets (or mis-specified) at the cost 

of generalizability to unseen data. An example is given in chapter 5, where I demonstrate that the 

country-level predictive accuracy of the geo-classification ML models drop sharply for isolates from 

countries held out of the training set. Another example can be found in Chapter 2, where I discuss 

whether cross-resistance markers should be included in predictive models. Due to the interaction 

between DST errors, sequential testing, and the structure of the genomic training datasets, the 

inclusion of such markers is likely to decrease the generalizability of the model and lead to lower actual 

performance in clinical settings. The inclusion of co-occurrent resistance markers might lead to 

overoptimism in the estimated performance that may not translate optimally into clinical practice. In 

Chapter 3, I showed that it is possible to improve generalizability through model specification 

decisions such as restricting the inclusion of highly unlikely sub-structures in the decision-tree models. 

Although this exclusion slightly diminishes the performance in the training environment (lower 

optimization), I believe that it is likely to increase the performance of the model in clinical and 

programmatic settings (higher generalization). As shown in Chapter 5, in some cases, the 

generalizability of the ML models can be tested straight-forwardly, for example, through leave-out 

cross-validation. In other cases, potential generalization challenges can only be progressed by careful 
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scrutiny of the covariates or features and the manner in which these features are combined in the ML 

models. The difficulty of performing this task tends to be inversely proportional to the complexity of 

the model; this is an important consideration for the application of deep learning models.  

There is a need to develop and implement methods that are able to estimate predictive uncertainty. 

Many ML methods generate predictions without providing estimates of the confidence in these 

predictions. In clinical and programmatic settings, the degree of confidence in the prediction can 

however be of great value. For example, for the decision-tree models in Chapters 2 and 3, a clinician 

or diagnostician making a diagnostic decision might decide to perform additional phenotypic testing 

if the genomic prediction has a relatively high degree of uncertainty. For the geoclassification models 

described in Chapter 5, a decision maker will likely benefit from understanding the uncertainty in the 

prediction at different levels of geographic granularity. For the selective sweep model, users might 

want to prioritise laboratory-based confirmation of putative loci to those with the highest degree of 

predictive confidence. Historically, the estimation of predictive uncertainty has received little 

attention in the ML community and it has not routinely been incorporated into software packages. 

However, this approach is slowly changing, including through the pioneering work of using drop-out 

in deep-learning models to estimate predictive uncertainty (118,123). 

It is important to understand the loss in performance caused by imposing constraints that serve to 

increase the interpretability and simplicity of ML models in the aim to stimulate adoption. Clinicians 

and diagnosticians may be more able and willing to adopt new tools if the underlying predictive 

models are interpretable and easily understandable. Thus, it is relevant to understand what the loss 

in performance might be if an ML algorithm is constrained to develop a model that meets 

predetermined objectives of simplicity (e.g., the final decision tree follows a simple set of rules and 

can fit on a single page). In some cases, the trade-off between slightly lower performance but higher 

likelihood to adopt might be worthwhile. 

It is important to remain prudent and cautious about making inferential statements from predictive 

ML models. For several applications discussed in this thesis, I aimed to make predictions, for example,  

concerning whether an isolate is drug-resistant. Often, it is also of interest to understand which 

features (e.g., SNPs) drive this prediction. However, the estimates of accuracy that accompany 

predictions (e.g., as determined though cross-validation) do not apply to inferential observations. For 

example, within a 10-fold cross-validation, even though the variance in the predictive accuracy might 

be small across folds, the features included in the fitted models might shift drastically between folds. 
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The instability of feature inclusion will apply to the final fitted model as well, and therefore should be 

considered when making inferential statements. 

There is a need to build on previous studies and prior knowledge. ML studies often start “from 

scratch” and do not incorporate the findings and outcomes of other studies and prior research. This 

exclusion often comes to the detriment of model performance. This issue was demonstrated in 

Chapter 4, where the benefits of including the information encoded in the sub-study labelling were 

revealed. Using this information, rather than grouping all isolates together in one dataset, allowed for 

the partial compensation for specific DST errors that might disproportionally affect some data subsets. 

In Chapter 4, I pioneered an approach for using prior knowledge to inform the number and 

prioritization of genes included in the ML models and the sub-structures allowed in the trees.  

Future directions of work  

There are multiple directions for future research across a range of dimensions, namely to:  

• Develop and use larger and higher-quality datasets. Bigger datasets will help with making more 

accurate predictions. There is especially a need for more (labelled) data for rarer events, such as 

drug-resistance for third-line TB drugs. Moreover, there is an opportunity to use higher-quality 

data and filter out subsets of data that have high rates of suspected error (in either genomic 

sequencing or labelling). It would also be valuable if more quantitative drug-sensitivity datasets 

would be available for machine learning purposes. This would potentially allow for both the 

assessment of effect sizes of individual mutations and the identification of new mutations. 

• Build on, and bring in, other sources of information. In many cases, there is existing knowledge 

that is not included in the training process. Some of these data sources (e.g. gene function) de-

facto can serve as priors and, in a Bayesian manner, could be used to inform the confidence in the 

predictions of our machine learning models.  

• Build bridges to other fields of statistical learning. In order to incorporate prior knowledge and 

other sources of information, there is also a parallel need and opportunity to further pioneer and 

develop more Bayesian-oriented ML approaches and strengthen the connections to this 

important domain of statistical learning.   

• Build bridges to other population-genetic methods. There is an opportunity to develop ML 

methods that can stretch across population-genetic domains. For example, it is likely possible to 

make more accurate predictions by integrating the outcomes of phylogenetic inferences into 
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machine learning predictions. However, for example, at the moment, there are no well-

established methods to incorporate the information encoded in phylogenetic tree structures as 

covariates in machine learning models.  

• Ensure that tools can be adopted by clinicians and programme managers. More work can be 

done to ensure that the applications and tools derived from ML models, and their predictions, are 

available and adopted by intended users. Availability can be advanced by ensuring that tools are 

accessible through online portals (e.g., where users can upload their isolates and obtain 

predictions), which also would benefit users in low-resource settings. Adoption can be advanced 

by ensuring that models are (where possible) interpretable, that efforts have been made to ensure 

generalizability, and that measures of predictive accuracy are provided to the user.  
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Conclusions  

The negative trend in global disease outcomes for TB and malaria, driven in part by resistance 

against available drugs, diagnostics, and tools, create a renewed need for methods that can help 

guide the optimal usage of the resources and commodities at our disposal. The increasing adoption 

of whole genome sequencing is creating a new wealth of raw genomic “big” data. ML approaches 

offer great potential to analyse these datasets and make predictions to guide decision makers. 

However, it is still essential to customize and adapt these ML methods to the disease-specific 

context, and to resist the temptation to apply them “out of the box.” There is a lurking danger of 

over-optimistic predictions and impressive performance on training datasets that likely will fail to 

generalize in real-life settings. With the right caution and customization, this thesis has shown that 

ML methods and approaches have the potential to play a valuable role in the fight against the 

scourges of TB and malaria, and with adaption, other infectious diseases.  
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