
CHAPTER 5

How Policy Appetites Shape, and Are
Shaped by Evidence Production and Use

Kathryn Oliver

“New York is not a City of Alleys”, Nick Carr, Location Scout

“I’ve worked on more films that want to find the imaginary version
of New York than the real. The big thing I always get asked to find
are dank dilapidated alleys, and New York City has, like, 5 alleys that
look like that. Maybe four. You can’t film in three of them. So what
it comes down to is there’s one alley left in New York, Cortlandt
Alley, that everybody films in because it’s the last place.

I try to stress to these directors in a polite way that New York is not
a city of alleys. Boston is a city of alleys. Philadelphia has alleys. I
don’t know anyone who uses the ‘old alleyway shortcut’ to go home.
It doesn’t exist here. But that’s the movie you see. Your impression
of New York is that it is the city of alleys, and then directors will
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come here, they’ve seen movies set in New York and they want their
movies to have alleys.

And it’s this self-perpetuating fictional version of New York that
just kills me because movies are so much more interesting when
you show a side of New York that actually exists but isn’t regularly
highlighted”.1

1 Introduction

For many years, researchers have advocated for greater research impact
on policy. This advocacy has often, in an attempt to be helpful, taken
the form of specifying preferred types of evidence (the randomised
controlled trial or systematic review, for example) and preferred direc-
tions of policy change. A simplistic model, often termed the technocratic
or rationalist model, of knowledge uptake is presented: a problem is iden-
tified, the most ‘robust’ research evidence possible is created to solve this
problem, the research recommendations are implemented, and the policy
problem is solved. Policymakers—who draw on many and varied kinds
of evidence—have responded to this advice by funding and supporting
particular versions of knowledge (e.g., trials units, systematic review facil-
ities such as the What Works Centres and the National Institute for Health
Care and Excellence in the UK).

Yet the production of evidence, and its use are far from simple
processes. From discussions about the plurality of evidence (Parkhurst &
Abeysinghe, 2016; Petticrew & Roberts, 2003), to the politicisation of
research systems and the role research plays in the world, many have
argued against the simplistic view of ‘best’ evidence put forward above,
which ignores both values and people. So why does this narrative remain
so powerful, even though even many of its proponents would agree that it
is an overly simplistic way of understanding how evidence informs policy?

Unfortunately, the dominance of the rationalist model really matters
because it affects how policy appetites for evidence, and the actual
production of evidence. It narrows the range of evidence available to
policymakers in shaping and framing problems and solutions, and conse-
quently there is less support for research which sits outside these framings.
This in turn has led to misunderstandings, methodological in-fighting,

1 https://www.citylab.com/design/2011/11/film-location-scout-pet-peeves/521/

https://www.citylab.com/design/2011/11/film-location-scout-pet-peeves/521/
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misuse of evidence by decision-makers, and vested interests. What might
an alternative be?

To better understand how policymakers find and use evidence, we
need a broader lens to examine the political economy of knowledge. By
understanding what knowledge is, and ‘its forms of extraction, points
of commodification, how it is refined as intellectual property’ (Tilley,
2017), we can better conceptualise its role in decision-making, and begin
to imagine the broader evidence-policy system within which knowledge
is exchanged. Between 2014 and 2019 in the UK, I conducted 91
interviews with researchers and policymakers in the UK, discussing the
challenges of evidence use in policy. I draw on these interviews in this
chapter to explore how knowledge production, mobilisation and use
shape and are shaped by policy appetites. This offers a new way to begin
thinking about how to creatively shape a more helpful environment for
both policy and evidence.

2 The Rationalist Model

Researchers and policymakers alike have sought to conquer the challenge
of improving health and social outcomes by implementing improved
decision-making. Evidence and data use have for decades, if not centuries,
been at the heart of this drive. For many, the relationship between these
processes is a straightforward, linear one of problem definition, solution
creation, and implementation. In this vision, research is there to provide
solutions for real-world problems faced by policymakers and practitioners.
For their part, policymakers and funders have made investments in applied
research tied to explicit policy priorities, with an emphasis on disciplines
deemed likely to produce ‘economic value’ (Bastow et al., 2015). This has
broadly meant spending money on solutions-oriented evidence, or to put
it another way, research which assists policymakers in selecting options for
policy implementation.

From the very beginnings of the evidence-based medicine and
evidence-based policy movements (in the UK, usually agreed to be
Cochrane’s, 1972 ‘Effectiveness and Efficiency’ report (Cochrane, 1972;
Oliver & Pearce, 2017), through the growth of evidence-synthesis organ-
isations, to the training of individual researchers to increase their impact,
this has come to mean a particular form of evidence and research. Under-
pinning this is the notion of the hierarchy of evidence, which is a heuristic
describing the strength of different methodological designs. Although
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extensively critiqued, it has also been translated into outcomes-focused
decision-making tools such as GRADE (Movsisyan et al., 2018; Shen-
derovich et al., 2019). This hierarchy affirms and assigns value to different
pieces of evidence on the basis of research design; in particular, the
randomised controlled trial (RCT), and the systematic review or evidence
synthesis. RCTs are valued because this research design minimises the
chance that random chance has led to the research finding, meaning that
they have high internal validity, and that readers can have confidence that
the research finding is reproducible. The systematic review exhaustively
brings together evidence on a particular question, assessing the strengths
and weaknesses in a body of work. Systematic reviews of RCTs are consid-
ered particularly robust—the peak of the evidence hierarchy—but both
are prioritised and highly valued (de Souza Leão & Eyal, 2019; Pearce &
Raman, 2014; White, 2019). As ably recounted elsewhere, RCTs have
been around for almost a century, but in the last 20 years there has been
a huge increase in their funding and use (Deaton & Cartwright, 2018;
Pearce & Raman, 2014).

The seductively simple process offers an attractive vision of a world
where, if only enough research evidence were available, acted on by
willing and capable decision-makers, life in general would be better. We
could summarise this view as:

• Policy is best made using research evidence.
• RCTs and systematic reviews are the best kind of evidence.
• Researchers should do more, better RCTs and SRs, and maximise
their use by policymakers.

This is a very technocratic, rationalised view of policymaking which is still
widely held (Wood, 2019). Thus, we find researchers offering aspirational
views of their possible impact:

For our department, [impact] means having certain policies and practices
put in place because of our research. (Academic, criminal justice)

Large national bodies who would then take our research and maybe them-
selves translate it into guidance, which might be used by non-scientists and
non-researchers. (Social scientist)
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Well it’s good to feel actually that the policy is becoming more evidence
based, as long as it doesn’t turn into some sort of matrix based thing
where you think you measure something and we should change the world
to increase that. Everything is matrix based and you can’t do anything if
you can’t find a matrix. But I think that rational view is welcomed. (Social
scientist)

I would like our research to ultimately result in some change in the energy
system and since we are not in control of the energy system and we do
not build energy systems ourselves that means that we will have to have
our impact through working with partners. (Engineer)

The version of policy decision-making which these researchers share is
quite clear:

It’s really important that policy is based on the best evidence that’s
possible. (Engineer)

Policymaking is seen to be optimised by easy access to high-quality,
systematically identified and analysed evidence, which then forms the
primary “input” to the policy process (see, e.g., Oxman et al., 2009: 1).
The steps within this process are then laid clear for all to see, to enable
‘accountability’ and revision.

2.1 The Dominance of the Rationalist Model

Given the perceived simplicity of this process, it may be puzzling to its
proponents why these improvements often fail to materialise in the real
world. Scholars—particularly from the social and political sciences—have
problematised the relationship between evidence and policy, recognising
its complexity. The policy sciences have demonstrated convincingly that
policy operates in a complex, even chaotic fashion. The linear model
(positing problems, solutions, evaluations of these solutions, and thus
improved policy) bears little resemblance to the multi-level complex adap-
tive governance that characterises most legislative systems. These days,
most policymakers and many (especially social and political researchers)
believe that a pluralist, diverse evidence base is the ideal starting point
for decisions to be made about public policy and practice (Head, 2008).
As a way of achieving this aim, it is now fairly common to see calls
for more deliberative, democratic approaches to knowledge production
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and use (Degeling et al., 2017; Stewart, 2017); see Chapter 13 (Cassola
et al., 2022) and Chapter 4 (Kothari & Smith, 2022). This approach
recognises that all forms of knowledge are social, in the sense that they
are interpreted by humans within social settings, and therefore driven by
and subject to societal and political values and interests (Douglas, 2009;
Fafard, 2015; Jasanoff & Polsby, 1991). However, despite these efforts,
all too frequently the ‘problem’ is seen as being a ‘lack of data’, ‘lack of
evidence’, or perhaps ‘poor evidence uptake’ (where the evidence exists,
but is not acted on).

2.2 Why Has This Rationalist Model
Held Strong, and Does It Matter?

One reason may be because (ironically) social and political scientists have
tended to emphasise the complex nature of policymaking and the intran-
sigent nature of the challenges facing decision-makers. While not wishing
to argue with either of these characterisations, a lack of clear, informed
lessons for other researchers and decision-makers may have meant that
many relied on simplistic, easy-to-understand models of the policy world.
So, for many researchers new to this field, their only way of getting
a handle on what policy is, is to learn from the informal discussions
between academics, from funders, or from university-led training courses.
These tend to produce generic discourses of a simplified version of how
evidence and policy interact, drawing on the misleading advice of unusu-
ally successful academics, or otherwise aiming to equip researchers with
the idea (and tools to help) of maximising their impact. For example,
many universities in the UK and internationally seek to increase their
influence in the policy world. To do this, they encourage researchers
to engage with government through in-house courses and incentive
structures (Fafard & Hoffman, 2020; Hopkins et al., 2021). While well-
intentioned, universities tend to rely on the rationalist model of research
impact—perhaps because their teaching and examples are often derived
from high-status researchers and projects from the faculties of medicine
and science, not the political and social sciences. The alternative to the
rationalist model is a highly complex evidence-policy ecosystem. For many
this is hard to conceptualise, and researchers may feel is too difficult to
engage with and influence as a whole. Thus, researchers and policymakers
have formed, and are able to continue to promote, an unrealistically
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simple view of the nature of policy and evidence which is both rationalist
and technocratic.

From the political and social sciences, attempts to challenge this over-
simplified story have resulted in better conceptualisations of the nature
of the problem, but not really in actionable next steps for those wishing
to improve the situation. For example, challenges to the evidence hier-
archy mostly took the form of methodological debate about the quality
of different social research methods (Hammersley, 2005) and the appro-
priateness of different research designs for use in public policy (Cairney &
Oliver, 2017; Head, 2008). These limitations to the RCT are well-
documented. RCTs may not be appropriate where complex outcomes
may be of interest (such as patient preferences or experiences); policies
may operate at a different (e.g., whole-nation) level which is impossible
to be randomised; or, as is the case for most public policy interventions,
operate within a complex, ever-changing social environment with multiple
competing policy interventions influencing individuals at different levels.
These limitations to the RCT are of course extremely well-documented
and understood by the research and policy community at large. However,
this wide understanding of what they can, and cannot tell us has not
prevented the even wider uptake of the hierarchy of evidence as a rule of
thumb within policy and policy-research circles.

If we look at the three aspects of knowledge production, mobilisation
and use together we can see they are a system over and through which
we work as individuals and institutions. We operate within a system of
funding, institutional roles and activities which incentivises certain activ-
ities and behaviours. Any radical approach would need to reimagine this
system, but would in doing so challenge deeply held views about how
decisions should be made (i.e., based on expertise and/or ‘best’ evidence)
and indeed about the role of science in society.

Yet technocratic and normative polemics are hardly rare. In recent
years, there has been a slew of talks and publications in the UK alone
calling for more data-driven, technocratic decision-making (Haynes et al.,
2012; White, 2019). It is not hard, for instance, to find examples
of people advocating for data-driven policymaking with no recogni-
tion of the social (and thus non-objective) nature of this data; for the
need for more RCTs to inform public policy; and for the importance
of strengthening technocratic decision-making structures (Watts, 2019;
White, 2019). The COVID-19 pandemic which began in early 2019



84 K. OLIVER

is a good example of this cognitive dissonance. It has impacted virtu-
ally every population on the planet, with governments adopting a slew
of different policy responses to the huge challenge, with different goals
(virus transmission suppression, containment, elimination, management),
and different strategies to reach these goals (investment in vaccines,
additional healthcare resources, public safety announcements, population
control measures such as lockdowns, new legislative powers). Yet many in
the public health research world continued to insist that evidence needed
to be “robust enough” before acting on (meaning, it needed to be RCT
evidence). As has been argued, this is simply not an appropriate form
of knowledge required to answer the questions raised by the pandemic
(Greenhalgh, 2020). Most governments did of course use other forms of
evidence, but tended to rely on highly quantitative and—by necessity—
reductionist modelling techniques to inform decision-making, rather than
on, for example, discussions with anthropologists or sociologists (Cairney,
2021).

The key lesson from the many analyses already written about the covid
pandemic, and indeed other disasters, crises, and challenges of more ordi-
nary policymaking, is that multiple forms of knowledge are required
(Jasanoff & Polsby, 1991; Sarewitz, 2018; Wynne, 2013). A mixed
economy of knowledge and expertise enables a more honest conversa-
tion about what implications there are for decision-making. And focusing
on how political and social pressures shape our evidence base allows us all
to better understand how problems and solutions are framed. How might
we do that?

3 An Alternative: The Political

Economy of Knowledge?

Tilley defines the political economy of knowledge as studying ‘its forms
of extraction, points of commodification, how it is refined as intellectual
property’ (Tilley, 2017). In short, focusing attention on what is presented
and preferred allows us to ask critical questions about who is able to
participate in knowledge production and why, what is valued and why,
and the impact of these relationships. Using this lens, one can begin
to see how misunderstandings, methodological in-fighting, and vested
interests shape the evidence available to policymakers, and how this land-
scape shapes the environment for knowledge production. This offers a
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new way to begin thinking about how to creatively shape a more helpful
environment for both policy and evidence.

Using this lens, I argue how we produce, mobilise, and use evidence
has been shaped by the rationalist model, and how this model has shaped
policy appetites and continues to influence how we all do our work—
even though its failings are so widely understood. I argue that this
simple narrative has shaped the evidence-policy environment in three
main ways. Firstly, policymakers and researchers shape the evidence base
through supporting and creating particular forms of evidence. Secondly,
it shapes how evidence is mobilised, through offering roles and activities for
researchers and others to follow. Thirdly, it shapes how evidence is used by
policymakers, including selective evidence use.

3.1 Shaping the Evidence Base

The rationalist model of evidence-informed policymaking tells us that the
main priority for most research funders and researchers is on how to
improve the quality of the evidence base. As recounted above, for many
this has meant more investment in RCTs. The Education Endowment
Foundation (EEF) has, for example, “conducted over 80 randomised
controlled trials - often held up as the gold standard in evaluation – and
have around 80 more in the field”. This is described as “hugely impres-
sive” (Sanders, 2019). The UK government recognised the importance of
RCTs in a report written on behalf of the Cabinet Office (Haynes et al.,
2012) which argued for more and more RCTs. Alongside, this growth
has been a push for more systematic reviews—explicitly, in the case of
institutions such as the National Institute for Health and Clinical Excel-
lence (NICE) and the rest of the What Works organisations, which tend
to produce systematic reviews to inform policy and practice decisions. As
White describes, “more reviews, and more use of reviews” (White, 2019,
p. 4) are the explicit aims of these institutions.

In reality, of course, policymakers consume a far more heterogeneous
evidence diet than simply RCTs and SRs (Oliver & de Vocht, 2017). Yet
for a variety of reasons (including peer pressure, professional standards,
and research governance), researchers tend to focus on creating new inter-
ventions and evaluations, rather than—for example—analysing local data
on behalf of decision-makers. The relative under-investment in social and
political research, compared with the vast amounts spent on physical and
health sciences, is, I argue, a reflection of the way in which the rationalist
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model has shaped policymakers’ appetites for a particular diet of evidence
(Bastow et al., 2015).

Incentive structures within research organisations tend to encourage
researchers to do more research (Sarewitz, 2018), of particular design
(Oakley, 1990); not to focus on other activities such as ‘getting to know
policymakers’ or mobilising research effectively (Bammer, 2005; Ferlie
et al., 2012; Powell et al., 2018). Researchers thus conduct what they
consider to be policy-relevant research, which is considered attractive
by policymakers, who then ask for more of the same. Public health
policy researchers have sometimes referred to this as ‘lifestyle drift’, where
despite understanding the critical role of wider determinants of health
like poverty and employment, both researchers and governments focus
on policies and programmes which operate at the individual level (Powell
et al., 2017; Rutter & Glonti, 2016). RCTs and experimental studies
are well-suited to assessing individual-level interventions, such as the
‘nudge’ techniques which ‘encourage’ people to make ‘better choices’
(Thaler & Sunstein, 2008). Today, governments around the world spend
billions on R&D, investing in systematic review facilities with explicit
remits to inform policy and practice. The What Works model—that is,
framing research questions around a solutions-oriented action, answer-
able by RCT and systematic review,digested with implications for policy
and practice—has been exported around the globe (Boaz et al., 2019;
Parkhurst, 2017).

One way of disrupting this feedback loop is to make evidence
production more democratic and participatory, through co-designing
policy-relevant research or interventions, for example, with end-users
(see Chapter 13, Cassola et al., 2022). But these are not without their
own challenges. How, for instance, could one easily involve a representa-
tive sample of all practitioners, officials, politicians, parents, community
members, children, professionals who may be affected by a particular
policy? How would one identify and reach out to these groups? What
about the groups who would be affected by resources being withdrawn
from elsewhere to support a new policy? These are extremely challenging
steps to take within the confines of a (normal) research project, which
risks codesign and coproduction becoming an overly simplified, even
tokenistic process which does little to challenge existing social processes
and structures through research (Oliver et al., 2019).

How can we reset this conversation between producers and users of
evidence? One approach would be to imagine and critically assess the
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knowledge-policy system in its entirety. One would wish to examine
how research funders (including governments) decide on priorities, how
these priorities are enacted via funding instruments, committees, and peer
review processes, and how researchers respond to these interventions.
One could then ask questions about who was involved in these insti-
tutions and processes at different levels, and how representative these
populations of actors were, compared with those on whom the research
may ultimately seek to have impact. There are significant bodies of work
which examine research funding allocation (Jones & Wilsdon, 2018;
Shepherd et al., 2018), the reliability and replicability of research (Bishop,
2019; Ioannidis, 2005), and the need for transparency and ‘openness’ in
scientific practices (Nosek, 2017). While important, these efforts engage
primarily with research practices, not with the political dynamics shaping
the evidence base, which lead to what Fricker calls “epistemic injustice”
(Fricker, 2007). In essence, if some groups are prevented from having
a voice—through lack of participation or representation in research, for
example—then they become further disempowered, and policy continues
to reinforce existing power imbalances (Holliman, no date). We look
towards inclusive research practices (Duncan & Oliver, 2017; Stewart,
2017) to redress this balance, but we need clear, critical perspectives
on the roles of sexism, racism, and other biases to explore how our
knowledge production systems and outputs could be more representative.

Rather than simply assessing which types of research design were
preferred or arguing over which types of research were ‘better’ for policy,
one would wish to assess the broad and catholic appetite for data and
evidence of all kinds within policy, and seek to meet and expand this
appetite with robust evidence of many types. Perhaps most importantly,
one would wish to expand the common understanding of ‘evidence
production’ to include all these social and political processes, rather than
to focus merely on what research exists, what is ‘best,’ and what to do
next.

3.2 Shaping Evidence Mobilisation

The simple rationalist, technocratic model of RCT to policy also shapes
how researchers and policymakers look for, promote, and engage with
evidence. As has been already described, they fund particular organi-
sations and structures which make evidence digestible and accessible,
such as systematic reviews or policy briefs. The translation of research
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into actionable professional/practice guidelines is a key mode of knowl-
edge mobilisation, and the What Works Centres (among others) and
the multiple forms of policy lab, unit, or institute attached to univer-
sities serve a similar purpose. Yet these activities inevitably focus on the
evidence which is there, not the gaps. Many people call for more syntheses
(Donnelly et al., 2018), while acknowledging the problems with biased
indexing, publication, and dissemination, but producing more academic
papers is not going to address the systemic barriers to evidence use. For
example, how do researchers and knowledge mobilisers use messaging
and communication tools to persuade and engage with decision-makers?
If we reject the hierarchy of evidence, how can different forms of evidence
be assessed and compared? Movements such as Democratising Evidence2

and Research for All3 have begun these conversations, by publishing
non-academic outputs and committing to diverse and representative
writing teams—but this is still within the context of research production.
More thought is required on how this could be operationalised within
decision-making contexts.

In addition to the institutional context, the roles of individuals within
the rationalist model are clear. Academics and researchers are there not
to learn or discuss, but rather as experts there to inform and advise on
policy issues:

I think they’d like to think that their decision-making processes are at
least informed by in-house analysis, and then the evidence base” (Health
scientist)

You are advising the chief scientists and they are advising the government
on specific policies. (Social scientist)

2 Democratising Evidence is a movement within several disciplines which involves recog-
nising the potential of research as a vehicle for public engagement and equity. See, e.g.,
Nowotny, H. (2003). Democratising expertise and socially robust knowledge. Science and
Public Policy, 30(3), 151–156.

3 Research for All is an academic journal focusing on research that involves universi-
ties and communities, services or industries working together. Contributors and readers
include researchers, policymakers, managers, practitioners, community-based organisa-
tions, schools, businesses, and intermediaries. It showcases research done collaboratively
and builds a community across academic disciplines, professional sectors, and types of
engagement.
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Policymakers are there to receive wisdom, by selecting the best evidence
available to them. Researchers are encouraged to make their evidence
competitive by attending training courses on ‘how to increase your
impact’ to use rhetorical techniques as their opponents, such as appealing
to human values and experience, using stories to frame policy debates,
and being able to charm and dazzle when networking with policymakers
(Oliver et al., 2022; Zardo et al., 2014). Researchers acknowledge that

You’ve got to be very careful because the point is, we’re not supposed to
be marketing our own research and arguing for our own funding. (Social
Scientist)

but nevertheless, feel they should advocate for policy positions. Here,
a public health clinician/researcher describes how they advised a local
commissioner that stroke services should be reorganised towards early
intervention in specialist services; despite this not being his specialism:

One of the most important things I ever did in my medical career was
advise a fellow councillor about a new paper that - he’s an engineer and
couldn’t understand it, and I read it to him and said this is good and he
went on and he almost single-handedly rearranged stroke management in
this country … I read this thing on stroke for him, and I said, “Yes, the
science is fine... What they’re saying is what happens, I’m happy with that,
no major issues. (Public health clinician)

Many may feel that this is unproblematic, as to compete with other
interests within the policy domain, one has to overstate to win any
ground. Yet, this overreaching beyond one’s expertise, or even beyond
the research data can call into question the moral compass of universities
and researchers in general:

the Universities will do anything if you turn to the universities and say well
you know I’m really interested in dancing frogs, off they’ll nip. They’ll be
like, where’s the grant, where’s the money, where’s the publication. (Public
health researcher)

By extension the credibility of research in general can be questioned,
where “scientists as ‘strategists’ engaged in a struggle for credibil-
ity” (Brown, 2015). As described above, by instating that RCT and
systematic review evidence forms the only credible basis for action,
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researchers have opened the door to a relatively easy way for other actors
to establish themselves as credible participants in policy debates (see
Chapter 9, Hawkins & Oliver, 2022). Much has been written about the
ways in which corporations create and curate evidence bases in order to
generate lack of certainty, or to attack policy positions which might be
detrimental to their growth. One of the starkest examples regards the
use of albumin in post-operative patients multiple RCTs were undertaken
between 1987 and 2005. A meta-analysis from 2005 showed that albumin
killed more critical care patients than saline, and crucially, that this would
have been was established by 1989, but for a further 30 years, more RCTs
were done mostly funded by albumin producers. The existence of on-
going research allowed them to say that it was not yet a settled question,
but they were doing their best to establish what was the optimal treatment
for patients (Chalmers, 2006). Elsewhere, colleagues have documented
the ways in which commercial companies (predominantly pharma, food
and alcohol, and tobacco companies) have used this tactic to create
uncertainty, establish themselves as credible actors in the policy space,
and undermine detrimental policies (Hawkins & Ettelt, 2018; Kickbusch
et al., 2016; Knai et al., 2018; McKee & Stuckler, 2018). The existence of
a robust evidence base—whether attached to a university, policy, or other
entity—thus begins to offer the impression of credibility and security; and
its absence, cause for concern (Oreskes & Conway, 2010). If an evidence
base can be pointed to or created, the policy or actor is able to present
themselves as a disinterested participant in policy debates.

We must acknowledge that appeals to evidence cannot always, and in
fact rarely offer clear ways to navigate the political and social challenges
of our times (Deeming, 2013). A clearer picture of our values and prin-
ciples can clarify our aims, what we ask of the evidence base, and the
various roles for researchers in this knowledge economy. On the surface,
pressures on researchers and funders to increase their ‘impact’ are, no
doubt, well-meaning in their intention to improve outcomes for society
through ‘improved’ decision-making. However, the continued insistence
that there is a ‘right’ form of evidence which should inform decision-
making in the ‘right’ way has several unfortunate effects. As shown, it
effectively operates as a counter-argument to those who call for more
inclusive and participatory approaches to making and using knowledge.
It creates a hierarchy of knowledge which allows research users to assign
basically arbitrary values to different pieces of evidence such that some is
more ‘worthy’ than others. This can be taken as a proxy for credibility,
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which in turn allows policy proposals to be attacked on this basis. And
finally, it shapes the behaviours of both research users and producers, in
that it creates perverse incentives for researchers to present themselves
and their work in particular ways which may undermine their credibility.

3.3 Shaping Evidence Use

Finally, how policymakers use evidence itself is also shaped by the
simplistic narrative. By focusing on quality and robustness of research,
researchers were naturally enough focusing on those elements in the
research-policy environment within their reach; but neglecting to think
through either the consequences of these debates, or the broader context
within which they were working. For instance, insisting that RCTs are the
most, even the only valid form of evidence enables policies to be attacked
for not being based on RCTs, even where this might be impossible
to achieve or inappropriate. RCT evidence is well-suited to establishing
effectiveness of individual-level interventions where outcomes are easily
quantifiable and measured. Many aspects of public health and social policy
and the associated interventions do not fit these criteria. This reality was
underscored during the COVID-19 pandemic when debates arose about
whether governments should adopt policies with respect to making, phys-
ical distancing, or vaccination in the absence of completed RCTs. It is
possible that by sidestepping the broader questions of validity to focus
on methodological robustness, researchers have enabled policymakers to
seize on the RCT as a talisman of quality, making policies harder to chal-
lenge and depoliticising, or rather defusing debates about which policies
ought to be implemented.

A strong focus on experimental evidence allows policymakers to sidestep
important questions about systemic problems. Recent sociological work has
pointed to similarities between “randomistas”, that is, proponents of
RCTs, and philanthro-capitalists in their belief in measurement, mistrust
in experts, belief in experimentation as a means to achieve ‘leverage, and
unstated but present liberal paternalism (de Souza Leão & Eyal, 2019;
Deeming, 2013). For example, De Souza Leão et al. describe the case of
a deworming RCT in Africa which showed increased educational attain-
ment for both treated and untreated children, although this later proved
to be unreplicable. Millions of dollars were invested in deworming, rather
than in improving school access, teacher training, or the many other
elements which combine to influence educational attainment. De Souza
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Leão et al. show that the presence of the RCT allowed donors and
decision-makers to sidestep complex, moral questions about resource
allocation and systems change, focus on what could be measured, and
evaluate only what was easily available. This is important, as these evidence
bases then become the justification for further political action.

Another example concerns the UK Department of Health refusing to
fund an RCT of the Sure Start programme (thus ensuring no negative
results could be found (Melhuish et al., 2008, 2010). The preference for
certain methods and epistemologies allows policymakers to use legitimate
concerns about methods or generalisability to undermine and dismiss
evidence which may be inconvenient. This could enable the politicisa-
tion of research activities, where researchers are unable to test hypotheses
effectively, nor able to discuss their findings openly or honestly (Hartley
et al., 2017).

Thus, by insisting on the primacy of certain forms of knowledge,
researchers may be opening the door to a policy focus on interventions
for which experimental data is available and proliferating. Researchers and
funders thus interpreted policy as being rationalist and technocratic, and
responded with an increased focus on individual-level interventions, in
a feedback loop, leading to an overall lack of attention to gaps in the
evidence base, possible alternative policies, systems-level thinking, and
non-incremental change (Baum & Fisher, 2014).

The rationalist model also enables poor evidence use behaviours among
policymakers. For example, cherry-picking data. The classic example is the
youth recidivism intervention, Scared Straight, in which ‘at-risk’ youths
were exposed to the prison environment, in an attempt to demonstrate
its awfulness and prevent further crime. Proponents of Scared Straight
prefer an evaluation which demonstrates raised awareness of prison imme-
diately following the visit (Finckenauer & Finckenauer, 1999; Petrosino
et al., 2003), which they argue demonstrated effectiveness, but a system-
atic review of long-term evaluations shows increased offending in the
intervention arm (Petrosino et al., 2013). Similarly, the UK govern-
ment’s flagship Troubled Families policy has shown no effect on its
target outcomes “despite persistent claims by politicians that it had
‘turned around’ the lives of tens of thousands of families and saved
over a billion pounds” (Butler, 2016). Sure Start is talked about both
as a success (Glass, 1999; Melhuish et al., 2010) and a failure (Clarke,
2006; Melhuish et al., 2008), according to whether one measures social
exclusion/participation, or educational attainment.
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Evidence is ‘used’ when it enables a decision to be made. Yet we know
that decisions are rarely clear-cut, and where they are, evidence rarely
allows decision-makers to choose between options (Cairney et al., 2016).
To better understand how evidence is used in decision-making, we must
move past diagnosing ‘correct’ types of evidence or ‘correct’ types of use,
towards understanding the knowledge ecosystem within which the policy
problems are framed and discussed.

4 Conclusions

Evidence is shaped by those who create it (as funders, as participants,
or as researchers), those who curate and promote it (as writers, dissem-
inators, or synthesisers), and by those who use it. As Weiss argued
in 1977, improving evidence ‘use’ means, fundamentally, improving
decision-making. Her primary concern, as an evaluator and scholar of
public policy, was on how to improve the quality of public decision-
making; and for her, as for many of us, improving use of research evidence
played an important role in that process. Yet almost from its inception,
the evidence-based policy and practice movement has somehow conflated
these goals. Parsing them out allows us to ask what ‘quality’ evidence or
decisions look like, and who should participate in them. But too often,
the assumption has been made that good evidence will automatically lead
to better decisions.

Despite a good understanding of how evidence and policy interact
developed in the social and political sciences, many researchers continue
to misunderstand policy. Even when acknowledging its complexity and
arbitrariness, they offer rationalist conceptualisations, and technocratic
preferences regarding decision-making. In this world, policymakers seek
(and are offered) clear answers to defined problems, or arbitration
between clear policy options. The researcher becomes an individualist
entrepreneur, attempting to maximise their own influence, often without
considering the moral, ethical, or political dimensions of their claims or
actions.

The technocratic vision has real dangers for democratic decision-
making, and for the credibility of evidence more generally. Either the
technocrats are simply unaware of the strength of the arguments made by
the democratisers, or they disagree with their stance. Is any reconciliation
possible?
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Framing the relationships between research and evidence production,
mobilisation, and use as a social construction shaped by power dynamics
and social interactions allows us to interrogate how these forces deter-
mine behaviours and outcomes, and we can start to see the knowledge
economy as an interrelated, mutually shaping dynamic system. Bringing
critical perspectives into this systemic approach to the study of knowledge
production, mobilisation, and use, we can illuminate the social pressures
which influence these processes.

This offers a new way to begin thinking about how to creatively shape
a more helpful environment for both policy and evidence. To return to
Nick Carr’s quote at the start of this article, we all know that New York
is not a city of alleys—that there is an evidence base beyond the hierarchy
of evidence, and that use is not always instrumental—but somehow this
realisation does not translate into more complete depictions. We can ask
why not. We can also ask what to do about it.

While useful for illuminating social dynamics which reinforce power
imbalances, this may not be a perfect lens for exploring evidence-based
policymaking. We do need to ask where responsibility and power lie;
how consensus about policy preferences is generated, and what are the
various roles of researchers and policymakers, and the importance of
agency within this system.

Finally, merely describing a problem is not a means to deal with it.
Yet by arming researchers and policymakers with critical perspectives on
how evidence and policy shape one another, we can start to have more
informed conversations about what a healthy system might look like. At
the very least, we need to start asking serious questions about the roles of
researchers and policymakers in sustaining the current system. Is it our job
as researchers to monitor and assess how well policymakers used evidence?
Is transparency enough? And how do the broader societal and cultural
aspects of the knowledge production system influence our practice as
researchers?
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