# Using Paradata to Collect Better Survey Data: Evidence from a Household Survey in Tanzania

## Abstract

Data are a key component in the design, implementation, and evaluation of economic and social policies. Monitoring data quality is an essential part of any serious, large-scale data collection process. The purpose of this article is to show how paradata should be used before, during, and after data collection to monitor and improve data quality. To do this we use timestamps, GPS coordinates, and other paradata collected from an 800-household survey conducted in Tanzania in 2016. We demonstrate how key paradata can be used during each phase of a research project to identify and prevent issues in the data and the methods used to collect it. Our results corroborate the importance of collecting and analysing paradata to monitor fieldwork and ensuring data quality for micro data collection in developing countries. Based on these findings we also make recommendations as to how researchers can make better use of paradata in the future to manage and improve data quality. We argue for an expansion in the understanding and use of varied paradata amongst researchers, and a greater focus on its use for improving data quality.
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# Introduction

Data quality is a public good. In recent years there has been a sharp rise in the availability of high-quality data relating to development economics. This has helped foster the growing importance of data in the design, implementation, and evaluation of development programmes and policies. This increasing use and importance of data to inform policy decisions requires that the data underlying those decisions is of high quality. In recent years, data quality has thus been the focus of much attention within the field of development economics (Jerven, 2016; Jerven and Johnston, 2015[[1]](#footnote-1); Tasciotti and Wagner, 2017). Generally, however, there has been relatively little research examining the quality of data and the methods used to collect it. As pointed out by Jerven and Johnston (2015), “much academic work on Africa regularly uses flawed data, but not all researchers demonstrate awareness of the flaws”.

Recent developments to the techniques and methods used during data collection have helped in the struggle for high-quality data. This includes the increasingly widespread use of electronic surveys, and innovative research designs in the field of impact evaluation, amongst others (for example randomized control trials and field experiments). Such improvements to research methods can only contribute positively to decision-making by helping to ensure that decisions are based on data acquired using the most rigorous and accurate methods. Here there is still much room for improvement, particularly in developing-country contexts, to ensure that decisions are based on accurate and reliable data.

Issues such as measurement errors, non-response bias, coverage bias, and sampling errors are key for researchers, and have been studied in detail in the literature (e.g. Caeyers et al., 2012; Grosh and Glewwe, 2000; Landry and Shen, 2005; United Nations, 2008). Yet, despite their potential as a powerful tool for improving data quality, “paradata” have so far been widely underused and there are very few studies highlighting their uses. The concept of paradata belongs to a longer list of data types which can be collected and used by researchers doing field work. According to Nicolaas (2011), survey data include questionnaire data, metadata, paradata and auxiliary data. Questionnaire data are the respondents’ answers; metadata include sample design and questionnaire coding instructions; auxiliary data include external data such as census data or other administrative data; and paradata include data about the data collection process, such as timestamps to capture the length of interviews or specific modules of the questionnaire, GPS coordinates to track where interviews take place, and interviewers’ characteristics to investigate interviewer trends.

In this paper, we focus on face-to-face surveys which are still the dominant form of interview in developing countries, although there is an increasing use of mobile phone surveys with growing mobile phone penetration rates (Demombynes et al., 2013). Recently there has been a surge in the use of electronic surveys for face-to-face interviews. This can largely be explained by the increasing awareness of the need to collect data of the highest quality, the availability of cheaper and more efficient ultra-mobile PCs and tablets, the availability of several Computer-Assisted-Personal-Interview (CAPI) software programs, and by the significant savings in time and costs of data collection when using CAPI (See Banks and Laurie, 2000; Caeyers et al., 2012; Carletto et al., 2015; King et al., 2013; Leeuw, 2008; Leisher, 2014; MacDonald et al., 2016; Rosero-Bixby et al., 2005). Using CAPI technology allows researchers to access data almost instantly and provides data of better quality compared to traditional paper-based surveys (Pen-And-Paper Interviewing, PAPI) (Caeyers et al., 2012).

When researchers collect primary data, they mainly focus on the survey questionnaire data, that is the actual responses given by the individuals interviewed. Researchers often complement these data with auxiliary data, such as administrative data or census data. Survey paradata and metadata, which are less known to development economists, are an invaluable source of information given the implications of poor quality data on the results of research and thus on decision-making.

The collection and use of paradata is not widespread when compared to the overall amount of data collected. In this paper, we present an introduction to paradata and demonstrate how they can be used: (i) during fieldwork preparation (e.g. piloting) to manage time and resources more effectively; (ii) during fieldwork to monitor data quality on a day to day basis, and; (iii) after fieldwork to evaluate data quality and potential biases. In this paper, we use timestamps, and coordinates, and interviewers’ characteristics collected for an 800-household survey conducted in Tanzania in 2016 and explore the possibilities they offer to improve data quality.

This article is organized as follows: Section 2 presents an overview of paradata which can be used by researchers implementing face-to-face surveys in developing countries. Section3 describes the sample, study, and methods used in the present research. In Sections 4, 5, and 6, we present examples of the paradata we collected during an 800-respondent face-to-face survey in southern Tanzania. We show how this data can be analysed to improve the quality of all three phases of data collection and discuss the results. Section 7 concludes the paper with a review of the findings and a view to further research.

# What are paradata?

Paradata were first introduced to the literature on surveys by Couper (1998). Simply put, paradata are data about the data collection process, such as survey timings, locations, and response rates. As such, paradata can be used to investigate measurement error, and to understand the question-answering process and usability issues with CAPI (Yan and Olson, 2013).[[2]](#footnote-2) Using paradata to monitor fieldwork also allows researchers to identify issues or idiosyncrasies developed by specific interviewers and to take actions while fieldwork is on-going. Examples of paradata are provided in Table 1.

Paradata are well-known and widely used in the field of survey methodology but are much less familiar to development economists, despite the challenges they face when collecting primary data. Indeed, development economics journals have published very few articles on data quality at the micro level, despite data being the primary working tool of most development economists. Some exceptions are for instance Caeyers et al. (2012) who compare PAPI and CAPI surveys with a randomised survey experiment among 1840 Tanzanian households and find that PAPI surveys lead to more measurement errors. Yet recently, the topic of collecting data quality and evaluating the quality of secondary data has started to receive more attention (e.g. Beegle et al., 2016; Jerven, 2016; Jerven and Johnston, 2015; Sandefur and Glassman, 2015). Moreover, measurement issues in surveys have been the subject of relatively more research in developing countries, for instance in the fields of agriculture (e.g. Arthi et al., 2018; Carletto et al., 2015; Christiaensen, 2017), consumption (e.g. De Weerdt et al., 2016; Caeyers et al., 2012), recall bias (e.g. Beegle et al., 2012), questionnaire design (e.g. Oya, 2015; Randall and Coast, 2015, Rizzo et al., 2015), and many others.

Among the list of available paradata, timestamps are one of the most commonly collected and analysed. Timestamps refer to questions within the questionnaire which record the time at the point when the question is selected, for example at the start and end of a questionnaire.[[3]](#footnote-3) In most CAPI software, timestamps cannot be re-entered or changed by interviewers, thereby preventing any tampering with such variables.

Timestamps provide extremely useful information which can be used to check interviewers’ behaviour and identify individual trends. Short interview times may imply that an interviewer is rushing, not reading all instructions, consent notes and transition statements, not reading all response options when prompted to do so, not allowing the respondent time to think, or not probing sufficiently for responses. Conversely, long interview times may imply that an interviewer is struggling to smoothly read questions, is not keeping respondents on track, or may have been interrupted during the interview (for example by the respondent having to temporarily attend to other tasks). In either case, further monitoring, investigation and training would then need to be considered. Timestamps can be programmed at any point within a questionnaire, such as at the beginning and end of certain sections. This allows researchers to check the length of important modules and detect any interviewers that could be cutting corners. Section timestamps can also help researchers identify any particularly time-consuming sections when trying to reduce questionnaire length during testing and piloting. If a significantly long section contains fewer essential variables, this can be identified as a possible section to eliminate, allowing the focus to be on the sections of the survey more relevant to the research questions.

Paradata can thus be used throughout all stages of fieldwork, during the preparation phase (fieldwork preparation, budgeting, interviewers’ training, piloting and field practice), during fieldwork for in-field monitoring and in-field quality control, and post fieldwork to evaluate data quality. They provide timely and useful data on survey implementation allowing researchers to swiftly identify problems and immediately correct them.

For example, during the piloting phase, researchers can use timestamps, augmented by GPS coordinates and the number of contact attempts, to estimate the time taken to interview and travel between respondents. This would help researchers assess whether they will be able to reach their sample and foresee difficulties such as poor road conditions, respondents not being available during field teams’ working hours, etc. During the data collection phase, paradata can be used to identify and investigate problems and unexpected situations: for example, timestamps can help identify interviewers who do not read entirely the consent note which would be against research ethics principals.

Table 1. Examples of paradata

|  |  |
| --- | --- |
| **Paradata** | **Measure** |
| Timestamps | Date and time of contact  |
| Number of interviews per day, average interview length |
| Time per question, time per section |
| Interviewers’ performance |
| Analysis of responses according to the day or time in the day |
| Field teams’ workload (budgeting, human resources) |
| Time between interviews |
| Measurement errors (respondents or interviewers who rush / low understanding of the questionnaire resulting in a long interview) |
| Interview interruptions (time gaps between sections / disturbing the flow of the questionnaire) |
| GPS coordinates | Track the movements of interviewers during and between interviews |
| Identify coverage bias, e.g. in random walk sampling |
| Data correction, data entry, keystrokes | Navigation throughout the questionnaire (e.g. time, change of answers) |
| Counts of household visits/contact attempts | Level of effort among interviewers |
| Cost / response rate analysis |
| Inform on the best time to visit respondents for future surveys and follow-up surveys |
| Non-response rate | Acceptability of the survey overall or for specific populations |
| Interviewer trends |
| Non-response bias (completed interviews, reasons for refusal, interviewer’s observations, …) |
| Audio recording[[4]](#footnote-4) | Audio audit, number of interruptions |
| Interviewers’ characteristics (Gender, age, experience, etc.) | Interviewers’ trends on various outcomes  |
| Random number generator | Respondent selection, order of response list, order of questions |

# Presentation of the data

In November and December 2016, we implemented a field survey[[5]](#footnote-5) in Tanzania with 800 respondents for a study gathering information about the perceptions of the natural gas industry (See Choumert-Nkolo, 2018).

# Sample description

We first selected the two closest regions to the gas discoveries and extraction activities in Tanzania, namely the Mtwara and Lindi regions on the southeast coast. Within the Lindi and Mtwara regions, districts were chosen if the gas pipeline runs through them or if the entire district lies to the east of the pipeline, i.e. between the pipeline and the coast. The districts included in the sample are Kilwa, Lindi Rural, Lindi Urban, Mtwara Rural, and Mtwara Urban. From these districts, we randomly selected 20 wards[[6]](#footnote-6), listed all the eligible villages (or mtaa in urban wards) and randomly selected one village/mtaa per ward. The final level of division was to the cluster level (sub-village level). In rural areas, this is the kitongoji/sub-village. The research design was cluster-based with a target of 640 respondents.

Households[[7]](#footnote-7) were selected via a random walk methodology, following a rigorous protocol. First, field supervisors would sketch the boundary of the cluster, with the help of the local guide, and draw a grid of four evenly-spaced horizontal lines and four evenly-spaced vertical lines. Starting from the top left, they would number the points of intersection that fall within the boundary of the cluster 1-16. Each interviewer would then be randomly allocated one of the starting points. If the interviewer’s starting point number was even, he/she would begin their random walk by walking in a direction towards the centre of the cluster. If the interviewer’s starting point number was odd, he/she would begin their random walk by walking in a direction away from the centre of the cluster. To determine the number of houses to skip, interviewers used an electronic software that would calculate a skip number of houses (between one and three) using the estimated number of households in the cluster.

Once a household was selected, the interviewer listed every household member in order to determine eligibility and selected a unique respondent using a random number generator. For a member of the household to be eligible, they had to satisfy the following criteria: be over 18 years old, be knowledgeable about the household, have heard about the country’s natural gas sector, and speak Swahili. If there was more than one household member who met these criteria, the respondent was selected at random.[[8]](#footnote-8) We selected only one respondent per household.

The final sample contains 783[[9]](#footnote-9) complete interviews. In total, field teams visited five districts, 20 wards, 20 villages and 40 sub-villages/sub-mtaa. We used two teams of eight interviewers per village with the target of performing five one-hour interviews per interviewer, per day.

# Study description

The survey aimed to understand households’ perceptions of Tanzania's nascent natural gas industry; provide an overview of their awareness and knowledge of local natural gas activities; and, offer recommendations for implementing socially inclusive and sustainable policies in the gas sector in Tanzania, in line with the principles of sustainable development, corporate social responsibility, and community engagement (Choumert-Nkolo, 2018).

The one-hour questionnaire contained nine sections with questions on household characteristics (household roster, food consumption, asset ownership, dwelling characteristics, energy use), perceptions of main issues faced in the community, perceptions of gas operations (environmental, economic, social, and governance impacts), use of fiscal revenues from gas activities, knowledge of natural gas activities, environmental concerns and networks. In total, there were 210 questions including respondent selection, availability of respondents, and consent to the interview.

# Timestamps and other paradata collected

Throughout the interview, we used 24 timestamps to give us a detailed picture of the time taken to complete certain groups of questions. This included three visible timestamps to be entered upon arrival at a household, and at the start and end of the main questionnaire. There were also 21 hidden timestamps (automatically triggered upon answering of specified questions) used to record the times of certain sections and questions. These timestamps were included in the questionnaire to capture paradata intended for a number of uses, as detailed in Table 1.

We also captured GPS coordinates both the start and at the end of an interview. Additionally, we collected information on interviewers’ characteristics (age, gender, education level, previous surveys experience).

In the following sections we present our main contribution to the emerging literature on paradata in development economics. Using the data collected, we analyse a variety of paradata, used across all three phases of a survey: planning and preparation, data collection fieldwork, and data cleaning and analysis. This includes analysis of timestamps, GPS coordinates, and interviewers’ characteristics.

# Empirical illustration of the use of timestamps

#  Planning and preparation

As part of the preparation for this survey we arranged a pilot to test the survey tool and perfect our field protocols. The pilot took place on the 19th November 2016. Appendix 1 shows the average time taken for each interview, the average time taken for each section of the interview, and the average time taken per question for each section. Figure 1 shows the average length of interviews and the average length of selected sections[[10]](#footnote-10) throughout fieldwork, excluding piloting. During the pilot, we found an average length of 113 minutes per interview which is almost double the intended target time of 60 minutes. To reach our target number of respondents, we needed to cut the questionnaire to a more realistic length. Once we looked at the section by section breakdown of the interview, we were able to see where cuts to the question count should be made.

From Appendix 1 it can be seen how the length of the questionnaire changed from the piloting phase to the end of fieldwork, how the time to complete each section changed, and from which sections a total of more than 100 questions were removed. Our target of 60 minutes per interview was achieved through careful restructuring and elimination of questions, informed by section-level breakdowns of the time taken to answer.

The final version of the questionnaire contained 210 questions, which is 60% of the initial questionnaire used during piloting. This is reflected in the average time of interviews falling from 113 minutes to 51 minutes. This reduction of over 50% is evidence of two effects: the reduction in the number of questions and, the efficiency gains of interviewers.

Although we had anticipated the second effect, we knew that it would not be enough to meet our target. Question exclusion was considered on a section-by-section basis targeting those sections where there was the most to be gained in terms of time, and the least to be lost in terms of meeting our research aims. Appendix 1 details how the number of questions in each section changed over the first week of fieldwork.

We expected that, as interviewers became accustomed to using the questionnaire, the efficiency gains would bring the average below 60 minutes. This effect is evident when comparing interviews performed on 24th November, when the final changes were made, to interviews performed from 25th November until the end of fieldwork. On the 24th November the average time per interview was 64.49 minutes. This figure declined to 51.26 minutes over the remaining days in field as interviewers became more practiced with the questionnaire and became more efficient in asking the questions.

As can be seen in Figure 1, the steepest decline in interview duration came during the first five days when questions were being removed from the survey. However, even when the questionnaire became stable from the 24th November, there were some time gains, particularly during the first few days of using this settled questionnaire, as the interviewers continued to improve their familiarity with the tool and their efficiency in using it. There do appear to be diminishing returns to this effect, and interviewers soon learnt the most time efficient way of conducting the questionnaire. This trend was remarkably consistent across interviewers, with every interviewer showing some decline in their average interview length between the questionnaire content being finalised and the end of fieldwork.[[11]](#footnote-11)

There are many types of questions that can be asked as part of a survey and understanding how respondents answer different types can shed light on the quality of what data is being collected and can help with estimating proposed length of questionnaires before fieldwork begins. In our case we asked a mixture of factual questions and perception questions where we found perception questions to take significantly longer than factual based questions to answer. See section 4.4 for further explanation.

Figure 1. Average length over total interview and selected sections by date

N = 783 (completed interviews)

Section 1: Introduction and Randomised Selection of Respondent. Section 3: Household Characteristics and Assets. Section 9: Knowledge of natural gas, Environment and Networks

Note: The red vertical line shows the date when the survey tool was finalized.

#  In field-monitoring

Timestamps and other paradata can also be useful during fieldwork. If the paradata collected are immediately available to researchers, they can then potentially be used to identify areas for improvement, both in relation to the survey tool, and the interviewers using it.

Looking at timestamps during fieldwork can reveal whether certain sections are taking longer than expected, or if certain interviewers are struggling with certain sections of the questionnaire. This could be particularly important when interviewers are expected to carry out tasks other than just asking questions and recording answers. For example, if interviewers are asked to count the stock of medicine at a health facility, a short interview time for this section could suggest that they are estimating the count, rather than counting exactly. In such cases it may be necessary to remind interviewers of their responsibilities, or to provide additional training.

As detailed in the previous section, during the early stages of our fieldwork, the use of timestamps enabled us to identify those sections which were taking a long time to complete, relative to their research value. This enabled us to make necessary changes to the questionnaire without significantly harming the overall research.

Another way we can monitor fieldwork at an interviewer level is through the analysis of individual interviewers. This allows researchers to pick out interviewers who are comparatively fast or slow with some sections. This information can be incorporated into interviewer-specific checks to isolate reasons for interviewer idiosyncrasies.

# Protocol adherence

In addition, we used timestamps to monitor the time between interviews in relation to our random walk protocol. Table 2 provides the average time between interviews. During preparation, estimates for the expected length of time for a random walk were made at around 10 minutes. Timestamps can then be used to monitor whether fieldworkers are performing the walks as expected when not being supervised. The median length of time between consecutive interviews on the same day was 11.47 minutes, suggesting that our estimate was correct and any anomalous cases below 10 minutes should be investigated. Additionally, the time between the start of interviewers’ first interview and the end of their last interview each day can be used to monitor the overall length of time teams are in the field, and how long we are employing local guides for. In our case an average of 5 hours and 21 minutes was observed which is typical for this type of survey.

By combining timestamp information with GPS information, we can further investigate adherence to field protocols. See Section 5 for further explanation.

Table 2. Average time between interviews

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Interviewer ID | Average length of time between interviews (minutes) | Median length of time between interviews (minutes) | Average distance between interviews (meters) | Total number of interviews attempted by the interviewer |  |
| 630617 | 14.60 | 11.63 | 169 | 39 |  |
| 631329 | 19.95 | 12.68 | 193 | 40 |  |
| 631405 | 12.57 | 10.63 | 105 | 36 |  |
| 631422 | 23.57 | 20.13 | 128 | 40 |  |
| 631515 | 14.41 | 13.02 | 131 | 37 |  |
| 631521 | 13.15 | 9.11 | 91 | 38 |  |
| 631525 | 17.15 | 9.31 | 109 | 40 |  |
| 631529 | 13.41 | 7.42 | 90 | 39 |  |
| 631532 | 15.73 | 9.48 | 202 | 42 |  |
| 631538 | 18.12 | 13.30 | 81 | 39 |  |
| 631579 | 11.02 | 9.72 | 146 | 37 |  |
| 631581 | 14.08 | 7.50 | 96 | 39 |  |
| 631583 | 19.48 | 15.19 | 128 | 38 |  |
| 631591 | 14.56 | 12.18 | 173 | 45 |  |
| 631606 | 14.75 | 12.12 | 200 | 38 |  |
| 631615 | 17.92 | 8.13 | 84 | 38 |  |
| **Total** | **15.94** | **11.47** | **134** | **625\*** |  |

\*This number is lower than the overall sample size because the gap between the last interview of one day, and the first interview of the next day is not calculated here. Only gaps between two interviews conducted by the same interviewer, on the same day are included.

## After field to evaluate data quality

Timestamps can also be used after the conclusion of fieldwork to assess the quality of the data and give insights into the behaviour of respondents. Firstly, we review the time taken for different types of question; quantitative, factual questions about the household and its members, and perception-based questions where the respondent may have to consider their answers. Secondly, we look at timestamps taken on every row of a roster section of the questionnaire on the topic of household assets.

In our study we compare the time taken to answer questions of a factual type from Section 3 of the questionnaire (household characteristics) and the time taken questions on Section 5 of a perceptive type (perceptions of gas operations). Factual type questions include questions on the construction of the household and the assets owned by the household, or more broadly any questions about the tangible things about the household which we would expect most to recall adequately. Section 3 was made up of 70 factual questions based on the household and its members including questions on personal characteristics, asset ownership, and food consumption. Perception questions relate to all questions where we ask the opinion of the respondent on a certain subject and would require time to think in many cases. Section 5 contained 48 questions on perceptions of natural gas in the community.[[12]](#footnote-12) Both these sections lie in the first half of the questionnaire meaning respondent fatigue should not factor into the calculations.

The average length of factual questions was seven seconds compared to ten seconds for perception questions – around 45% longer for perception questions. This difference is statistically significant at the 1% significance level. Differences in the length of time to answer different types of questions is important when planning and preparing data collection projects with different types of question taking up a larger proportion of a respondent’s time compared to others. In our example we have 89 perception-based questions which take approximately 15 minutes, whereas 89 factual based questions would only take approximately 10 minutes. This evidence can be used in the preparation of future surveys.

Timestamps were also collected when the quantity of assets was asked to respondents. This was done for each asset, meaning a large number of timestamps were collected in a relatively short space of time. This helped to shed light on interviewers’ technique with roster type sections and on the reactions of the respondent to these questions, particularly when the interviewer is not under observation. The asset roster includes ownership of: radios, televisions, mobile phones, cars or trucks, computers, and bank accounts.

There are a number of insights we can draw from this data. First, the order in which questions are answered is not always consistent. From 548 interviews where asset timestamps were consistently and correctly collected, there were 18 cases where the order in which they were answered was not the same as the order in the questionnaire. One possible explanation would be that interviewers asked all of the assets and then completed the quantities afterwards in a different order to how they asked the questions. Another idiosyncrasy could be the habits that form from the feedback from previous interviews. It is impossible from this data to determine if the questions were asked in the wrong order as well as entered in the wrong order. In our survey the order in which the assets were asked is inconsequential, however, in other surveys where the question order may be of consequence, this type of paradata analysis can be important for ensuring consistency throughout data collection.

The second insight we can gain is the time difference between the different assets that were asked about. Table 3 shows the average time it took for each asset to be asked about and answered. Interviews where questions were asked in the wrong order (18 cases) and those where an asset took longer than 30 seconds (34 cases), indicating an external interruption or a consequence of questions being asked in the wrong order, were dropped (44 cases total). A t-test of the mean length of time taken to answer questions confirms that respondents took longer to answer questions about mobile phones and bank accounts than other assets, significant at the 1% level.

There are three potential factors at play here. Firstly, the number of times that there were significantly more households that owned, on average, one or more mobile phones or bank accounts was greater than other assets. It would therefore take respondents slightly longer to count and check the number of assets owned for these cases. Secondly, these assets are potentially more sensitive for respondents to talk about, particularly for the bank account questions, and respondents therefore took more time in answering. Thirdly, mobile phone and bank accounts are more likely to be individual items, whereas in most households, radios, TVs, cars, and computers would typically be shared between the members of the household. It could therefore take respondents a longer time to answer questions about mobile phones and bank accounts if they have to think or try to ask about the ownership of other household members.

Table 3. Average time and quantity from assets roster

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Asset | Average time taken to ask and answer question (seconds) | Median time taken to answer question (seconds) | Number of times respondent owns at least one | Average quantity of asset owners only | Number of times asset data was collected |
| Radio[[13]](#footnote-13) | . | . | 273 | 1.12 | 500 |
| Television | 6 | 3 | 83 | 1.06 | 500 |
| Mobile Phone | 7 | 6 | 374 | 1.86 | 500 |
| Car, Truck or Motorbike | 4 | 3 | 57 | 1.14 | 500 |
| Computer | 4 | 3 | 27 | 1.26 | 500 |
| Bank Account | 6 | 4 | 102 | 1.82 | 500 |
| Total | 5 | 3 | 916 | 1.50 | 3000 |

## Using GPS coordinates

The collection of GPS data is becoming a requirement for all serious CAPI fieldwork projects (Gibson and McKenzie, 2007).[[14]](#footnote-14) Large public datasets such as Demographic and Health Surveys now include geo-coded data at the cluster level for all surveys. Here we present an additional use to those outlined by Gibson and McKenzie (2007) that are realised whilst data collection is taking place for assessing adherence to protocols, ensuring there is no falsified data and overall data quality checks.

# Monitoring random walks using Geographic Information Systems

In continuation of our example case study, we implemented a random walk protocol to find households. Figure 2 presents an example of the GPS data collected at the location of each interview and the order of these interviews to assess interviewer adherence to the protocol and to assess its effectiveness. This map was created using QGIS and Google satellite photographs for the village outlines. Satellite photographs and identifiers of the village have not been included to protect the identities of respondents. Unfortunately, the quality of satellite images and the definition of our village and sub-village boundaries means a more detailed and robust analysis was impossible once fieldwork had been completed. Figure 2 presents the best example available to demonstrate the potential of GIS data in fieldwork monitoring because the village has a clear and recent satellite photo, two clear sub-villages, no additional unused sub-villages and was in a rural setting with clear village boundaries.

Figure 2 shows how GPS data can be used to review random walks and identify any idiosyncrasies that are taking hold in interviewers’ random walk or household selection. It shows the paths taken by interviewers through a village in the sample area. The darker green area represents the main residential area of the village; the points, the location of interviews; the dotted line, the route interviewers took through the village; and, the numbers, arbitrary identifiers for interviewers. The order of interviews can be determined from the colour of the dots with white being the first moving through grey, then to black which is the final interview(s) of the day. The white and black line represent the main road that runs through the middle of the village This map can be used to assess protocols for ensuring households are randomly selected, as well as to investigate patterns in interviewers’ behaviour in their household selection or adherence to protocols.

Without the appropriate supplementary information about household density and electronic village maps, we only feasibly assess the random walks visually. With household density, spatial analysis of the distribution of households with GPS of interviews can be performed to assess whether a suitably random sample of households was selected using the protocol. With electronic maps, adherence to random walk protocols can be formally assessed.

Selecting starting locations for our random walk was designed to give a random spread of starting locations across the village. In our example, there is a collection of starting points around the middle of the village which is unexpected, however the white points represent the first interview, not the starting location. This pattern is unexpected and if it were to re-occur in other villages would be cause for further investigation into protocols and adherence.

Figure 2. Random walk map


In addition, there are some interviews that appear to take place outside of the village. The outline of the village comes from aerial photographs from an unknown date, therefore, it is likely that the village has expanded since the photo was taken and that these interviews took place at these new households. Alternatively, it is also possible that the interview took place away from the physical household, such as in the land surrounding the household, or by taking shade under a nearby tree. This behaviour was observed by field teams.

By looking at the GPS coordinates of consecutive interviews, it is also possible for researchers to calculate the distance travelled by interviewers between interviews. This is visually described in Figure 2 and numerically in Table 2. Again, this information can be used for checking effectiveness and adherence to protocols. By analysing GPS coordinates of consecutive interviews, taking place on the same day and in the same cluster, we found that on average interviewers moved 134 meters between each interview, which is reasonable based on the random walk protocol and size of clusters. However, as noted previously, GPS points only represent successful interviews and do not take account of the precise route taken, therefore, distance between points should be considered an approximation of the route taken and distance covered by interviewers.

Future developments in mapping in developing countries should allow researchers to refine such spatial analysis of paradata. There is currently a lack of funds to create and update maps on the African continent for instance. Such maps require high-quality information and data, which is costly and demands specific skills. Currently, the African continent has a poor mapping coverage at the scale of 1:25,000. According to the AfDB (2017), this only represents 2.9% of the area of the continent, while it reaches 86.9% for Europe.

## Using start and end GPS

GPS coordinates were taken at both the start of an interview, and at the end. Table 4 displays the key statistics for our start and end coordinates. The mean difference refers to the mean absolute difference between the start and end latitude or longitude. T-tests were conducted for the mean difference in the latitude and longitude to check their significance. In each case we cannot reject the null hypothesis that the difference between the start and end coordinates is zero. For latitude and longitude these minor differences are therefore explainable by measurement error, or by the interviewer moving around a respondent’s home during the interview.

Table 4. GPS coordinates at the start and end of interviews

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Coordinate | Observations | Mean difference | Standard deviation | Two-sample t test with unequal variances (average of start vs end) |
| Longitude | 798 | 0.0002317 | 0.0002995 | t = 0.0281 |
| Latitude | 798 | 0.0003025 | 0.0008793 | t = -0.0560 |

## Interviewers’ effects

Interviewers’ characteristics are often neglected by researchers, although they can significantly impact response rates, actual responses, and therefore the overall data quality. Personal characteristics of interviewers such as their gender, education, and survey experience (which are observable variables) can be used to check if specific traits affect survey outcomes. Personality and behaviours (such as voice, speech characteristics, social skills, visual contact…) are also likely to play an even more important role in face-to-face interviews but are more difficult to capture except via in-field direct observations by a field supervisor. Several researchers provide an analysis of interview length looking at various interviewers’ characteristics (e.g. Böhme and Stöhr, 2014; Couper and Kreuter, 2013). Various methodologies can be used to analyse these effects, including cross-tabulations, and multilevel or random effects models. In some research fields, such as research on willingness-to-pay for environmental goods (e.g. Bateman and Mawby, 2004), or research on sensitive topics (e.g. Anglewicz et al., 2013), interviewer effects must be seriously considered by researchers. These could impact interview length, responses to certain types of questions, and rates of refusal to participate to the survey.

As part of this study we collected a range of variables relating to the interviewers’ personal background and experience. This included their age, gender, education level, and the number of research projects they had previously worked on. A summary of these characteristics is shown in Table 5.

Table 5. Summary of interviewer characteristics

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Age** | 27.628 | MeanMedian | **Education level** | 12.3% 6.2% 81.4%  | CertificateDiploma University degree |
| **Gender** | 61.4% 38.6%  | MaleFemale | **Previous surveys** | 5.53 | MeanMedian |

We do not find any correlation between the interview length and interviewer characteristics.[[15]](#footnote-15) Prior to this survey, all 16 interviewers had worked on a range of two to 20 surveys, with a mean of 5.5. We do not find a correlation between past survey experience and interview length. This could be explained by the fact that all interviewers took part in a six-day training prior to the commencement of fieldwork. More precisely, the interviewer training was attended by a total of 21 participants, made up of three supervisors and 18 interviewers. All interviewers were introduced to the project and given an initial overview of the survey questionnaire and protocols. Of the 18 interviewers trained, 16 were selected to be a part of the ﬁeld teams, based on their performance in training. The training concluded with an outdoor field practice with real respondents in order to increase interviewers’ capacity to navigate throughout the questionnaire. This could suggest that interviewer training and attitude is more important than experience, which would have implications for recruitment and training procedures of future projects.

During fieldwork, researchers should also be mindful to conduct interviewer-specific checks to ensure that there are no biases in the data due to which interviewer conducted the interview. Often, these can be very simple checks, such as for the number or rate of refusals, the frequency of answers which disable other questions or sections, and the values of key variables.

One of the key sections of this survey was the listing of household members at the start of the survey. Interviewers were asked to record the names and ages of all household members, as well as their knowledge of the household and natural gas. These questions were used to decide the eligibility of each of the household members, and for the selection of the main respondent. It was therefore vital that this section be completed accurately, so as to ensure there were no biases introduced to the data by the selection of the respondent. Table 6 shows a summary of these key variables.

The average household size is 4.45 people, which is in line with official statistics in Tanzania (TDHS, 2016). Turning to each individual interviewer, the average household size for each interviewer was within 0.8 standard deviations of the overall mean. Additionally, the average number of eligible household members for each interviewer was also within one standard deviation of the mean. This suggests that all interviewers followed the correct protocols for the listing of household members, and selection of respondents. Significant deviations from the mean could indicate that interviewers are not following the correct protocols for listing and selecting household members, which can lead to significant respondent selection bias.

None of our interviewer specific checks revealed any causes for concern. However, this may not always be the case. For example, Himelein (2015) tests the existence of interviewer effects for subjective and objective questions for a household survey in Timor-Leste, and find they exist in both with a stronger magnitude for subjective questions. So, for future research it is important that researchers do monitor interviewer trends during fieldwork. This can help to identify potential issues with data quality and prevent interviewer biases from affecting the data. Where such issues are evident, interviewers may require additional supervision or training, or in extreme cases be removed from data collection activities.

Table 6. Average household size per interviewer

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Interviewer ID** | **Total household interviews** | **Total household members recorded** | **Mean household size** | **Mean number of eligible household members** |
| 630617 | 50 | 213 | 4.26 | 2.06 |
| 631329 | 51 | 238 | 4.67 | 2.16 |
| 631405 | 47 | 214 | 4.55 | 1.68 |
| 631422 | 51 | 214 | 4.20 | 2.08 |
| 631515 | 47 | 204 | 4.34 | 1.77 |
| 631521 | 49 | 259 | 5.29 | 2.41 |
| 631525 | 51 | 216 | 4.24 | 2.49 |
| 631529 | 50 | 240 | 4.80 | 2.22 |
| 631532 | 52 | 231 | 4.44 | 1.92 |
| 631538 | 50 | 214 | 4.28 | 2.32 |
| 631579 | 48 | 216 | 4.50 | 1.94 |
| 631581 | 50 | 265 | 5.30 | 2.58 |
| 631583 | 49 | 209 | 4.27 | 1.90 |
| 631591 | 56 | 238 | 4.25 | 1.70 |
| 631606 | 49 | 211 | 4.31 | 1.59 |
| 631615 | 50 | 181 | 3.62 | 2.00 |
| Mean | 50 | 223 | 4.45 | 2.05 |
| Std dev | 2.1 | 21.2 | 2.14 | 0.92 |
| Min | 47 | 181 | 3.62 | 2.58 |
| Max | 56 | 265 | 5.30 | 1.59 |

# Discussion and conclusion

Data and statistics shape realities, and so having reliable data is key to informing and supporting decision-making (Desiere et al., 2016; Jerven, 2017). Survey paradata are a powerful tool for researchers in any field. However, within development economics there is still much work to be done to raise awareness of the uses and benefits of paradata. In this paper we have aimed to address this by presenting an overview of the types of paradata available to researchers and demonstrating their uses and potential through our survey of households in southern Tanzania. In particular, we present useful lessons relating to three key types of paradata: (i) Timestamps; (ii) GPS coordinates; and, (iii) Interviewer characteristics.

Our discussion of timestamps showed how they can be useful for the planning and preparation of survey fieldwork, how they can help researchers monitor in-field activities, and how they can be used to evaluate data quality in the post-field phase. Our analysis of timestamps helped us to bring the survey length in line with our fieldwork and budgetary parameters, while preserving the quality of the overall research. It also suggested that interviewers were generally following the questionnaire correctly. While our timestamps did not uncover any particular issues, researchers should be conscious of the potential issues that may be uncovered through such analysis, such as interviewers not following survey protocols precisely, which could lead to a wide range of bias and measurement errors. All surveys should include as a minimum start and end timestamps, however we strongly recommend that future surveys make use of multiple timestamps spread throughout all sections of the survey. This can help to identify sections which need to be reduced in length or cases where interviewers are not following survey protocols or instructions.

Analysis of GPS coordinates can similarly be used to ensure that sampling protocols are followed correctly by enabling researchers to track interviewers’ movements in field. This could, for example, highlight cases where the stated random walk protocol is not being followed correctly, or where clusters have been mis-identified. In our survey, analysis of GPS coordinates showed some unexpected results, however, these were isolated cases and not of concern. With the growth of Geographic Information Systems (GIS) and supplementary data in the developing world, the potential for geocoded data to be used during fieldwork and for analysis can soon be realised.

Finally, analysis of interviewer effects can help to uncover unwanted biases or issues in the data. While we did not uncover any individual interviewer effects, future research should ensure that such effects are monitored throughout fieldwork to prevent bias in the data collected. This is particularly important with regard to the interview length, selection of respondents, and non-response rates.

Beyond our own investigations there is a plethora of paradata that can be collected and analysed from surveys, particularly those conducted using CAPI methods. For example, the field and interview conditions can affect the efficiency of the interview and even data quality. Adverse weather conditions, particularly in areas with underdeveloped infrastructure, can prevent interviewers from reaching their samples, or cause severe delays. Even seemingly minor issues such as the comfort level of interviewers and respondents during the interview could potentially have an effect on the quality of the data collected. During our survey we did track weather conditions, however there was very little variation meaning that we were unable to detect the impact of the weather on our survey. This is therefore one area in which future surveys, taking place under more variable weather conductions, could shed more light on the potential impact of weather conditions on interview length and data quality.

As a result of our research, we make a number of recommendations for researchers using CAPI surveys. First, researchers should understand the different types of paradata and feel comfortable in their ability to collect, analyse, and use them. Second, researchers should collect a wide range of paradata in their surveys. The effort required to do so is minimal, as much paradata can be collected automatically as part of the wider data collection, yet the opportunity cost of not collected paradata can be significant. Third, paradata should be monitored and analysed from the very first day of field, rather than waiting until the end of data collection. This will enable the early identification of potential issues and help smooth the data collection process. Fourth, when issues are discovered from the analysis of paradata, solutions should be implemented to help improve the quality of data being collected, such as additional training on interviewing techniques or survey protocols.

While we have not been able to discuss and analyse them here, other researchers may find other types of paradata such as keystrokes, respondent contact attempts, and audio recordings useful for their own work. Future research in the field of development economics should certainly aim to take greater account of paradata and develop ways in which it can be used to improve data quality. This in turn can help to ensure that development related policies and decisions are based on the most accurate and precise data.
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Appendix 1. Average time per interview section

|  |  |  |  |
| --- | --- | --- | --- |
|  | Pilot (preparation phase) | Fieldwork (fieldwork phase) | Final sample(21st Nov to 3rd Dec -prevailing number of questions)  |
| Section | Date | 19th Nov | 21st Nov | 22nd Nov | 23rd Nov | 24th Nov | 25th Nov - end |
| **All** | Number of questions | 348 | 308 | 249 | 222 | 210 | 210 | 210 |
| Average interview length (mins) | 113 α | 97.02 | 85.79 | 74.39 | 64.49 | 51.26 | 58.84 |
| Average time per question (seconds) | 19.53α | 18.90 | 20.67 | 20.11 | 18.43 | 14.65 | 15.84 |
| **1 – Selection of the respondent**  | Number of questions | 12 | 12 | 13 | 13 | 13 | 13 | 13 |
| Average time taken (mins) | 9.18 | 8.21 | 8.75 | 7.23 | 5.64 | 5.63 | 6.10 |
| Average time per question (seconds) | 45.90 | 41.05 | 40.38 | 33.37 | 26.03 | 25.98 | 28.34 |
| **2 –Household roster** | Number of questions | 20 | 13 | 15 | 17 | 20 | 20 | 19 |
| Average time taken (mins) | 9.77  | 4.89 | 4.52 | 6.03 | 4.33 | 4.07 | 4.33 |
| Average time per question (seconds) | 29.31 | 22.57 | 18.08 | 21.28 | 12.99 | 12.21 | 13.95 |
| **3 – Household characteristics** | Number of questions | 105 | 97 | 84 | 80 | 65 | 65 | 69 |
| Average time taken (mins) | 28.4 | 21.68 | 18.6 | 15.18 | 14.27 | 8.42 | 10.85 |
| Average time per question (seconds) | 16.23 | 13.41 | 13.29 | 11.39 | 13.17 | 7.77 | 9.22 |
| **4 – Community life** | Number of questions | 12 | 12 | 10 | 9 | 7 | 7 | 8 |
| Average time taken (mins) | 5.51 | 5.11 | 4.83 | 4.17 | 3.85 | 2.77 | 3.23 |
| Average time per question (seconds) | 27.55 | 25.55 | 28.98 | 27.80 | 33.00 | 23.74 | 25.37 |
| **5 – Perceptions of natural gas activities** | Number of questions | 75 | 74 | 55 | 48 | 48 | 48 | 50 |
| Average time taken (mins) | 20.53 | 23.96 | 15.69 | 12.25 | 11.25 | 7.05 | 9.33 |
| Average time per question (seconds) | 16.42 | 19.43 | 17.12 | 15.31 | 14.06 | 8.81 | 10.91 |
| **6 – Social licence to operate** | Number of questions | 15 | 15 | 11 | 11 | 7 | 7 | 8 |
| Average time taken (mins) | 4.64 | 3.93 | 3.49 | 3.24 | 3.2 | 1.74 | 2.50 |
| Average time per question (seconds) | 18.56 | 15.72 | 19.04 | 17.67 | 27.43 | 14.91 | 19.00 |

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **7 – Energy use** | Number of questions | 15 | 12 | 9 | 6 | 4 | 4 | 5 |
| Average time taken (mins) | 7.43 | . | 4.3 | 3.38 | 3.2 | 2.06 | 2.41 β |
| Average time per question (seconds) | 29.72 | . | 28.67 | 33.80 | 48.00 | 30.90 | 32.93 β |
| **8 – Use of fiscal revenues** | Number of questions | 13 | 13 | 13 | 11 | 11 | 11 | 11 |
| Average time taken (mins) | 5.54 | . | 4.87 | 4.28 | 3.8 | 3.06 | 3.33 β |
| Average time per question (seconds) | 25.57 | . | 22.48 | 23.35 | 20.73 | 16.69 | 17.99 β |
| **9 – Knowledge of natural gas, environment and networks** | Number of questions | 81 | 60 | 52 | 44 | 35 | 35 | 38 |
| Average time taken (mins) | 21.99 α | . | 20.4 | 18.15 | 14.58 | 15.61 | 16.23 β |
| Average time per question (seconds) | 17.65 α | . | 23.54 | 24.75 | 24.99 | 26.76 | 26.66 β |
|   | Number of interviews completed | 16 | 48 | 32 | 71 | 75 | 557 | 783 |
| α Of 16, 8 values had to be imputed with weighted averages for those sections due to technical issues with timestamp triggers.β Weighted average calculated without value from the 21st November. Unable to impute values for 21st November because all relevant timestamps were missing. |

1. The Journal of Development Studies devoted a Special Issue on the topic, entitled “Statistical Tragedy in Africa? Evaluating the Database for African Economic Development” (The Journal of Development Studies, Volume 51, Issue 2, 2015). [↑](#footnote-ref-1)
2. Paradata are not new, but the advent of CAPI has helped collect more systematic paradata and formalize their use. [↑](#footnote-ref-2)
3. It must be noted that the timestamp draws its information from the date and time settings of the actual hardware, and so it is important that these are set correctly prior to field launch and not altered during fieldwork. [↑](#footnote-ref-3)
4. Audio-recording should be used carefully and only with informed consent of respondents. [↑](#footnote-ref-4)
5. Questionnaires, sampling strategy and detailed field protocols are available from the author upon request. [↑](#footnote-ref-5)
6. An urban Ward is an administrative structure for one single town or portion of a larger town. A rural Ward is composed of several villages. [↑](#footnote-ref-6)
7. By household, we mean people who generally sleep and eat in the dwelling, who pool their resources to buy food and other necessities, and who have a common head of household who makes major decisions concerning the household’s budget. [↑](#footnote-ref-7)
8. We used the survey CAPI software, surveybe to conduct this selection. Details about the procedure and SQL codes developed are available in Choumert-Nkolo et al. (2018). [↑](#footnote-ref-8)
9. A total of 803 households were contacted, however three households had no available respondent, 12 had no eligible respondent, and five refused to take the survey. [↑](#footnote-ref-9)
10. The sections selected were those that had an average length of over 5 minutes and were present in the tool throughout the main fieldwork. [↑](#footnote-ref-10)
11. There was a small uptick in survey length at the very end (3dec 2016). There are a couple of potential explanations. The most likely is due to only eight of the 16 interviewers conducting interviews on this day. Across all completed interviews, the survey length of the eight interviewers working on this day was five minutes longer than the other eight interviewers. There is also a much smaller sample size on this day, with only 39 interviews being completed by eight interviewers, compared to an average of 75 interviews by 16 interviewers on other days. Additionally, this was a Saturday, so interviewers and respondents may have felt more relaxed. Fieldwork was also originally planned to have finished the day before and so some interviewers may have experienced some fatigue on this day. [↑](#footnote-ref-11)
12. Questions in this section included, for example:

Overall, today in your community, how does the gas industry impact access to water? (1) Very Negative, (2) Negative, (3) Neither negative or positive, (4) Positive, (5) Very positive, (-99) Don’t know.

Overall, today in your community, what impact does the gas industry have on employment opportunities? (1) Very Negative, (2) Negative, (3) Neither negative or positive, (4) Positive, (5) Very positive, (-99) Don’t know. [↑](#footnote-ref-12)
13. The assets were displayed in a list within a questionnaire roster, with radio being the first in the list. The timestamp for each asset was triggered when the respective quantity was entered. The timestamp immediately before the first one in the asset list was at the end of the previous section. The timestamp for the first asset therefore includes the time during which the interviewer was introducing and explaining the asset module to the respondent. The data for radios are therefore not comparable with the other assets in the list. [↑](#footnote-ref-13)
14. Collecting GPS coordinates has been a fairly established part of household surveys, CAPI makes it easier to collect accurate GPS. [↑](#footnote-ref-14)
15. Interviewers aged 28 or above had an average interview length of 59.7 minutes, compared to 57.6 minutes for those aged 27 or younger. Mean comparison tests between these two age groups do not indicate significant differences. Similarly, mean comparison tests for gender and education level did not reveal any significant differences in interview length. [↑](#footnote-ref-15)