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Abstract
Non-randomized studies of intervention effects (NRS), also called quasi-
experiments, provide useful decision support about development impacts.
However, the assumptions underpinning them are usually untestable, their
verification resting on empirical replication. The internal replication study
aims to do this by comparing results from a causal benchmark study,
usually a randomized controlled trial (RCT), with those from an NRS
conducted at the same time in the sampled population. We aimed
to determine the credibility and generalizability of findings in internal
replication studies in development economics, through a systematic re-
view and meta-analysis. We systematically searched for internal replication
studies of RCTs conducted on socioeconomic interventions in low- and
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middle-income countries. We critically appraised the benchmark ran-
domized studies, using an adapted tool. We extracted and statistically
synthesized empirical measures of bias. We included 600 estimates of
correspondence between NRS and benchmark RCTs. All internal repli-
cation studies were found to have at least “some concerns” about bias and
some had high risk of bias. We found that study designs with selection on
unobservables, in particular regression discontinuity, on average produced
absolute standardized bias estimates that were approximately zero, that is,
equivalent to the estimates produced by RCTs. But study conduct also
mattered. For example, matching using pre-tests and nearest neighbor
algorithms corresponded more closely to the benchmarks. The findings
from this systematic review confirm that NRS can produce unbiased
estimates. Authors of internal replication studies should publish pre-
analysis protocols to enhance their credibility.

Keywords
design replication, internal replication, meta-analysis, non-randomized study
of interventions, quasi-experimental design, systematic review, within-study
comparison

Introduction

In the past few decades there has been an explosion in the numbers of
randomized controlled trials (RCTs) of development interventions, overall
(Sabet & Brown, 2018) and in specific sectors like water, sanitation and
hygiene (Chirgwin et al., 2021), and governance (Phillips et al., 2017).
However, some types of relationship are not amenable to randomised as-
signment, for example, where program eligibility is universal or im-
plementation has already begun, or where the primary measure of interest is an
exposure, like use, rather than assignment to an intervention. In addition, some
types of outcomes are measured with difficulty in prospective studies for
ethical reasons (e.g., death in childhood). Contamination of controls threatens
internal validity in trials, where measurement requires long follow-up periods.
When effect sizes are small, it may be difficult to design studies prospectively
to detect them (e.g., Bloom et al., 2008). There is interest in estimating causal
effect magnitudes in all of these cases.

Theory is clear that under the right conditions—specifically that the se-
lection process is completely known and has been perfectly measured1—non-
randomized studies of intervention effects, also called quasi-experiments, can
produce unbiased treatment effect estimates. It follows that if the selection
process is reasonably well understood and measured, NRS should produce
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results that are reasonably close to those that would have been produced in a
randomized experiment. The question is the extent to which this actually
happens. To assess this, empirical studies of bias compare non-randomized
study findings with those of a benchmark study, usually a randomized
controlled trial (RCT) that is assumed to provide unbiased estimates. One type
of benchmark study involves within-study comparison, or internal replication,
in which the randomized and non-randomized estimates are drawn from the
same population.

Internal replication studies on social science topics abound: we estimated
there to be 133 such studies at the time our searches were completed.
However, one needs to be careful when evaluating this literature because the
studies may contain inherent biases. Researchers are not usually blinded to
findings from the benchmark study and may therefore be influenced by those
findings in specification searches. Measures of bias are confounded where
different treatment effect estimands, representing different population sam-
ples, are used in benchmark and NRS. Systematic review and meta-analysis
can help alleviate these concerns about bias, through systematic searches and
screening of all relevant studies to avoid cherry-picking of findings, critical
appraisal to assess risk of bias, and statistical synthesis to increase precision
around estimates which, when well-designed and conducted, should be close
to zero.

This paper presents the results of a systematic review of internal replication
studies of economic and social programs in low- and middle-income countries
(L&MICs). To our knowledge, it is the first review of these studies to use
methods to identify, critically appraise, and synthesize evidence to systematic
review standards (Campbell Collaboration, 2021). Section 2 presents the
background and the systematic review approach. Section 3 presents the results
of risk-of-bias assessment and quantitative estimates of bias using meta-
analysis. Section 4 concludes.

Approach

Replication study design

Empirical approaches assess bias by comparing a given NRS estimator with
an unbiased, causal benchmark estimator, usually an estimate produced by a
well-conducted RCT (Bloom et al., 2002). One approach uses “cross-study”
comparison (or external replication) of effect sizes from studies that are selected
using systematic search methods and pooled using meta-analysis (e.g., Sterne
et al., 2002; Vivalt, 2020). Cross-study comparisons are indirect as they use
different underlying sample populations. They may therefore be subject to
confounding due to context, intervention, comparator, participant group, and so
on. Another approach is the “internal replication study” (Cook et al., 2008) or
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“design replication study” (Wong & Steiner, 2018). Like cross-study com-
parisons, these compare a particular estimator, usually a non-randomized
comparison group, with a causal benchmark, usually an RCT, which is as-
sumed to provide an unbiased estimate. However, the comparison arm used in
the NRS may come from the same study, or data collection at the same time
among the target population, hence they are also called “within-study com-
parisons” (Bloom et al., 2002; Glazerman et al., 2003). They have been un-
dertaken in the social sciences since Lalonde (1986). A number of literature
reviews of these studies exist (Glazerman et al., 2003; Cook et al., 2008; Hansen
et al., 2013; Wong et al., 2017; Chaplin et al., 2018; Villar & Waddington,
2019).

There are different ways of doing internal replication studies (Wong &
Steiner, 2018), the most commonly used—including all of the examples from
development economics—being “simultaneous design.” In these studies, a
non-equivalent comparison group is created, the mean of which is compared
to the mean of the control group in the RCT.2 In a standard simultaneous
design, the NRS uses administrative data or an observational study from a
sample of the population that did not participate in the RCT (e.g., Diaz &
Handa, 2006). However, inference requires measurement of the same outcome
at the same time, under the same study conditions, factors which are often
difficult to satisfy (Smith & Todd, 2005) unless the experiment and NRS
survey instruments are designed together (e.g., McKenzie et al., 2010).3

Two types of simultaneous design are used to evaluate regression dis-
continuity designs (RDDs). The “tie-breaker” design (Chaplin et al., 2018)
initially assigns clusters into the benchmark using an eligibility criterion, after
which random assignment is done. Where the eligibility criterion is a
threshold score, the design is used to compare observations within clusters
immediately around the eligibility threshold in RDD—control observations
from the RCT are compared to observations on the other side of the threshold
which were ineligible for treatment (e.g., Buddelmeyer and Skoufias, 2004).

In “synthetic design,” the researcher simulates the RDD from existing RCT
data by removing observations from the treatment and/or control arm to create
non-equivalent groups.4 For example, in cluster-RCTs in education, where
schools are already using pre-test scores to assign students to remedial ed-
ucation, participants in remedial education from treated clusters of the RCT
(which has been done to estimate the impact of a completely different in-
tervention) are compared to those not assigned to remedial classes from
control clusters (Barrera-Osorio et al., 2014). In this way, the RDD is con-
structed by researchers, and it may be applied to any threshold assignment
variable measured at pre-test (Wong & Steiner, 2018).5

4 Evaluation Review 0(0)



Measuring Bias in Replication Studies

Bias in a particular estimate may arise from sampling error, study design and
conduct (internal validity), and sampling bias (external validity) (Greenland, 2000).
The extent to which evidence of statistical correspondence with RCT esti-
mates adequately represents bias in NRS findings therefore depends only
partly on internal validity of the RCT and NRS. Other factors affecting
correspondence, which are sometimes inappropriately assumed to represent
bias, include differences in the sampled population and specification
searches.6

Regarding internal validity, Cook et al. (2008) showed that NRS in which
the method of treatment assignment is known, or carefully modeled using
baseline data, produced very similar findings in direct comparisons with
RCTs. Glazerman et al. (2003) found that the data source, the breadth of
control variables, and evidence of statistical robustness tests were related to
the magnitude of estimator bias in labor economics. In education, Wong et al.
(2017) found that use of baseline outcomes, the geographical proximity of
treatment and comparison, and breadth of control variables were associated
with less bias. They also noted that NRS, which simply relied on a set of
demographic variables or prioritized local matching when local comparisons
were not comparable to treated cases, rarely replicated RCT estimates. One
NRS approach that produces an internally valid estimator in expectation is the
regression discontinuity design (Rubin, 1977). Chaplin et al. (2018) assessed
the statistical correspondence of 15 internal replications comparing RDDs
with RCTs at the cut-off, finding the average difference was 0.01 standard
deviations. However, they warned larger samples and the choice of bandwidth
may prove important in determining the degree of bias in individual study
estimates. Hansen et al. (2013) noted that the difference between NRS es-
timates and RCTs was smaller where selection into treatment was done at the
group level (hence individual participant self-selection into treatment was not
the main source of variation). This finding is intuitively appealing, as group
selection (by sex, age, geography, and so on) by implementers, also called
“program placement bias,” may be easier to model than self-selection bias
(which may be a function of individual aptitudes, capabilities and desires).

The second potential source of discrepancy between the findings of RCTs
and NRS is in the effect size quantity or estimand due to differences in the
target population in each study (external validity). For example, the corre-
spondence between NRS and RCTmay not represent bias when comparing an
average treatment effect (ATE) estimate from an RCT with ATET from a
double difference or matching study, or local average treatment effect (LATE)
from an RDD (Cook et al., 2008). The ITTestimator, on which ATE is based in
RCTs, becomes smaller as non-adherence increases, making raw comparison
of the two estimators inappropriate, even if they are both unbiased. Similarly,
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when RDD is used to estimate the unbiased effect of an intervention amongst
the population immediately around the treatment threshold, this may still
differ from the RCT estimate due to heterogeneity in effects across the
population receiving treatment. In other words, the interpretation of corre-
spondence as bias may be confounded. An early review that found that NRS
rarely replicated experimental estimates did not take this source of con-
founding into account (Glazerman et al., 2003).

A final factor is specification searches. Cook et al. (2008) argued that, due
to the potential for results-based choices in the covariates and methods used,
NRS analysts should be blinded to the results of the RCT they are replicating.
These biases may serve to accentuate or diminish the differences between
RCT and NRS depending on the replication study authors’ priors. Thus,
Fretheim et al. (2016) “concealed the results and discussion sections in the
retrieved articles using 3M Post-it notes and attempted to remain blinded to the
original results until after our analyses had been completed” (p.326). Where it
is not possible to blind replication researchers to the RCT findings, which
would usually be the case, a reasonable expectation is that the internal
replication report should contain sensitivity analysis documenting differences
in effects due to changes in the specification (Hansen et al., 2013). An ad-
vantage of the latter approach, whether done openly or blinded, is to enable
sensitivity analysis to different methods of conduct in the particular NRS.

Systematic Review approach

Most existing reviews of internal replication studies have not been done
systematically—that is, based on systematic approaches to identify and
critically appraise studies and statistically synthesize effect size findings.
Exceptions include a review by Wong et al. (2017), which reported a sys-
tematic search strategy, and Glazerman et al. (2003) and Chaplin et al. (2018),
which used statistical meta-analysis of effect sizes. This systematic review
was registered (Waddington et al., 2018).

The eligibility criteria for inclusion in the review, alongside examples of
excluded studies, are in Table 1. Eligible benchmark studies needed to use
randomized assignment, whether controlled by researchers or administrators.
Eligible within-study comparisons included any non-randomized approach to
estimate the effect, including approaches with selection on unobservables and
those using selection on observables only. These included methods with
adjustment for unobservable confounding, such as difference-in-differences,
also called double-differences (DD), instrumental variables (IV), RDD, and
methods adjusting for observables such as statistical matching and adjusted
regression estimation of the parametric model applied to cross-section data.

The NRS and benchmark needed to use the same treatment estimand.
Where the bias estimator used the benchmark control and NRS comparison
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means only, data needed to be from the same sampled population. As
discussed, this is important to avoid confounding. Evidence suggests that the
assumption of constant treatment effects (treatment effect homogeneity)
across sub-samples, which would be necessary to validate the comparison of
different treatment estimands, should not be relied on. For example,
Oosterbeek et al. (2008) showed positive impacts on school enrollment for
the poorest quintile receiving benefits under the Bono de Desarrollo Hu-
mano (BDH) CCT program in Ecuador, but no impacts for the second
poorest quintile.

Previous reviews noted several issues in systematically identifying internal
replication studies due to a lack of common language used to index this evi-
dence. Glazerman et al. (2003) indicated electronic searches failed to com-
prehensively identify many known studies, while Chaplin et al. (2018) stated

Table 1. Systematic Review Inclusion Criteria.

Criteria Included studies Excluded studies

Population General program participants in
L&MICs, where benchmark and
NRS replication study draw on
participants from the same
target population and time
period.

Between-study comparisons
with no overlap in treatment
group samples for causal
benchmark and comparison
(e.g., Glewwe et al., 2004).

Intervention and
comparator

Any social or economic
development intervention and
any comparison condition (e.g.,
no intervention, wait-list, and
alternate intervention).

Clinical or bio-medical
interventions, or
interventions conducted
among populations in high-
income country contexts
(e.g., Fretheim et al., 2013)

Benchmark
study design

Within-study comparisons
reporting results of a
benchmark randomised study,
where randomisation was done
by researchers or
administratively.

Within-study comparisons
where the causal benchmark
did not use randomised
assignment (e.g., Friedman
et al., 2016).

NRS study
design

Within-study comparisons
reporting results of NRS
comparison replication using
any method (e.g., regression
analysis applied to cross-section
or panel data (DD), IV
estimation, statistical matching,
and RDD) from same target
population and using the same
outcome as benchmark study.

Within-study comparisons
where target population
differs from benchmark, for
example, due to mismatch
between ATE and LATE
(Urquieta et al., 2009;
Lamadrid-Figueroa et al.,
2010).
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that, despite attempting to search broadly, “we cannot even be sure of having
found all past relevant studies” (p.424). Hence, a combination of searchmethods
was used, including electronic searches of Research Papers in Economics
(RePEc) database via EBSCO, where search terms were identified using
“pearl harvesting” (using keywords from known eligible studies) (Sandieson,
2006) and 3ie0s Impact Evaluation Repository (Sabet & Brown, 2018); bib-
liographic back-referencing of bibliographies of included studies and reviews of
internal replication studies; forward citation tracing of reviews of internal
replication studies using three electronic tracking systems (Google Scholar,
Web of Science, and Scopus); hand searches of the repository of a known
institutional provider of internal replication studies (Manpower Demonstration
Research Corporation, MDRC); and by contacting authors. Full details of the
search strategy and results are in Villar and Waddington (2019).

Existing reviews of internal replication studies do not provide compre-
hensive assessments of the risk of bias to the effect estimate in the benchmark
study using formal risk-of-bias tools. Partial exceptions are Glazerman et al.
(2003), who commented on the likely validity of the benchmark RCTs
(randomization oversight, performance bias, and attrition), and Chaplin et al.
(2018) who coded information on use of covariates to control for pre-existing
differences across groups and use of balance tests in estimation.

Modified applications of Cochrane’s tools for assessing risk of bias in
RCTs were used to assess biases in benchmark cluster-randomized studies
(Eldridge et al., 2016; Higgins et al., 2016).7 For the individually randomized
benchmark, which was analyzed using instrumental variables due to non-
adherence, the risk-of-bias assessment drew on Hombrados and Waddington
(2012), as well as relevant questions about selection bias into the study from
Eldridge et al. (2016).8 In addition, the appraisal of the benchmark took into
account the relevance of the bias domains in determining internal validity of
RCT estimate, as well as other factors that may have caused differences
between the benchmark and NRS replication estimates.We also evaluated bias
from specification searches using publication bias analysis at the review level.

Data collected from included papers included outcome means in control and
comparison groups, outcome variances, sample sizes, and significance test values
(e.g., t-statistics, confidence intervals, and p-values). These were used to calculate
the distance metric measure of bias and its standard error. D is defined as the
primary distance metric measuring the difference between the non-experimental
and experimental means, interpreted as the size of the bias, calculated as

D ¼ bτNRS � bτRCT ¼ �Yc

NRS � Y
t

RCT

�� �Yc

RCT � Y
t

RCT

� ¼ Y
c

NRS � Y
c

RCT (1)

where Y
c
NRS and Y

c
RCT are the mean outcomes of the non-randomized

comparison and randomized control groups and Y
t
RCT is the mean outcome
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of the randomized treatment group. Both numerical and absolute differences
in D were calculated. Taking the absolute difference in D ensured that a
measure of the overall deviation of randomized and non-randomized esti-
mators was estimated, and not a measure based on the numerical difference
that, on average “cancelled out” positive and negative deviations, potentially
obscuring differences of interest.9 Distance estimates were standardized by the
standard deviation of the outcome, DS , as well as being compared as per-
centages of the treatment effect estimate and control and prima facie means to
aid comparison. In total, six relative distance metrics were used to compare the
difference between NRS and benchmark means, interpreted as the magnitude
of bias in the NRS estimator: the standardised numerical difference; the
standardised absolute difference; the percentage difference; the absolute
difference as a percentage of the control mean; the percentage reduction in
bias; and the mean-squared error. These are presented in Table 2.

The standard error of Ds is given by the generic formulation of the dif-
ference between two independent estimates

seðDSÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
se2NRS þ se2RCT

q
(2)

Table 2. Distance Metrics Used in Analysis.

Estimator Formula Notes

Standardised numerical
difference

DS ¼ Y
c
NRS�Y

c
RCT

SRCT
SRCT = sample standard

deviation of outcome
in benchmark.

Standardised absolute
difference jDSj ¼ jYcNRS�Y

c
RCT j

SRCT

Percentage of treatment
effect estimate
(percent difference)

jDT j ¼bτNRS�bτRCTjbτRCT j × 100

¼ Y
c
NRS�Y

c
RCT

jYtRCT�Y
c
RCT j

× 100

Percentage of control
mean (percent bias) jDC j ¼ jYcNRS�Y

c
RCT j

Y
c
RCT

× 100

Percentage of remaining
bias (percent bias
removed)

jDRj ¼ 1� Y
c
NRS�Y

c
RCT

jYcPF�Y
c
RCT j

 !
× 100

Y
c
PF = prima facie
comparison mean.

Mean-squared error MSEi ¼ bias2i þ s2i ¼ D2
i þ s2i s2i =variance of Di.

Sources: Greenland (2000); Glazerman et al. (2003); Hansen et al. (2013); Steiner and Wong
(2018).
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where seNRS and seRCT are the standard errors of the non-randomized and
randomized mean outcomes, respectively, which from equation (1) can be
assumed independent.

In order to account for differences in precision across estimates, pooled
means were calculated using fixed-effect inverse variance-weighted meta-
analysis. The fixed effect model may be justified under the assumption that
the estimates are from the same target populations, with the remaining bias
being due to sampling error. However, each internal replication study reported
multiple bias estimates using different methods of analysis and/or specifica-
tions. The weightsw for each estimate needed to consider the different numbers
of bias estimates each study contributed, using the following approach10

wij ¼ 1

s2i
:
1

mk
j

(3)

where s2i is the variance of distance estimate i andmk
j is the number of distance

estimates provided by study k. The pooled weighted average of D was
calculated as

D ¼
P

ijwijDijP
ijwij

(4)

Noting that the weight for a single study is equal to the inverse of the
variance for each estimate adjusted for the total number of estimates, fol-
lowing Borenstein et al. (2009), it follows that the variance of the weighted
average is the inverse of the sum of the weights across k included studies

s2D ¼ 1P
ijwij

(5)

We also tested the sensitivity of fixed effect meta-analysis estimates to
different weighting schemes including simple averages and weighted averages
using the inverse of the variance and the sample size.

Results

Information About the Sample

Eight eligible internal replications were included of randomized studies of
social and economic programs (Table 3). All but one included study used a
cluster-randomized controlled field trial as the benchmark. McKenzie et al.
(2010) used administratively-randomized data, where program assignment
was done individually by a lottery implemented by administrators, and the
data itself were collected by the authors specifically to estimate the treatment
effect of the lottery. Clusters were randomly assigned to the program in
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Galiani and McEwan (2013) and Galiani et al. (2017) as part of a field trial,
and the study used census data to evaluate outcomes.

Four of the studies featured in a literature review of internal replication
studies in development economics (Hansen et al., 2013). An additional four
studies were located through the searches, including two of the Programa de
Asignación Familiar (PRAF) in Honduras (Galiani &McEwan, 2013; Galiani
et al., 2017) and one of a scholarship program in Cambodia (Barrera-Osorio
et al., 2014), all of which examined discontinuity designs. A final study of
electricity subsidies in Tanzania evaluated matching estimators (Chaplin et al.,
2017).

The studies tested a range of non-randomized replication methods in-
cluding cross-sectional and panel data regression, geographical discontinuity
design (GDD),12 IV, propensity score matching (PSM) and RDD.

Data were collected on treatment effects for the benchmark study, as well as
each corresponding non-randomized replication. We calculated distance es-
timates from 586 specifications, of which 151 were estimated from test
statistics due to incomplete information reported about standard deviations of
the outcome in the benchmark (McKenzie et al., 2010; Galiani & McEwan,
2013; Barrera-Osorio et al., 2014; Galiani et al., 2017). The largest number of
estimates was from matching and discontinuity designs, each totaling over
170 across four studies. The fewest estimates were from DD and IV esti-
mation, with only 5 in total from a single study. The studies explored design
and conduct, thus a range of matching estimators were tested, such as kernel
matching (70 estimates) and nearest neighbor matching (59 estimates), or
prospective RDD (92 estimates) and retrospectively designed RDD (81 es-
timates). The estimate of effect which most closely corresponded with the
population for the non-randomized arm was taken from the RCT—the
bandwidth around the treatment threshold for the replications using RDD
(Buddelmeyer & Skoufias, 2004; Galiani & McEwan, 2013; Barrera-Osorio
et al., 2014; Galiani et al., 2017) and the instrumental variables analysis of the
administratively randomized study (McKenzie et al., 2010).

Bias in the Within-Study Comparisons

This section presents a summary of findings from the risk-of-bias assessment;
the complete assessment is given in the Supplemental Appendix. Only one
benchmark was estimated to have “low risk of bias” (Galiani &McEwan, 2013;
Galiani et al., 2017). However, due to problems in implementing the NRS in
those studies, there remained “some concerns” about confounding of the
NRS-RCT distance estimate with respect to its interpretation as bias. The
benchmark for PROGRESAwas estimated to have “high risk of bias” due to
attrition.13 The remaining benchmark studies had “some concerns.”14 Hence,
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all the within-study comparison estimates of bias in our sample may be
confounded (Table 4).

Concerns about the benchmarks often arose from a lack of information,
such as in the case of attrition in the PROGRESA benchmark experiment, or in
assessing imbalance of baseline characteristics using distance metrics. In other
instances, concerns were more difficult to address. For example, none of the
studies was able to blind participants to intervention, and outcomes were
mainly collected through self-report, a possible source of bias in open (un-
blinded) studies (Savović et al., 2012). For benchmark studies using cluster-
randomization, where informed consent often does not necessarily alert
participants to the intervention, this source of bias may be less problematic
(Schmidt, 2017). Also, where participants are identified after cluster as-
signment it is not clear that evaluations can sufficiently capture data on non-
adherence due to participant migration into, out of, or between study clusters.

However, it was not always clear whether the risk of bias arising in the
benchmark estimate would cause bias in the difference estimate. For example,
a threat to validity due to incomplete treatment implementation (“departures
from intended treatment” domain) is not a threat to validity in the distance
estimate for within-study comparisons that compare the randomised control
and NRS comparison means only, which do not depend on treatment fidelity,
as in the cases reviewed here. Similarly, biases arising due to the collection of
reported outcomes data (“bias in measurement of the outcome” domain) in
open trials may not cause bias in the internal replication estimate if the NRS
uses the same data collection methods, and the potential sources of bias in
benchmark and observational study are considered to be equivalent (e.g., there
are no additional threats to validity due to motivational biases from par-
ticipating in, or repeated measurement as part of, a trial). Multiple specifi-
cations, outcomes, and sub-groups were included to provide diversity in the
estimates in all studies, hence selective reporting that may have affected
benchmark trials (under “selection of the reported result” domain) was not
judged problematic in the context of within-study comparisons.

Finally, bias in the difference estimate may be caused by bias in the NRS,
confounding of the relationship and specification searches. Bias in the NRS
is captured in the meta-analysis of different specifications. Confounding of
the relationship may occur due to differences in the survey (e.g., outcome
measurement) and target population.15 All discontinuity design replications
included were able to restrict the RCT samples to create localized ran-
domized estimates in the vicinity of the discontinuity and compared the
distance between the two treatment effect estimates (Buddelmeyer &
Skoufias, 2004; Galiani & McEwan, 2013; Barrera-Osorio et al., 2014;
Galiani et al., 2017). In the case of Galiani and McEwan (2013), where
program eligibility was set for localities below a threshold on mean height-
for-age z-score (HAZ), the RDD comparison was generated for untreated

Waddington et al. 13
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localities just above the threshold, where HAZ was predicted due to limited
data. In Buddelmeyer and Skoufias (2004), there were four groups of
households that enabled the RDD estimator to be compared to the RCT. The
groups were differentiated by treatment status of the cluster, determined by
randomization across those clusters below a maximum discriminant score
(poverty index); and eligibility of households within clusters for treatment,
determined by the household’s discriminant score. The RCT treatment
estimand was calculated over households within the same bandwidth as the
RDDs to ensure comparability of the target population. Other studies used
statistical methods to compare NRS comparison groups with randomized
control group means (Diaz & Handa, 2006; Handa & Maluccio, 2010;
McKenzie et al., 2010; Chaplin et al., 2017).

Quantitative Estimates of Bias

NRS with selection on observables. Table 5 compares the distance estimates
obtained from the different methods of calculating the pooled effect. Two
within-study comparisons reported distance using regression-based estimators
(Diaz & Handa, 2006; McKenzie et al., 2010). The cross-section regression
specifications may perhaps be one benchmark against which other estimators
may be compared. As expected, these distance estimators tended to be larger
than those using other methods, including double differences, credible in-
strumental variables, and statistical matching.16

Matching produced small to medium sized estimates on average—between
0.10 and 0.30 in simple weighting (Table 5 columns 1–2), <0.10 for some
specifications in more complex weighting (Table 5 columns 3–4)—but
conduct mattered. Using more parsimonious matching by reducing the co-
variates in the matching equation to social and demographic characteristics
that would be available in a typical household survey, usually led to bigger
distance estimates than matching using rich control variables in the data
available (Diaz & Handa, 2006; Chaplin et al., 2017). Matching on pre-test
outcomes provided smaller distance metrics on average (Chaplin et al., 2017;
McKenzie et al., 2010). Finally, smaller distance metrics were estimated when
matching on local comparisons (Chaplin et al., 2017; Handa & Maluccio,
2010; McKenzie et al., 2010).17

The remaining columns of Table 5 attempt to translate the findings into
metrics that better indicate the substantive importance of the bias, Column 5
gives the mean-squared error, column 6 presents the bias as a percentage of the
benchmark treatment effect, and column 7 gives bias as a percentage of the
benchmark control mean.

Matching tended to produce estimates that differed from the RCT
treatment effect by large percentages, on average 200% bigger than the RCT
estimate (Table 5 column 6). However, matching would be expected to

Waddington et al. 15
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present a larger treatment estimate where it estimates ATET, which is bigger
than the intent-to-treat estimate under non-adherence. Presenting bias as a
percentage of the control mean (column 7), the estimates were smaller. In
addition, as noted above, where the control mean was close to zero, or small
relative to the treatment estimate, the percentage difference estimator was
large, as was the case in many of the matching estimators presented by
Handa and Maluccio (2010). The most important aspect of study conduct in
matching was the use of “rich controls,” leading to 83% bias reduction on
average across 116 estimates from four studies, although with a relatively
high expected MSE of 0.15 (Table 5 column 5). Nearest neighbor matching
also outperformed other matching methods, accounting for 52% of bias with
expected MSE of 0.07, based on 59 estimates from four studies. Matching
on the baseline measure, which is similar to DD estimation, on average
removed 56% of bias with expected MSE less than 0.001, across 15
estimates.

In contrast, across 10 estimates from two studies, regression analysis
applied to cross-section data removed 34% of bias with an expected MSE of
0.18.

NRS With Selection on Unobservables. The studies examining discontinuity
designs produced distance metrics that were typically less than 0.1 standard
deviations. These relatively small distance metrics, compared with the other
NRS estimators, varied by the bandwidth used (Buddelmeyer & Skoufias,
2004), as shown in the comparison of LATE and ATE estimators.18 It is
notable that the sample includes RDDs designed both prospectively
(Buddelmeyer & Skoufias, 2004; Barrera-Osorio et al., 2014) and retro-
spectively (Galiani & McEwan, 2013; Galiani et al., 2017), providing tests
of both types of RDD implemented in practice. These findings are useful,
given that potential sources of bias in prospective and retrospective RDDs
are different—for example, retrospective studies are potentially more sus-
ceptible to biased selection into the study (due to missing data), whereas
prospectively designed studies may be more susceptible to motivation bias
(e.g., Hawthorne effects).

Regression discontinuity design estimation produced bias estimates that
were on average different from the RCT treatment effect by 7%, and 8% of the
control mean. However, when RDD was compared to ATE estimates, it
produced distance estimates that are on average 20% different from the RCT
estimate, providing evidence for heterogenous impacts. These findings were
strengthened by the inclusion of distance estimates from two studies that were
excluded from previous analysis (Urquieta et al., 2009; Lamadrid-Figueroa
et al., 2010), which compared RDD estimates to RCT ATEs. Regarding the
statistical significance of the findings, RDDs are also usually of lesser power
because they are estimated for a sub-sample around the cut-off.19 However,
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the strongest evidence for accuracy were for RDD, which across 173 separate
estimates from four studies, removed 94% of bias on average, with expected
MSE less than 0.001.

McKenzie et al. (2010) examined the correspondence of two DD re-
gression estimates, which removed an estimated 56% of bias with expected
MSE less than 0.02 compared to the RCT. In two-stage least squares (2SLS)
instrumental variables estimation, one instrument was the migrant’s network
(indicated by number of relatives in the country of immigration). This was
shown to be correlated with migration (albeit with F-statistic = 6, which is
below the satisfactory threshold of F = 10; Bound et al., 1995), but produced a
treatment effect distance metric exceeding that for single differences, based on
pre-test post-test or cross-section adjustment. This supports the theoretical
prediction that inappropriate instruments produce 2SLS findings that are more
biased than OLS. The authors argued it was unlikely to satisfy the exclusion
restriction since it was very likely correlated with income after immigration,
despite being commonly used in the field of migration. Another instrument,
distance to the application center, produced the smallest distance metric of any
within-study comparison, effectively equal to zero. The instrument was highly
correlated with migration (F-statistic = 40) and, it was argued, satisfied the
exclusion restriction as it was unlikely to determine income for participants on
the main island where “there is only a single labor market…where all villages
are within 1 hour of the capital city” (p.939). While distance may provide a
plausible source of exogenous variation in some IV studies, it is also not
possible to rule out the possibility that the arguments being made for the
success of the instrument were based on results. Distance would not provide
an appropriate instrument where program participants move to obtain access
to services.

Sensitivity analysis. The matching estimates were sensitive to the choice of
weighting scheme. It can be seen that the simple unweighted average of the
numerical bias tended to produce the smallest distance metric where the
individual underlying difference estimates were distributed above and below
the null effect, on average “cancelling out” each other (Table 5, column 1).
Using absolute mean differences accentuates the difference between the RCT
and NRS mean, by definition exceeding zero. The corollary is that taking the
simple (unweighted) average of the absolute difference produced distance
estimates that tended to be bigger (Table 5, column 2). This explains why the
findings from this review are different from those found in other within-study
comparison papers, which, sometimes implicitly, used unweighted averages
of the numerical difference when discussing their findings (e.g., Hansen et al.,
2013).

On the other hand, using the adjusted inverse-variance weighted average
produced distance metrics between these two extremes (Table 5, column 3).
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Even the metrics for matching are below 0.1 in these cases, although this is
due to the large number of small distance metrics produced by Chaplin et al.
(2017). When the studies were instead weighted by RCT sample size,20 rather
than inverse of the variance, the matching distance metrics reverted to mag-
nitudes presented above, although remaining small for baseline measurement,
local comparison, and nearest neighbor algorithm (Table 5, column 4). RDD
estimates did not appear sensitive to the choice of study weights.

Meta-regressions were estimated to explore differences across findings by
NRS design and conduct simultaneously, alongside factors that might affect
correspondence between NRS and benchmark, including type of outcome
measure and risk of bias.21 Use of income measures of the outcome and high
risk of bias in the estimate were significantly associated with greater dif-
ferences between NRS and benchmark estimates (Table 6). Variables asso-
ciated substantively with smaller differences were use of RDD, matching, and
binary outcomes.22 The estimated between-study variance is also equal to zero

Table 6. Meta-Regression of Standardized Absolute Bias.

Coefficient 95%CI

Constant 0.13 �0.07 0.32
Regression estimation*
Regression discontinuity design �0.12 �0.31 0.07
Matching �0.16 �0.36 0.04
No baseline measure*
Baseline measure �0.01 �0.06 0.03
Non-local comparison*
Local comparisons �0.01 �0.06 0.03
Parsimonious controls*
Rich control variables �0.05 �0.09 �0.01
Nearest-neighbor matching �0.02 �0.10 0.06
Kernel matching 0.12 �0.06 0.30
Other matching algorithm*
Education outcome*
Health outcome 0.08 �0.03 0.18
Income outcome 0.14 0.02 0.27
Some concerns about bias*
High risk of bias 0.07 0.01 0.13
Number of obs 586
Tau-squared 0.00
I-squared 0.0%
F 2.48
Prob > F 0.01

Notes: * base category. Standard errors use cluster adjustment (equation (5)).
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(Tau-sq = 0.000); hence, we are unable to reject the null hypothesis of ho-
mogeneity in the true effect sizes. While we chose the fixed effects model on
conceptual grounds, this finding provides some empirical reassurance that our
model choice was reasonable.

A funnel graph was plotted of the standardized numerical difference
against the standard error to evaluate bias from specification searches
(Figure 1). There was symmetry in the plot and regression line intercept
passed through the origin, indicating no statistical evidence for specification
searches. Since studies were designed to conduct and report results from
multiple tests, regardless of findings, this evidence supports the validity of
internal replication studies, even when authors are unblinded to the bench-
mark effect.

Conclusions

In this article, we aimed to provide empirical evidence on bias in non-
randomized studies of intervention effects, or quasi-experiments, in devel-
opment economics. We conducted a systematic review of evidence from
internal replication studies on the correspondence between NRS and
benchmark RCTs, and critically appraised the design and conduct of the

Figure 1. Funnel graph with confidence intervals and regression line.
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studies. We conclude that NRS can provide unbiased effect estimates, sup-
porting the findings of other researchers, notably (Cook et al., 2008). This is a
useful finding for instances where causal inference is needed but randomized
design infeasible to answer the evaluation questions. The analysis suggests
that study design is probably the most important factor in determining bias.
The most accurate findings, with large enough samples to generalize from,
were from RDD, which were examined in four studies. Both prospective and
retrospectively designed RDDs provided credible estimates. As predicted by
theory, the bias properties of some estimators were dependent on effective
study conduct, such as the choice of the instrument or the incorporation of
baseline measures, geographically local matches, or matching algorithms. The
strong performance of nearest neighbor matching algorithms on MSE is
consistent with Busso et al.’s (2014) findings from Monte Carlo analysis,
although these authors also found a trade-off between bias and variance.

The findings have implications for critical appraisal tools commonly used
to assess risk of bias (e.g., Sterne et al., 2016), such as on the value of
particular designs like regression discontinuity, the use of baseline covariates,
or the methods of selecting matches. With regards to selection on observables
more generally, matching sometimes produced almost identical bias coeffi-
cients to cross-section regression, but other times did not. Where matching
used baseline adjustment, local matches, and nearest neighbor algorithms, the
biases were smaller. The cause of selection bias is also likely to be important.
As noted by Hansen et al. (2013), the estimates from McKenzie et al. (2010)
are a case where the main source is participant self-selection, which is thought
more difficult to control for directly than program placement bias at geo-
graphic level. It is possible, therefore, that program placement modeled using
selection on observables may be able to provide more accurate findings,
although the study in our sample of a group targeted program did not suggest
findings using cross-section regression or matching were particularly accurate
(Diaz & Handa, 2006).

Indeed, Smith and Todd (2005) warned against “searching for ‘the’
nonexperimental estimator that will always solve the selection bias problem
inherent in nonexperimental evaluations” (p.306). Instead, they argued re-
search should seek to map and understand the contexts that may influence
studies’ degrees of bias. For instance, Hansen et al. (2013) noted the potential
importance of the type of dependent variable examined in studies, suggesting
simple variables (such as binary indicators of school attendance) may be easier
to model relative to more complex outcome variables (such as consumption
expenditure or earnings). Our meta-regressions support this finding. Addi-
tionally, complexity may not be a problem in and of itself, but rather simply
magnify other problems, in particular missingness (easier to measure means
probably less potential for missing data) and lower reliability.
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On the magnitudes of the standardised distance metrics, which were found
to be negligible in the case of discontinuity designs and, by conventional
standards, small to medium for matching, recent attempts to examine effects
sizes observed in empirical research show that these conventional values may
provide a poor comparison of the magnitude of effects that seen in applied
research. Reviews of education interventions in high-income countries and in
L&MICs have shown that very few have effects that would be classified as
anything but small according to Cohen’s approximations (Coe, 2002;
McEwan, 2015). Averaging the effects of 76 meta-analyses of past education
interventions, Hill et al. (2008) found the mean effect size ranged between 0.2
and 0.3 standard deviations. But there are also concerns about percentage
distance metrics which depend on the magnitude of the baseline value, as seen
here. Hence, it may be useful to compare distance based on both standard-
ization and percentages, as done here.

A comment is warranted about generalizability, given the relatively small
number of internal replication studies that exist in development economics
and the small numbers of estimates for particular estimators. First, the in-
terventions are restricted largely to conditional cash transfers, an approach that
has been extensively tested using cluster-randomization. With the exception
of the studies in Cambodia, Tanzania, and Tonga, most evidence from internal
replications is from Latin America. There may therefore be legitimate con-
cerns about the transferability of the evidence to other contexts and sectors.
Furthermore, risk-of-bias assessments found that all of the studies had “some
concerns” about bias, and those with “high risk of bias” were found to
demonstrate less correspondence between NRS and RCT, confirming that
conduct of the internal replication study itself is important in estimating bias
(Cook et al., 2008).

A final comment concerns the conduct of further internal replication
studies. We noted that it may be difficult to blind NRS replication researchers
convincingly to the benchmark study findings, but that multiple model
specifications, outcomes, and subgroups may help to provide sufficient
variation in hypothesis testing. However, even though we were not able to find
evidence of publication bias, reporting bias may clearly be problematic in
these studies. The final implication, therefore, is that analysis protocols for
future internal replication studies should be published. This should specify the
findings from the benchmark study for which replication is sought, together
with the proposed NRS designs and methods of analysis. It does not need to
artificially constrain the NRS, in an area where pre-specifying all possible
analyses may be difficult. As in evidence synthesis research, sensible devi-
ations from protocol are acceptable provided the reasons for doing so are
clearly articulated.
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Notes

1. In regression discontinuity design, random error in measurement of the assignment
variable can be incorporated to produce strong causal identification at the as-
signment threshold (Lee & Lemieux, 2010).

2. Simultaneous designs are dependent designs where the RCT treatment arm in
dependent studies is common across study arms, and hence “differenced out” in
distance estimator calculations (see equations 1) and 2) below).

3. “Multi-site simultaneous design” attempts to account for this by using data from an
RCT based on multiple selected sites, within each of which participants are
randomly assigned to treatment and control. Bias is inferred by comparing average
outcomes from the treatment group in one site to the control observations from
another site (Wong & Steiner, 2018).

4. For example, Fretheim et al. (2013) discarded control group data from a cluster-
RCTwith 12 months of outcome data points available from health administrative
records before and after the intervention, in order to compare the RCT findings
with interrupted time series analysis.

5. This approach was also used in the group A (eligible households in treated
clusters) versus group D (ineligible households in control clusters) comparisons in
Buddelmeyer and Skoufias (2004), and in the “pure control” group comparisons in
Barrera-Osorio et al. (2014). The key difference between simultaneous tie-breaker
and synthetic design is that, in the latter, the researcher removes observations to
generate a “synthetic RDD,” whereas the former requires knowledge about the
threshold decision rule used to assign groups into the RCT.

6. Where there is non-compliance due to no-shows in the treatment group, it is
possible that the intervention “target population” could be included in the control
group in the NRS in some within-study comparison designs. Furthermore, the
sample used in NRS may differ from the RCT sample depending on whether
observations are dropped non-randomly (e.g., to satisfy common support in PSM),
which is sometimes referred to as sampling bias (Greenland, 2000), and similar to
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the problem of comparing population average treatment effects with local average
treatment effects from discontinuity designs and instrumental variables estimation.

7. It was not considered necessary to blind coders to results following Cook et al.
(2008), for example, by removing the numeric results and the descriptions of
results (including relevant text from abstract and conclusion), as well as any
identifying items such as author’s names, study titles, year of study, and details of
publication. All studies reported multiple within-study comparisons and all data
were extracted and analyzed by the authors.

8. Cochrane’s risk of bias tool for RCTs does not enable the reviewer to discern the
validity of the application of IV to correct for non-compliance.

9. In practice, the standardized difference calculated as the subtraction of RCT
numerical estimate from that of the NRS was frequently either side of zero, which
did tend to “cancel out” across specifications, as shown in the results for simple
subtracted standardized bias (Table 5 Column 1).

10. The generalized approach presented in Tanner-Smith and Tipton (2014) simplifies
to equation (3) as follows

wij ¼ 1
ðs2i þτ2Þ½1þðmk

j �1Þρ� ¼ 1
ðs2i þ0Þ½1þmk

j �1�1 ¼ 1
s2i m

k
j

where the weighting considers the between-studies error in a random effects
model, τ2 (equal to zero in the fixed effect case), and the estimated correlation
between effects, ρ (equal to 1 where all NRS comparisons draw on the same
sample and the benchmark control is the same across all distance estimates).

11. The visas enabled Tongans to take permanent residency in New Zealand under
New Zealand’s immigration policy which allows an annual quota of Tongans to
migrate.

12. Galiani et al. (2017) stated that it was unlikely that households from the
indigenous Lenca group migrated to obtain benefits under the CCT program,
suggesting validity of the benchmark control group. However, there remained
differences in shares of Lenca populations across the geographical disconti-
nuity in cash transfer treatment and control communities, potentially in-
validating the GDD comparison. Therefore, in this study the potential
outcomes are assumed independent of treatment assignment, conditional on
observed covariates.

13. The studies of PROGRESAwere awarded as having “high risk of bias” due to high
overall attrition and limited information about differential attrition in published
reports available. For example, Rubalcava et al. (2009) noted “one-third of
households left the sample during the study period” and “no attempt was made to
follow movers” (p.515). Differential attrition in PROGRESA is discussed in
Faulkner (2014).

14. There were two instances of “high risk of bias” in the NRS replications due to
differences in the definition of outcomes relative to the benchmark survey
questions (Diaz & Handa, 2006; Handa & Maluccio, 2010)—see Appendix.
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15. In two studies there was risk of bias in the distance estimate due to differences in
survey questionnaire for the expenditure and child labor outcomes (Diaz &Handa,
2006) and preventive health check-ups (Handa & Maluccio, 2010).

16. McKenzie et al. (2010) also reported the single difference estimator, taken from the
difference between pre-test and post-test. This was found to be a less accurate
predictor of the counterfactual outcome than matching on baseline outcome, double-
differences and credible instrumental variables, but more accurate than cross-section
regression and statistical matching which excluded the baseline measure.

17. McKenzie et al. (2010) implicitly used local matches, by choosing NRS com-
parisons from geographically proximate households in the same villages as treated
households. Due to the reduced risk of contamination, as the treated households
had emigrated already, matches in McKenzie et al. (2010) could be from the same
villages, unlike in other matched studies (for an intervention where there is a risk of
contamination or spillover effects), where matches would need to be geograph-
ically separate.

18. In Barrera-Osorio et al. (2014), the bias in test scores estimate was substantially
smaller than the bias in grade completion, which the authors noted was estimated
by enumerators and may therefore have been measured with error.

19. For example, Goldberger (1972) originally estimated that the sampling variance
for an early conception of RDD would be 2.75 times larger than an RCT of
equivalent sample size. See also Schochet (2008).

20. Sample size weighting uses the following formula: wij ¼ ni=mk
j where ni is the

sample size for difference estimate i andmj the number of estimates contributed by
study k.

21. We used three regression specifications: meta-regression, OLS regression and
Tobit regression (to account for censoring of the standardised absolute difference
below 0). All models produced the same coefficient estimates. Results available on
request from authors.

22. The meta-regression coefficient on a dummy variable equal to 1 when the study
measured a binary outcome, was �0.10 (95%CI = �0.2, 0.0). When both binary
outcome and income outcome dummies were included simultaneously, neither
coefficient was statistically significant.
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