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Abstract

Background: Many models used in theoretical ecology, or mathematical epidemiology are stochastic, and may also be spatially-explicit. Techniques from quantum field theory have been used before in reaction-diffusion systems, principally to investigate their critical behavior. Here we argue that they make many calculations easier and are a possible starting point for new approximations.

Methodology: We review the many-body field formalism for Markov processes and illustrate how to apply it to a 'Brownian bug' population model, and to an epidemic model. We show how the master equation and the moment hierarchy can both be written in particularly compact forms. The introduction of functional methods allows the systematic computation of the effective action, which gives the dynamics of mean quantities. We obtain the 1-loop approximation to the effective action for general (space-) translation invariant systems, and thus approximations to the non-equilibrium dynamics of the mean fields.

Conclusions: The master equations for spatial stochastic systems normally take a neater form in the many-body field formalism. One can write down the dynamics for generating functional of physically-relevant moments, equivalent to the whole moment hierarchy. The 1-loop dynamics of the mean fields are the same as those of a particular moment-closure.
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Introduction

The structure of biological populations in space, and the effects of random fluctuations, are well-established to have a significant influence on the dynamics of those populations. These range from qualitative differences, like the possibility of coexistence for competing organisms (e.g. [1]); through to acute quantitative differences, such as for epidemics where space provides the principle stratification of the population (e.g. [2,3]). The problem of understanding these effects and their interplay is made more difficult by a lack of analytical machinery, which leads to a reliance on extensive numerical simulation. Even with modern computers, this can make certain tasks requiring very many realizations too slow to be useful in situations where rapid answers are required (e.g. real-time estimation of model parameters during epidemics).

Beyond mean field theory, the main approach which has been brought to bear is the technique of so-called moment-closure. If one examines the dynamics of the mean fields in such systems, one typically finds that they include a dependence on the second moments. The dynamics of the second moments include a dependence on the third, and so on. In this way, one obtains a hierarchy of equations governing the evolution of the moments, which can be thought of as equivalent to the full stochastic system. Moment-closure means truncating this hierarchy (almost always at the second moment) by positing that the moments at a certain order are some function of the lower order moments. This is an uncontrolled approximation, and one drawback is that the choice of closure function must be guided by experience, or by a posteriori comparison with simulations.

In [4] and [5], it was first noted that certain stochastic systems on lattices can be rewritten in the language of quantum field theory (QFT). Since then, this rephrasing has mainly been used to obtain critical exponents for percolation-like systems, via renormalization group techniques (see e.g. [7]). Here, we will argue that for the kinds of model studied in population biology and epidemiology, this field theoretic description is notationally neater and more manageable than standard methods, in often replacing sets of equations with single equations with the same content. The master equation (Kolmogorov forward equation) takes the form of a Schrödinger equation in imaginary time. A single Hamiltonian sums up the dynamics compactly, even when births and deaths allow the population size to change; and the moment hierarchy is summarized in a single equation for the dynamics of a moment-generating functional.

The introduction of coherent state path integrals allows access to much of the functional machinery used in QFT, for example diagrammatic perturbation theory. We will concentrate on the effective action. Functional differentiation of the effective action yields the exact dynamics of the mean fields, including all stochastic and nonlinear effects. There is a systematic procedure for iteratively computing the effective action, known as the loop
expansion. The term loop refers to the diagrams involved in calculating each iteration. We shall not introduce diagrammatic technology, but calculate the 1-loop term for the general case and corresponding dynamics for two specific models.

In the next section, we will describe the two models we study, and then use them to introduce field theoretic language. We explain how the spatial distribution functions fit naturally into this picture. We go on to explain the path integral representation, the loop expansion of the effective action, and establish a general result for computing the effective action. We then write down the actions for our models and compare the 1-loop dynamics with the usual moment-closure approaches, before summarizing.

\section*{Methods}

\subsection*{1 Creation and annihilation operators}

Reference \cite{8} considers a population of 'bugs' which undergo Brownian motion with diffusion coefficient $\kappa$, and spontaneously give birth by binary fission as a Poisson process with rate $\lambda$. The $i$th bug also has a hazard of dying which is the sum of a background rate $\mu$ and the quantity $\sum_{j \neq i} V(x_i - x_j)$. $V$ is a competition kernel which enhances the chances of a bug dying if it is close to other bugs, and models something like a competition kernel which enhances the chances of a bug dying if.

The action seems to "go the other way" to the corresponding dynamics for two specific models. As above, one introduces local creation and annihilation operators $a$ and $a^\dagger$ respectively, satisfying the commutation relation

$$\{a, a^\dagger\} = 1$$

and build the space from basis vectors of the form $|n\rangle = (a^\dagger)^n|0\rangle$ (see Box S1). The reference state $|0\rangle$ has the property $a|0\rangle = 0$ (whence 'annihilation' operator), and also that $|0\rangle\langle 0| = 1$ in the inner-product of the space. The idea is that $a^\dagger$ 'creates' bugs, so the vector $(a^\dagger)^n|0\rangle$ represents the probability distribution where there are definitely $n$ bugs; $0.5(a^\dagger|0\rangle + (a^\dagger)^3|0\rangle)$ corresponds with a distribution where there are 1 or 2 bugs present each with probability 0.5; and so on. Thus, we can write our state as

$$|\psi\rangle = \sum_n p_n (a^\dagger)^n|0\rangle$$

The term loop refers to the diagrams involved in calculating each iteration. We shall not introduce diagrammatic technology, but calculate the 1-loop term for the general case and corresponding dynamics for two specific models.

The master equation is linear, and can be written in a Schrödinger-type form

$$\frac{d}{dt}|\psi\rangle = -H|\psi\rangle$$

The linear operator, $H$, which generates the time evolution is called the Hamiltonian. It is easy to check that for our non-spatial logistic growth model Eqn. [0], one can write the Hamiltonian in terms of creation and annihilation operators as

$$H = [\{\mu + \lambda\} n + Vn^2] - (\mu a + Vaa^\dagger a + \lambda a^\dagger n)$$

The term in square brackets consists only of number-operators and corresponds to the first term in Eqn.[0]. The term $\mu a$ corresponds to the death term $\mu(n+1)|n+1\rangle$ of Eqn.[0], with the annihilation operator $a$ acting to destroy a bug: $\langle n|a\rangle = n|n-1\rangle$. The actions seem to "go the other way" to the corresponding terms in Eqn. [0] because the operators act on the vectors as opposed to the coefficients.

The gain in simplicity is for the spatial case. Because the number of bugs can vary, one needs many marginal probability distributions $F_n(x_1, \ldots, x_n)$, conditional on there being $n$ bugs. These must be symmetrized because the bugs are identical, and are normalized so that integrating out all the spatial arguments of each one, and then summing over $n$ gives 1:

$$\sum_n \int dx_1 \ldots dx_n F_n(x_1, \ldots, x_n) = 1$$

The expectations of observable quantities are similarly sums over terms in each $n$-bug sector, and the master equation must be specified for each $n$ separately and includes clumsy symmetrization operations (see \cite{8}).

On each count, the field theory version is more succinct. As above, one introduces local creation and annihilation operators $a\xi$ and $a^\dagger\xi$, this time such that

$$a\xi a^\dagger\xi a\xi = \delta_{\xi\eta}$$

where $\delta_{\xi\eta}$ is a Dirac delta function (see Box S2). (We work in units where the area of the spatial domain has value 1. Area factors can be reintroduced by dimensional analysis.) Our state vector will be

$$|\psi\rangle = \sum_n \int \nu dx_1 \ldots dx_n F_n(1, \ldots, n) a^\dagger_1 \ldots a^\dagger_n |0\rangle$$

which is automatically symmetric. (Here and elsewhere, we avoid repeated subscripts by writing $k$ for $x_k$.) With the reference state $|0\rangle = \exp(\int dx a^\dagger |0\rangle$, the normalization condition again reads $\langle 0| = 1$. Expectation values are given as above, e.g. the expected...
local number density is \( n(x) = \langle n_x | \nu \rangle \) (for local number operator \( n_x = a_x^\dagger a_x \)); and the master equation again becomes Eqn. 3, this time with Hamiltonian

\[
H = \int dx \left[ kV_x a_x^\dagger V_x a_x + (\lambda + \mu - \lambda a_x^\dagger) n_x - \mu a_x \right]
\]

\[
- \int dx dy V_{xy} [a_x n_y - n_x n_y]
\]  (7)

This is simpler because one does not have to specify the dynamics for each possible number of bugs separately. Each term in the Hamiltonian has a clear interpretation, and with practice, a Hamiltonian can be written down straight from the verbal description of the possible transitions involved in the model.

The term moment hierarchy refers to reduced spatial distribution functions \( f^{(0)}(1,\ldots,n) \). E.g., \( f^{(2)}(x,y) \) is the probability density of finding a bug at \( x \) and another at \( y \) at time \( t \), and is given in terms of a sum over the appropriately symmetrized marginals:

\[
f^{(2)}(x_1,x_2) = F_2(x_1,x_2) + \sum_{k=3} \frac{k(k-1)}{2!} \int dx_3 \ldots dx_k F_k(x_1,x_2,x_3,\ldots,x_k)
\]

That is, one calculates the probability of finding a bug at \( x \) and at \( y \) given there are \( n \) bugs by integrating out all but two spatial variables in every possible way, and then sums over all the possible numbers of bugs \( n \). In the many-body field-theory (MBFT) formalism we have

\[
f^{(k)}(1,\ldots,k) = \langle | n_1 \ldots n_k : \nu \rangle
\]  (8)

where the colons denote normal ordering, as described above. This automatically takes care of the self-correlation terms one would otherwise have (see e.g. [6]). For example, if \( | \nu \rangle = a_1^\dagger a_3^\dagger | 0 \rangle \),

\[
\langle | n_x n_y : \nu \rangle = \langle n_x n_y - \delta_n n_y | \nu \rangle = \sum_{i \neq j} \delta(x_i - x_j) \delta(x_i - x_j)
\]

which avoids the singular self-terms with \( i=j \).

If one introduces a generating functional, \( Z \) for these distributions

\[
Z[J] = \sum_n \frac{1}{n!} \int d1 \ldots dn J_1 \ldots J_n f^{(n)}(1,\ldots,n)
\]  (9)

such that the \( n \)-th distribution can be recovered by functionally differentiating \( n \) times and setting \( J = 0 \) (see Box S1); then Eqn. \( 3 \) and the master equation imply that, for a Hamiltonian expressed in normal ordered terms, \( H[a^\dagger a] \),

\[
\frac{\partial}{\partial t} Z[J] = -H \left[ 1 + J \frac{\delta}{\delta J} \right] Z[J]
\]  (10)

This equation is equivalent to the entire moment hierarchy, and provides a convenient recipe for calculating the dynamics of a given moment. This is to be compared with taking the master equation for each of the \( F_n \), and using this together with the definition of \( f^{(k)} \) in terms of symmetrized marginals of the \( F_n \) to obtain its dynamics. It is analogous to the recipe for generating function dynamics of non-spatial continuous time Markov processes described in [9].

The other model we will consider is a susceptible-infected-recovered (SIR) epidemic model on a population of Brownian bugs. The diffusion coefficient will again be \( \kappa \), the recovery rate \( \nu \), and the rate at which infection takes place will be modulated by a spatial kernel \( V \) which implies that proximity of a susceptible to infecteds increases the likelihood of infection. Now we have 3 types of creation and annihilation operator, each commuting with the other: \( a, b \) and \( c \) for susceptible, infected and recovered respectively (referred to in vector notation when convenient). The Hamiltonian reads

\[
H = \int dx \left[ -\kappa a_x^\dagger V^2 a_x +vb_x b_x - vb_x c_x \right]
\]

\[
+ \beta \int dx dy V_{xy} \left( a_x a_y b_x - a_x b_y b_x \right)
\] (11)

The non-spatial version is just the usual stochastic SIR model. The Hamiltonian is

\[
H = (a x a^\dagger b^\dagger b + vb^\dagger b) - (a x a^\dagger b^\dagger b + vb^\dagger b)
\] (12)

1.1 Example: calculation of moment dynamics

In this section we provide a worked example of the application of Eqn. [10] in obtaining moment-dynamics. Consider a spatial SIR model without diffusion. Using the Hamiltonian of Eqn. [11] with \( \kappa = 0 \), and writing \( A, B \) and \( C \) for the fields corresponding to susceptible, infected and recovered individuals respectively, Eqn. [10] becomes:

\[
\frac{\partial}{\partial t} Z[A,B,C] = \int dx \frac{\delta}{\delta B_x} Z \left( C_x - B_x \right)
\]

\[
+ \beta \int dx dy V_{xy} \left( B_x - A_x \right) (1 + B_x) \frac{\delta^2}{\delta A_x \delta B_y} Z
\]

Recall that \( Z \) is generating functional for the physical moments (Eqn. [9]): setting \( A = B = C = 0 \) makes both sides zero, as it should. To obtain the dynamics of the first moments, we must differentiate once with respect to the fields, before setting the fields equal to zero. The manipulations in functionally differentiating integrals with respect to the field \( A \), e.g., are formally analogous to partial differentiation of sums over indexed variables, with the spatial label playing the role of an index. Bearing in mind that we will set the fields zero, only terms which do not contain a factor of \( A \), \( B \) or \( C \) after differentiation will survive. Thus:

\[
\frac{\partial}{\partial t} \langle a_x \rangle = -c \int dx dy V_{xy} \frac{\delta^2}{\delta A_x \delta B_y} Z \langle b_x \rangle
\]

or in terms of the moments:

\[
\frac{\partial}{\partial t} \langle a_x \rangle = -c \int dx V_{xy} \langle a_x b_y \rangle
\]

To calculate the dynamics of the second moments, one must differentiate twice before setting the fields equal to zero. For
example, in calculating \( \langle a_n a_n \rangle \), the non-zero terms read:

\[
\frac{\partial}{\partial t} \frac{\delta Z[0]}{\delta A_n} = - \beta \int dx dy V_{xy} \frac{\delta Z[0]}{\delta A_x \delta B_y} \left( A_x B_y - A_y B_x \right)
\]

or for the moments:

\[
\frac{\partial}{\partial t} \langle a_n a_n \rangle = - \beta \int dx V_{xy} \langle a_n a_x b_y \rangle - \beta \int dx V_{xy} \langle a_n a_y b_x \rangle
\]

Other terms are obtained similarly, using a procedure which could be easily automated with computer algebra software.

2 Functional methods

Path integrals were conceived of by Feynman in the context of quantum mechanics ([10]), and have since proved especially useful for QFT and statistical mechanics (see Box S3 and e.g., [11] and [12]). They are founded on splitting the evolution into many short time intervals, and inserting a particular resolution of the identity operator at each step. In the stochastic context, this amounts to the use of the Chapman-Kolmogorov equation on many time-slices. The result is an integral over functions, which must be treated as a limit of an \( N \)-fold integral over a discretized version of the integrand, as \( N \to \infty \). A path integral can be thought of as giving the probability of going from one state to another as weighted sum of all the possible histories between those states.

The idea is that if we treat \( \phi(x,t) \) as an infinite-dimensional vector, indexed by \( x \) and \( t \), functionals (with square brackets) are the analogues of real-valued functions; functional differentiation is the analogue partial differentiation; and functional integration the analogue of volume integration over the vector space.

Coherent states correspond with spatially-varying Poisson distributions, and are defined by

\[
|m(x)\rangle = \exp \left( \int dx. m_x^0 \right) |0\rangle
\]

(e.g. our reference state \( |0\rangle \) is a special case). They are eigen-states (i.e. eigenvectors) of the annihilation operator. We follow the coherent state conventions of [6] and [7], and ‘shift-trick’ of [7] (see the supplementary material S1 for more details). Then the expectation of a normal-ordered operator \( X \) for example (for simplicity, referring to only one time), given an initial coherent state \( |n_0(x)\rangle \), has the functional representation

\[
\langle X[a_x,a_x^+] | n_0(x) \rangle = \int D[\Phi] X \left[ 1 + \bar{\Phi}, \Phi \right] e^{-S}
\]

where the coherent state path integral for a time interval \([0,t]\) is a sum over field histories which have \( \Phi(x,0) \equiv 0 \) and \( \phi(x,0) = m_0(x) \). The quantity \( S \) is the action, given by

\[
S[\Phi,\bar{\Phi}] = \int dt \left( \int dx. \bar{\Phi} \phi \phi - H \left[ 1 + \bar{\Phi}, \Phi \right] \right)
\]

if \( H[a_x,a_x^+] \) is the Hamiltonian written in normal ordered form. In the functional formalism, the action plays an analogous role to the Hamiltonian, in that it encodes the dynamics of the system. Note that coherent state path integrals are somewhat different to Feynman path integrals: see [11] for a comparison, and [6] for more details on the coherent state version.

Normal ordering is naturally built into path integrals, so that, for example, we have

\[
f^{(k)}(1,...,n) = \int D[\Phi] \phi_1...\phi_n e^{-S}
\]

and therefore

\[
Z[J] = \int D[\Phi] \phi_1...\phi_n e^{-S} + \int dx J \phi
\]

It is Eqn.17 and its generalizations to unequal times and source terms for \( \bar{\Phi} \) which serve as the starting point for diagrammatic perturbation methods. Perturbing an action by a term \( -\varepsilon A S \) means that \( Z \) changes to \( \exp(\varepsilon A S[\delta/\delta J]) Z \), and terms at each order in \( \varepsilon \) can be represented, organised and manipulated as diagrams. We will not pursue this here.

Below, we will see that the action, \( S \), can be considered the zero-loop approximation to the effective action. Varying this with respect to the fields (i.e. differentiating with respect to the fields) provides the most basic approximation to the dynamics, usually resembling the mean-field equations.

3 The Effective Action

Hereon, we will frequently neglect writing out integrals explicitly, and use \( J \) and \( \phi \) to schematically refer to both barred and un-barred quantities. \( Z \) will now denote the generating functional as above, but with \( \bar{J} \phi \) now representing \( \int dx dt J_\phi \), or rather a sum of terms like this for all fields. \( W = \log Z \) is the cumulant generating functional. We define a quantity \( \Gamma \) by the Legendre transform:

\[
\Gamma[\phi_m] = - W[J] + J \phi_m
\]

\[
\phi_m = \frac{\delta W}{\delta J}
\]

\( \Gamma \) is the effective action and has the property that

\[
\frac{\delta \Gamma}{\delta \phi_m} = J
\]

The significance of this for us is that at \( J = 0 \), the effective action yields the exact equations of motion for the mean fields, including all stochastic corrections (see Eqn.19 and Eqn.20). Parenthetically, we note that both \( W \) and \( \Gamma \) have interpretations as sums over subsets of the diagrams involved in \( Z \).

4 Calculating the effective action

There is a standard method for iteratively calculating the effective action. Let us introduce the difference between the action, \( S \), and the effective action, \( \Gamma \): in Eqn.20, the expression for \( J \) in Eqn.20 and the functional integral expression for \( W \), one can establish after a shift and rescaling of integration variables (\( \Phi \to \Phi_m + \phi \) and then \( \phi/\sqrt{\ell} \to \phi \)) that

\[
e^{-\Delta/\ell} = \int D[\phi] e^{-Q[\phi_m,\phi] + \Delta_1 |\phi_m|\phi/\ell^{1/2} - R[\phi_m,\ell^{1/2}\phi]}/\ell
\]
(For more details see the supplementary material S1 or a textbook like [13].) Here \( Q \) is the quadratic part of the action, expanded as a functional Taylor series around \( \phi_m \); \( R \) is the sum of the third and higher order terms in the action’s Taylor series around \( \phi_m \), and an integer subscript \( k \) means the \( k \)th functional derivative.

This can be solved recursively and results in a series for \( \Gamma \) of the form

\[
\Gamma = \sum_{n=0}^{\infty} \ell^n \Gamma^{(n)}
\]  

(22)

Although it would appear from Eqn.21 that there should be non-
integer powers of \( \ell \) in Eqn.22, this is not the case because only even
moments of gaussian integrals are not zero. It turns out that the power
of \( \ell \) corresponds to the number of loops in the diagrams associated with
the shifted theory, \( Q \) as the action, and that the number of loops
roughly corresponds to the degree of calculational complexity. Thus
one hopes that the simplest (e.g., the 1-loop term) terms already contain
the bulk of the significant information. In the quantum case

\[
\frac{dY}{dt} = K + 2YJ + (\omega + 4Yf)Y
\]  

(28)

This means that up to 1-loop, the effective action is simply

\[
\Gamma = S - 2 \int dt \cdot tr(Xf)
\]  

(29)

where \( X \) satisfies the differential equation of Eqn.27. The
equations of motion obtained by varying this should be such that
barred fields are identically zero. This must be the case due to the
reference state, and simplifies the resulting equations significantly
(e.g., in varying the 1-loop correction, only \( tr[X\delta f] \) survives).
However, it is only legitimate to set the barred fields to zero after
variation. We note in passing that constant multiples of \( Q \) yield
the same result, because additive constants are irrelevant to \( \Gamma \).

6 Eyink’s variational principle

In [15], Eyink showed that Eqn.[3] can be obtained from
varying the quantity

\[
\Gamma[<\psi^R>]<\psi^L> = \int_0^\infty dt \cdot <\psi^L|(\tilde{\epsilon}_t + H)|\psi^R>
\]  

subject to the constraint \(<\psi^R(\infty)|\psi^R(\infty)> = <\psi^R(0)|\psi^R(0)>\).
This is analogous to the Dirac action in quantum mechanics,
and for stationary situations, reduces to the Rayleigh-Ritz
variational principle which is known in a wider context. He went
on to show that this is a representation of the effective action, and
that using an Ansatz for \( |\psi\rangle \) which is parametrized in terms of its
moments, \( m \), the variation yields the dynamics:

\[
m_t = -<1 | \hat{m}_t H | \psi(m)> \]  

(29.5)

where \( \hat{m}_t \) is the operator giving the moment: \( m_t = <1 | \hat{m}_t | \psi(m)> \).
This formalism has already been used at least once to derive a
novel approximation in a biological context [16].

The meaning of this for the population biologist is that if one
chooses the probability distribution to from some family which can
be parametrized by some of its moments (like the Gaussian
distribution, e.g.), the dynamics of those moments is given by the
moment-closure associated with that distribution. So if one has a
reason (such as numerical experiment) for suspecting that the
distribution of interest should look Gaussian, zero-central-moment
is an appropriate closure, and can be thought of as the dynamics
on this family derived from the effective action. Similarly, closures
which have been named due to their form (e.g. the “Poisson”
closure), do actually derive from the corresponding distribution
in this sense. This link provides an alternative motivation for
moment-closures, and a less ah hoc way to make an appropriate
choice.

Results

In this section, we apply the methods outlined above to the
example models of the previous section. For more detailed versions
of the calculations in this section, see the supplementary
material S1. In each case, we are interested in the dynamics of the mean
fields at 1-loop. The equations for the barred fields are omitted as
they admit trivial solutions (i.e. barred fields have been set to zero
after variation).
1 Non-spatial versions

For the simple bug model, it will be convenient to introduce the quantity \( \gamma = \lambda - \mu \). The action for the system becomes

\[
S = \int dt \left\{ \bar{\phi} \left( \partial_t - \gamma - V \phi - \phi \bar{\phi}^2 + V \bar{\phi} \phi^2 + V \bar{\phi}^2 \phi^2 \right) \right\}
\]

This yields at 1-loop:

\[
\partial_t \phi = (\gamma - V) \phi - \phi \bar{\phi}^2 - 2V \bar{\phi} X
\]

\[
\partial_t X = \left( \lambda \phi - \phi \bar{\phi}^2 \right) + 2(\gamma - V - 2V \phi) X
\]

The zero-loop equation is simply the equation for \( \partial_t \phi \) with \( X=0 \). This is of interest because it differs from the naive mean-field equations by the presence of the \( \bar{\phi} \) term.

The non-spatial SIR model has the action

\[
\int dt \left\{ a^T \partial_t a - \left[ \beta (\mathcal{F} - \mathcal{P}) \right] \left( (1 + \mathcal{F}) ab - v b b + v b c \right) \right\}
\]

This time the zero-loop equations are the same as the mean-field equations, and therefore the same as the differential equations of the usual deterministic SIR model. The 1-loop corrections are obtained following the above recipe, and require appending some differential equations linear in \( X \). Only 3 of the \( X \) differential equations are relevant to the correction (see supplementary material S1).

2 Spatial versions

In compact notation, the actions for the bug population model and the epidemic model are

\[
S = \bar{\phi} \left( \partial_t \phi - \kappa \bar{\phi}^2 \phi + \phi \bar{\phi} V \phi + \bar{\phi} V \phi \right)
\]

and

\[
S = a^T \left( \partial_t - \kappa \bar{\phi}^2 \right) a + v (\bar{b} - c) b - \beta (abVbb + abVb - aaVbb - aaVb)
\]

respectively. To clarify, we have omitted all integrals. Where there are double integrals over space, quantities to the right the other. So, for example: \( a^T a b = \int dxdy a(x) a(y) V(x-y) b(y) \) etc.

For these spatial cases, we consider our bugs as residing on a torus. That is, we assume that ‘space’ is a square with length \( L \), and with pairwise identification of opposite edges. All functions on this space are periodic, and so it is natural to represent things in terms of their Fourier modes, i.e.

\[
\Psi(x) = \sum_n e^{i2\pi n/L} \Psi_n
\]

where \( n \in \mathbb{Z}^2 \). We will (as is usual) assume a spatially homogeneous (translation-invariant) initial state. In this case, the mean fields are constant in space \( \phi(x) = \phi \), and the quadratic part of the action can be written as a sum of Fourier modes.

\[
Q = L^2 \sum_n \left( \bar{\phi}_n \partial_t \phi_n - \bar{\phi}_n \omega_n \phi_n - \phi_n \bar{\phi}_n \phi_n f \phi_n \phi_n - \bar{\phi}_n \phi_n g \phi_n \phi_n \right)
\]

which do not interact. Up to 1-loop therefore, the effective action is given by

\[
\Gamma = S - 2 \int dx \sum_n \text{tr} f_n X_n
\]

\[
X_n = g_n + \omega_n X_n + X_a \phi_n^T + 4X_n f_n X_n
\]

where in our case the quadratic term in \( X_n \) is not present after setting barred fields to zero. This means the 1-loop dynamcs are given by

\[
\frac{\delta S}{\delta \phi} = 2 \sum_n \text{tr} \left( \frac{\delta f}{\delta \phi} X_n \right) = 0
\]

\[
X_n = g_n + \omega_n X_n + X_d \phi_n^T
\]

where these are both at \( \bar{\phi} = 0 \), and the \( S \)-term gives the mean-field dynamics.

Although this infinite set of equations may look fearsome, one can convert it back into real space, where it has the same structure as the equations one obtains with moment-closure methods. Indeed they are the same as the closure which results from setting the third cumulant density identically to zero (zero third central moment closure).

In the bug model for example, both the zero third central moment and the 1-loop dynamics have the form (see supplementary material S1):

\[
\partial_t \phi = \gamma \phi - V \phi^2 - \text{corr}
\]

\[
\text{corr} = 2 \int dx V(x) X(x)
\]

with

\[
\partial_t X(x) = \lambda \phi \delta(x) - \phi^2 V(x) - 2(\phi V + X(x)) + 2 (\kappa V^2 + \gamma - V \phi) X(x)
\]

where \( \mathcal{F} \) is the integral of \( V \) over all space and \( \mathcal{P} \) \( X \) is the convolution of \( V \) with \( X \).

3 Perturbative expansion around the mean-field solution

In this section we derive a novel approximation to the non-spatial SIR model, as an illustration of calculations using the formalism. The probability of being in a state \( |x\rangle \) at a time \( t \), having started in \( |0\rangle \) at time 0 is:

\[
p(|x|/|0\rangle) = \langle x | e^{-\mathcal{H} t} | 0 \rangle
\]

\[
= \int_{|0\rangle = |0\rangle}^{|x\rangle = |x\rangle - 1} D[a \bar{a}] e^{-\mathcal{S}[a, \bar{a}] + J_0 + K a} | - K = 0 = \mathcal{Z}_{\mathcal{S} a}(0)
\]

One can expand this path integral around the stationary path for the action (the mean-field dynamics) to give

\[
\mathcal{Z}_{\mathcal{S} a}(J,K) = e^{-\mathcal{S}[a, \bar{a}] - J_0 + K a} \int_{|0\rangle = |0\rangle}^{|x\rangle = |x\rangle - 1} D[a \bar{a}] e^{-\mathcal{S}_N[a, \bar{a}] - J_0 + K a} + J a + K a
\]

where

\[
\mathcal{S}_N[a, \bar{a}] = \mathcal{S}_N[a, \bar{a}] + J_0 + K a\]
\begin{align*}
S_Q[\delta a, \delta\alpha] + S_{\text{int}}[\delta a, \delta a] &= S[a_0 + \delta a, a_0 + \delta a] - S[a_0, a_0]
\end{align*}

$S_Q$ being the quadratic part and $S_{\text{int}}$ the rest. The integral term contains all information about the (non-Gaussian) fluctuations. This means, for example, that

$$
\langle a \rangle = a_0 + \langle a, e^{-S_{\text{int}}} \rangle_Q \approx a_0 + \langle a, (1 - S_{\text{int}} + S_{\text{int}}^2/2) \rangle_Q
$$

where the expectation with respect to the quadratic part of the action can be computed (perturbatively), since the Gaussian path integral is tractable. The approximate equality results from a naive, but systematically improvable Taylor expansion of the exponential of the interaction part of the action. This last can be computed using the results above on the general fluctuation integral. The barred mean-field solutions are identically zero, so $f=0$, in the notation used above reducing the fluctuation integral to

$$
I = e^{\int dt \cdot Y^T J}
$$

$$
Y = K + 2XJ + \omega Y
$$

$$
X = g + \omega X + X\omega^T
$$

$$
\omega = \begin{pmatrix}
\beta b_0 & \beta a_0 & 0 \\
-\beta b_0 & -\beta a_0 + v & 0 \\
0 & v & 0
\end{pmatrix}
$$

$$
g = \begin{pmatrix}
\beta a_0 b_0/2 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
$$

Differentiating the expression for $I$ shows that only moment of even numbers of fields are non-zero, and that these are equal to sum over all possible products of second moments involving these fields. This is a special case of a more general result known as Wick’s theorem (see [10]). It is also easy to see that moments are only non-zero if there are more unbarred fields than barred. It remains to calculate the derivatives of $Y$ with respect to $J$ and $K$. This can be done by differentiating the differential equations for $Y$ and $X$ and then solving them, and one obtains:

\begin{align*}
\frac{\delta Y_j}{\delta K_s} &= \langle a, a_j \rangle_Q = U(t,s) \theta(t-s) \\
\frac{\delta Y_j}{\delta J_s} &= \langle a, a_j \rangle_Q = 2U(t,s)X_s \\
\frac{d}{dt} U(t,s) &= -\omega_s U(t,s) \\
U(t,s) &= 1
\end{align*}

Where $\theta$ is equal to $1$ if $t > s$ and zero otherwise. The value $\theta(0)$ can be justified by careful consideration of the discretized version of the differential equation for $Y$, or by computation in the operator formalism. This means that many terms are equal to zero, and the approximation becomes:

\begin{align*}
\langle a \rangle_t &\approx a_0 + \beta \int_0^t dt \cdot (U_{11}(t,\tau) - U_{21}(t,\tau))X_{12}(\tau) \\
\langle b \rangle_t &\approx b_0 + \beta \int_0^t dt \cdot (U_{21}(t,\tau) - U_{22}(t,\tau))X_{12}(\tau)
\end{align*}

Despite the fact that this approximation is poorly-motivated, its performance is better than that of mean-field theory, though inferior to third-cumulant-zero moment-closure. Comparisons were made for population sizes of the order hundreds, where deviations between the stochastic model and its mean field description would be fairly pronounced. The Taylor-expansion approximation shared the problems of moment closure at small numbers of initial infected individuals, but was less stable with typically larger deviations from the mean of the stochastic model. See Figure S1 for representative output.

4 Comparisons

Some comments are in order. The 1-loop equations of motion have turned out to be the same as those from taking the normal-ordered third cumulant to be zero. This is because the 1-loop procedure is essentially a WKB approximation, and Gaussians have zero third cumulants. In the spatial case, taking the normal ordered third cumulant to be zero is the physically natural thing to do. In the non-spatial cases, it is the non-normal ordered moments which are meaningful. That in the non-spatial cases, setting the normal-ordered third cumulant to zero is distinct from the usual zero third central moment closure, which is defined with non-normal ordered moments. As mentioned above, the equations for the non-spatial bugs model differ at zero-loop from naive mean-field theory, and in form from those of the spatial bugs model. The extra term is from normal ordering the Hamiltonian, and the latter difference is down to the fact that one does not need to worry about avoiding self-interactions in the non-spatial case.

It should be noted that in these non-spatial cases where the 1-loop approximation differs from the usual central moment closures, the performance of the 1-loop approximation in describing the mean dynamics of the stochastic model is at least comparable with that of the moment-closure approximation; suffering from the same sorts of problems, for example when initial numbers of infecteds are very small in the SIR case. It also should be noted that the extra term in zero-loop approximation to the non-spatial bug population model significantly improves its performance compared with naive mean-field equations.

Discussion

The main aim of this paper was to introduce field-theory as a natural language for describing spatial stochastic models in population biology and epidemiology. We feel the Hamiltonian, which describes the system dynamics, is usually simpler in form than a traditional master equation, especially when the total population size is allowed to vary due to the unified treatment of populations with different sizes. Moreover, with practice, it is straightforward to write down a Hamiltonian from a verbal description of the dynamical rules. For example, the laws governing the spatial ‘bug’ population model are fairly easily explained, and yet the master equation in the traditional form of [8] is formidable in appearance, and difficult to interpret and manipulate. More manageable notation should allow and encourage analytical manipulation and investigation of models - and even formulation of models - where calculational difficulty has previously got in the way. Table 1 provides some examples of rules for transition rates common in biological models, and their corresponding contributions to a many-body Hamiltonian describing the system.

Spatial correlations fit naturally into this framework in terms of normal-ordered moments, and we showed Eqn.10 provides a particularly concise description of the dynamics of the moment hierarchy. If interested in moment-closure, the extra ‘$\delta$’ terms which must be carefully included in the closure relation of some
Our perturbation approximation was inferior to moment-closure, unsurprisingly perhaps given its crudeness, and included to provide an example calculation. We note however, that this (or any other approximation to $\zeta_{N}$) allows the approximate calculation of transition probabilities between states, e.g. extinction probabilities. Such transition probabilities often occur in likelihood-based inference for this kind of dynamical system, and are not accessible through moment-closure type techniques.

Finally, we note that the methods developed above for handling and approximating the dynamics of stochastic spatial models are in no way restricted to population biology, but would also be useful for other systems of reaction-diffusion type.
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