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Estimating causal effects of genetic risk variants for breast cancer using marker data from bilateral and familial cases
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Abstract

Background—Cases with a family history are enriched for genetic risk variants, and the power of association studies can be improved by selecting cases with a family history of disease. However in recent genome-wide association scans utilising familial sampling, the excess relative risk for familial cases is less than predicted when compared to unselected cases. This can be explained by incomplete linkage disequilibrium between the tested marker and the underlying causal variant.

Methods—We show that the allele frequency and effect size of the underlying causal variant can be estimated by combining marker data from studies that ascertain cases based on different family histories. This allows us to learn about the genetic architecture of a complex trait, without having identified any causal variants. We consider several validated common marker alleles for breast cancer, using our own study of high risk, predominantly bilateral cases, cases preferentially selected to have at least two affected first or second degree relatives, and published estimates of relative risk from standard case/control studies.

Results—To obtain realistic estimates and to accommodate some prior beliefs, we use Bayesian estimation to infer that the causal variants are probably common, with minor allele frequency >5%, and have small effects, with relative risk around 1.2.

Conclusion—These results strongly support the common disease common variant hypothesis for these specific loci associated with breast cancer.

Impact—Our results agree with recent assertions that synthetic associations of rare variants are unlikely to account for most associations seen in genome-wide studies.

Keywords

Breast cancer; family history; ascertainment bias; causal variant; synthetic association

Introduction

Familial cases of disease are likely to segregate genetic risk variants, and therefore offer increased efficiency over sporadic cases for detecting new variants(1-2). Large collections of familial cases ascertained through genetics clinics(3), and of cases with two primary
cancers ascertained through cancer registries (4) have been developed specifically for genetic studies of breast cancer. The increased efficiency of studies of these “genetically enriched” cases results from the fact that, for example, the allele frequency difference between cases with one affected first-degree relative and population controls is about 1.5 times greater than in unselected cases, and there is an approximately twofold higher difference for cases with two affected first-degree relatives (1). In breast cancer there is the possibility of bilateral disease, among cases of which there is also a twofold higher difference. Recently, we (5) and others (6) have exploited the genetic enrichment of bilateral and familial cases in genome-wide association scans (GWAS) and thereby identified novel single nucleotide polymorphisms (SNPs) associated with breast cancer.

For a given ascertainment scheme the excess risk, that is the increase in effect size compared to a study of sporadic cases and population controls, can be predicted for variants having a direct causal effect on disease. However, the relationship for marker SNPs is less clear owing to incomplete linkage disequilibrium (LD) between the marker and the causal variant. Significant deviation of the excess risk from its expected value has been observed in familial cases of breast cancer (6), and here we demonstrate similar deviation in bilateral cases. The observed excess risk is generally lower than that predicted for the causal variant, implying that the gain in efficiency is less than had been anticipated.

Here we give expressions for the relative risk for marker genotypes in bilateral and familial cases, in terms of the marker and causal genotype frequencies, LD between marker and causal variant, and the relative risk of the causal variant. We show that the attenuation of the excess risk observed in recent studies can be explained by realistic models of LD and causal relative risks.

We then note that, given the marker relative risks in at least three distinct sampling schemes, it is possible to infer the genotype frequency and relative risk of the causal variant, even if the identity of that variant is unknown. This bears on recent debates over whether the numerous SNP associations emerging from GWAS are primarily driven by rare variants with larger effects than those estimated by GWAS, or by common variants with similar properties to the tag SNPs used in GWAS. The former scenario would explain more heritability than the latter (7), giving a partial account of the missing heritability problem (8). Recently, motivated by earlier observations that rare variation could explain common disease (9), Dickson et al argued that rare variations could stochastically occur in coupling with a common SNP allele, creating “synthetic” association of the common variant (10). But this hypothesis has been challenged on theoretical and empirical grounds, with the evidence to date pointing to a greater role for common causal variation (11-12). These arguments are based on simulations and whole-genome averages, and there has been little work on determining whether specific causal variants are rare or common, as this would normally require complete re-sequencing of associated regions.

Here we address this issue for ten specific loci that have been consistently associated with breast cancer, by inferring the allele frequency and relative risk of the causal variants from the marker relative risks estimated from studies of sporadic, bilateral and familial cases. To allow for sampling variation and to accommodate some prior beliefs, we perform a Bayesian estimation of causal effects to show that the variants underlying these established associations are probably common and have similar relative risks to those observed for the marker SNPs. This is in agreement with recent simulation results (13) and, for the first time, provides explicit support for the common disease common variant (CDCV) hypothesis applied to breast cancer. The approach we develop can be applied to various familial sampling schemes, including those based on concordant or discordant sib pairs, including twins, and is not limited to the studies of breast cancer described here.
Materials and Methods

Subjects

Cases and controls were selected from the British Breast Cancer Study (BBCS), details of which have been published previously (4-5). For this analysis we included 1695 cases, 1564 of whom had two sequential or simultaneous primary breast cancers, and 131 of whom had at least two affected first degree relatives. The excess relative risk among cases with a second primary and those with two affected first degree relatives has been shown to be equivalent(1) so the subsequent analysis assumes that all cases are bilateral. 2001 controls were ascertained as friends and non-blood relatives of the cases. All cases and controls were of self-reported white Caucasian ancestry and all controls were free from breast cancer at enrolment in the study. Collection of blood samples and questionnaire information from case and control subjects was undertaken with informed consent and in accordance with the tenets of the Declaration of Helsinki.

Genotyping

DNA was extracted from blood samples using conventional methodologies and quantified using PicoGreen (Invitrogen). Genotype data from the BBCS was obtained for ten SNPs that have been reproducibly associated with breast cancer by GWAS (table 1). Genotypes for rs13387042, rs4973768 and rs504950 have been included in previous publications(14-15). Additional genotyping of rs1338740 and de novo genotyping of three SNPs (rs10941679, rs2046210, rs11249433) was carried out using Taqman® nuclease assay, with reagents designed by Applied Biosystems as Assays-by-Design™ and genotyping performed using the ABI PRISM 7900HT Sequence Detection System according to manufacturer’s instructions. For four other SNPs (rs889312, rs2981582, rs3817198, rs3803662) genotyping was performed by KBioscience Ltd, using their proprietary in house system (KASPar), a competitive allele specific PCR SNP genotyping system that uses FRET quencher cassette oligos.

Call rates for SNPs genotyped as part of this analysis were 99.9% (rs1338740), 99.2% (rs10941679), 99.9% (rs2046210), 99.7% (rs11249433), 98.2% (rs889312), 97.8% (rs2981582), 98.9% (rs3817198) and 98.0% (rs3803662) and there was no evidence of deviation from Hardy Weinberg equilibrium in controls, for any of the SNPs (all P > 0.05). Duplicate concordance based on a 3.5 % random sample was 100% for all SNPs.

Published data

We obtained summary odds ratio estimates from published studies using cases unselected for a family history(14-19). We also obtained summary estimates from a recent GWAS by Turnbull et al that preferentially selected cases to have at least two affected first or second degree relatives(6). The exact ascertainment criterion was unspecified and we assumed that half the cases had at least two affected first degree relatives and the other half at least two affected second degree relatives. This approximation was made following informal consultation with those authors, but our conclusions turn out to be similar if we assume, say, that each case has at least one affected first degree and one affected second degree relative.

In what follows we approximate the odds ratio by the relative risk, as this is appropriate for a rare disease and leads to simplification in the analysis. Furthermore several published studies used population-based controls, not selected to be disease free, for which the relative risk was estimated directly.
Effect size in familial cases

Let Y denote disease status, Y=1 for disease present and Y=0 for disease absent. Let M be a diallelic marker with genotypes {0, 1, 2} corresponding to the number of minor alleles present. Let D be a diallelic variant with direct causal effect, also with genotypes {0, 1, 2}.

The relative risk of causal genotype d, compared to baseline 0, is

\[
\gamma_d = \frac{\Pr(Y=1|D=d)}{\Pr(Y=1|D=0)} \quad (1.1)
\]

and the relative risk of marker genotype m, compared to baseline 0, is

\[
\gamma_m = \frac{\sum_{d\in\{0,1,2\}} \Pr(Y=1|D=d) \Pr(D=d|M=m)}{\sum_{d\in\{0,1,2\}} \Pr(Y=1|D=d) \Pr(D=d|M=0)}
= \frac{\sum_{d\in\{0,1,2\}} \gamma_d f_{DM}(d|m)}{\sum_{d\in\{0,1,2\}} \gamma_d f_{DM}(d|0)} \quad (1.2)
\]

where \( f_{DM}(d|m) = \Pr(D=d|M=m) \). The marker relative risk thus depends only on the causal relative risks and the conditional distribution of causal genotype given marker genotype, which reflects the LD, or correlation, between the two genotypes.

Among bilateral cases of disease, the marker relative risk is given by

\[
\gamma_m = \frac{\sum_{d\in\{0,1,2\}} \gamma_d^2 f_{DM}(d|m)}{\sum_{d\in\{0,1,2\}} \gamma_d^2 f_{DM}(d|0)} \quad (1.3)
\]

where the subscript of \( \gamma \) indicates that each case has an affected 0-th degree relative. This expression also holds for cases with an affected monozygotic twin. We assume that controls are not selected for their disease status or family history, and that cancers arise independently in each breast, conditional on other individual-level risk factors.

For familial cases, the marker relative risk is obtained by considering the probability that affected relatives share a causal variant identical by descent (IBD). For first-degree relatives the probability is \( \frac{1}{2} \) that a causal variant is shared IBD, and the probability that a subject with genotype d is affected and has at least one affected first-degree relative is given by

\[
\Pr(Y=1|D=d) \sum_{j=1}^{\infty} \Pr(J=j) \left(1 - \left(1 - \frac{1}{2} \Pr(Y=1|D=d) + \Pr(Y=1)\right)^j\right) \quad (1.4)
\]

where \( J \) denotes the number of first-degree relatives for the subject. Assuming that disease risks are small, this is approximated by

\[
\Pr(Y=1|D=d) \sum_{j=1}^{\infty} \frac{1}{2} \Pr(Y=1|D=d) \Pr(Y=1) \sum_{j=1}^{\infty} \frac{1}{j!} \left(1 - \frac{1}{2} \Pr(Y=1|D=d) + \Pr(Y=1)\right)^j \quad (1.5)
\]

so that the marker relative risk is
where \( S = \sum_{D=0,1,2} \gamma_{D} f_{D} (d) \) with \( f_{D} (d) = \Pr (D=d) \).

In addition to the conditional distribution \( f_{D|M} (d|m) \), the marker and causal relative risks are now also related through the causal genotype distribution \( f_{D} (d) \). Similarly, for a case with at least two affected first-degree relatives, the marker relative risk is approximately

\[
\gamma_{M;1,2} = \frac{\sum_{D=0,1,2} \gamma_{D} \frac{1}{2} (\gamma_{D} + S)f_{D|M} (d|m)}{\sum_{D=0,1,2} \gamma_{D} \frac{1}{2} (\gamma_{D} + S)^{2} f_{D|M} (d|m)}
\]

(1.7)

Similar arguments give

\[
\gamma_{M;2,2} = \frac{\sum_{D=0,1,2} \gamma_{D} \frac{1}{4} (\gamma_{D} + 3S)f_{D|M} (d|m)}{\sum_{D=0,1,2} \gamma_{D} \frac{1}{4} (\gamma_{D} + 3S)^{2} f_{D|M} (d|m)}
\]

(1.8)

for cases with at least one affected second degree relative, and

\[
\gamma_{M;2,2} = \frac{\sum_{D=0,1,2} \gamma_{D} \frac{1}{16} (\gamma_{D} + 3S)f_{D|M} (d|m)}{\sum_{D=0,1,2} \gamma_{D} \frac{1}{16} (\gamma_{D} + 3S)^{2} f_{D|M} (d|m)}
\]

(1.9)

for cases with at least two affected second degree relatives. We use the geometric mean of (1.7) and (1.9) to model the summary estimates of Turnbull et al(6), denoted by \( \gamma_{M; Fam} \).

Identification of causal effects

From equations 1.2-1.9 the marker and causal relative risks are related through the conditional distribution of causal genotype given marker genotype \( f_{D|M} (d|m) \) and the unconditional distribution of causal genotypes \( f_{D} (d) \). Given the marker relative risks from a number of study designs, it is possible in principle to solve for the causal effects. For diallelic marker and causal variant, \( f_{D|M} (d|m) \) is specified by six free parameters, \( f_{D} (d) \) by two, and there are two causal relative risks \( \gamma_{D|m} \). All parameters could therefore be identified given the marker relative risks from ten different familial sampling schemes. This is more than is practical to obtain, but with some mild assumptions we can reduce the parameters to a practical number.
Firstly we assume a multiplicative model of disease risk at the causal variant, in which
\( \gamma_{D_1} = \gamma_{D|M}^2 \). This assumption fits most observed marker associations well, and can be expected
to extend to causal variants as well(20). We further assume Hardy-Weinberg Equilibrium
(HWE) for both marker and causal variant, so that the genotype frequency distributions can
be parameterised by allele frequencies. Under these assumptions all the relative risks
factorise into allelic terms and we may simply work with \( D \) and \( M \) taking values in \{0,1\}.
This leaves four free parameters to be identified: \( f_{D|M}(1|1), f_{D|M}(1|0), f_{D}(1) \) and \( \gamma_{D_1} \).
Finally, noting that
\[
 f_{D|M}(1|0) = \left(1 - \frac{f_{D|M}(1|1)}{f_{D}(1)} \right) \frac{f_{D}(1)}{f_{D}(0)}
\]  
we assume that the marker allele frequencies \( f_{M}(m) \) are known, so that we have just three
free parameters to identify. Therefore, the marker relative risks from just three familial
ascertainment schemes are needed to solve for the effects of the causal variant. Here, we use
studies of unselected cases (equation 1.2, from published data), cases with bilateral disease
(equation 1.3, from our data) and an equal mixture of cases with at least two affected first-
or second-degree relatives (equations 1.7 and 1.9, from Turnbull et al).

**Bayesian inference of causal effects**

In practice we cannot solve for \( f_{D|M}(1|1), f_{D}(1) \) and \( \gamma_{D_1} \) exactly because estimates of marker
relative risks are subject to sampling variation and do not conform to equations 1.2-1.9.
Instead we estimate the causal parameters using a likelihood calculated from the estimated
marker effects, assuming that they are obtained from independent samples. Letting \( \beta \) denote
log relative risk, \( \beta = \log(\gamma) \), the likelihood is
\[
 L(\beta, f_D, f_{D|M} ; \tilde{\beta}_M, \tilde{\beta}_{M,M}, \bar{\beta}_{M,\text{comb}}) = \frac{\phi(\beta_M ; \tilde{\beta}_M, \sigma_{M}^2) \cdot \phi(\beta_{M,M} ; \beta_D, f_{D|M} ; \tilde{\beta}_M, \sigma_{M}^2) \cdot \phi(\beta_{M,\text{comb}} ; \beta_D, f_{D|M} ; \bar{\beta}_{M,\text{comb}}, \sigma_{M,\text{comb}}^2)}{\phi(\beta_M ; \tilde{\beta}_M, \sigma_M^2) \cdot \phi(\beta_{M,M} ; \beta_D, f_{D|M} ; \tilde{\beta}_M, \sigma_{M}^2) \cdot \phi(\beta_{M,\text{comb}} ; \beta_D, f_{D|M} ; \bar{\beta}_{M,\text{comb}}, \sigma_{M,\text{comb}}^2)}
\]  
(1.11)
where \( \phi(\cdot ; \mu, \sigma^2) \) is the normal density with mean \( \mu \) and variance \( \sigma^2 \), the mean terms are
obtained from equations 1.2, 1.3, 1.7 and 1.9, and the variances are assumed equal to their
sample estimates.

Maximum likelihood estimation of the causal effects is unsatisfactory for two reasons.
Firstly, in the data we consider, the likelihood function can be multimodal and difficult to
maximise numerically. Secondly, in a number of instances the likelihood is maximised at
parameter values that are unrealistic, such as a very high causal relative risk but minimal
correlation between causal and marker variant. This scenario is unreasonable because the
SNPs studied were selected as the most strongly associated within their regions, and so are
likely to have the highest correlation with the causal variant.

For these reasons we perform a Bayesian analysis using the likelihood in (1.11) and the
following prior distributions. For the causal minor allele frequency, we follow the
distribution of sequence variants observed in the ENCODE regions by the HapMap
consortium(21). This strongly favours variants with frequency < 5%, with roughly equal
probability given to frequencies > 20%. This distribution is closely approximated by a
Beta(0.345,1.058) distribution scaled by 0.5, which we use as our prior for \( f_{D}(1) \) (Table 2).

The causal relative risk is taken to be log-normal with most of the distribution less than 3,
the value above which linkage analysis is expected to be more powerful than GWAS(11).
We use a log-normal distribution with location 0 and scale dependent on the causal minor
allele frequency according to the distribution proposed by Spencer et al(13) (Table 2).

Together with our prior for the allele frequency this represents 80% belief that \( \frac{1}{3} \leq \gamma_{D_i} \leq 3 \)
and 90% belief that \( \frac{1}{5} \leq \gamma_{D_i} \leq 5 \) a strong but not overwhelming prior belief in moderate relative risks.

The prior for \( f_{D|M} \) is more difficult to specify because the range of values it can take depends upon the marker and causal allele frequencies. The prior information in this case consists only of imprecise beliefs that the causal and marker genotypes are in strong LD, but this notion is not easy to parameterise and quantify. GWAS are designed on the premise that all common variants are correlated with a tag SNP at say \( r^2 \approx 0.8 \), but we would like to allow the possibility that causal variants are rare, as reflected in our prior for \( f_D(1) \), which implies lower correlation with associated tag SNPs.

Here we quantify the LD between marker and causal variants by the log odds ratio (logOR) for association between the two minor alleles

\[
\theta = \log \frac{f_{D|M}(1|1) / f_{D|M}(0|1)}{f_{D|M}(1|0) / f_{D|M}(0|0)}
\]

(1.12)

This is unbounded for all values of marker and causal allele frequencies, and the values of \( f_{D|M} \) can be expressed as functions of the allele frequencies and \( \theta \). As the prior for \( \theta \) we use a normal distribution with mean 6 and variance 1.48, which corresponds to \( r^2 \approx 0.8 \) when marker and causal alleles have equal frequency of about 0.25, with 90% probability that 0.5 \( \leq r^2 \leq 0.9 \) in that case. This reflects generally held beliefs about tag SNPs for common causal variants, while allowing strong statistical associations between rare causal variants and common tag SNPs. This prior strongly favours a positive correlation between the minor alleles of the marker and the causal variant: while a negative correlation is possible, it would imply a much lower \( r^2 \) between the two alleles, which conflicts with the assumption that the most informative marker SNP has been chosen from the region.

It turns out that when this prior is used for the logOR, the posterior is virtually unchanged from the prior. We noticed a similar behaviour for other priors that strongly favoured a positive correlation between the two alleles, suggesting that the likelihood is almost independent of \( \theta \) for high values of \( \theta \). Therefore the prior for the logOR has little effect on the posterior distributions for the causal relative risk and allele frequency, which are our main parameters of interest. We return to this point in the discussion.

We obtained posterior distributions for \( \gamma_{D_1} \), \( f_D(1) \) and \( \theta \) using winBUGS with 100,000 samples, discarding the first 10,000 and keeping all other settings at default values. In addition to posterior median, mode and 95% credible intervals, we calculated the posterior probability that the causal minor allele frequency is less than 5% or 1%.

**Results**

**Marker relative risks in bilateral cases**

In table 1 we show the relative risks for ten SNPs estimated from our sample of bilateral cases along with recent literature-based estimates for sporadic and familial cases. It is clear that there is an excess relative risk in bilaterals, confirming that bilateral sampling does offer a gain in efficiency. However this excess is systematically less than 2, the value predicted for a causal variant, so that the gain in efficiency is less than had been anticipated.
These observations can be formally tested. Assuming normality of the log relative risk estimates,

\[
\left( \frac{c \beta_M - \hat{\beta}_0}{\sigma^2 + \sigma_{M0}^2} \right)^2 \sim \chi^2_{10}
\]

for each SNP, if the hypothesis holds that \( c \beta_M = \beta_0 \). Summing (2.1) over all ten SNPs gives a \( \chi^2 \) variable on 10df which can be regarded as a deviance for the parameter \( c \). The maximum likelihood estimate of \( c \) from table 1 is 1.41 which is significantly different from both 1 (\( p=0.027 \)) and 2 (\( p=0.003 \)). It is of note that no individual SNP had an excess risk significantly less than 2, but the attenuation is significant when considering all SNPs jointly.

Figure 1 illustrates the excess relative risk in bilateral cases for a marker with allele frequency 0.25, for a range of causal relative risks and allele frequency. The logOR between marker and disease minor alleles is 6, although this value has very little effect on the figure. It is noticeable that the excess risk exceeds 2 when the causal allele is less common than the marker, but is less than 2 if the causal allele is more common. The attenuation is greater when the causal relative risk is higher. This pattern roughly holds for all values of marker and causal parameters, and also when the causal variant has dominant or recessive action (results not shown). Since the excess risk is systematically less than 2 for the markers shown in table 1, this suggests that the causal variants might have risk allele frequency at least equal to that of the marker SNPs. However this must be weighed against the greater prior probability that the causal variant is rare, given the distribution of allele frequency in the genome. The following section addresses this question.

**Inference of causal effects**

We applied Bayesian estimation of causal effects to the estimated marker effects shown in table 1. The marker MAFs are the most accurate currently available and they were assumed to be known exactly. Tables 3 and 4 show summaries of the posterior distributions of the causal allele frequency and relative risk of the ten associated loci. Kernel density plots of these parameters are shown in Figures 2 and 3.

The posterior estimates of the causal allele frequency have a wide range, roughly 0.1-0.4, whereas the estimates of the causal relative risks are all roughly between 1.2-1.3. The evidence points strongly to the causal variants being common. For only three loci, 11p15 (LSP1, rs3817198), 6q25 (rs2046210) and 17q22 (COX11, rs6504950), is there a reasonable probability that the causal allele has frequency less than 5%, and for each of those the probability that it is less than 1% is considerably lower. Neither rs2046210 nor rs6504950 were directly typed in the familial cases(6); instead a SNP in strong LD was used, and this slight conflict of information may have kept the posteriors closer to the prior than otherwise. The generally high probability of common causal variants is in spite the wide credible intervals on the allele frequencies, which arise from the conflict between the prior that strongly favours rare variants, and the data which are more consistent with common variants. This result is consistent with recent work suggesting that causal variants have similar properties to tag SNPs(11-13, 22), and is in line with the CDCV hypothesis.

**Sensitivity analysis**

While our prior distributions reflect generally held beliefs about causal variants, there are two important questions that can be asked of our approach. Firstly, noting that our posterior distributions consistently indicated common causal variants, would our procedure identify a rare causal variant if one were present? Secondly, as we could not solve for the causal
effects exactly, how much information was gained by combining the estimates from three study designs?

To address the first question, we considered a causal allele with frequency 0.1% and relative risk 3.35, and logOR of 9 with a marker allele of frequency 5%. This represents a rare variant with effect size at 1 standard deviation of its corresponding distribution, and allele frequency fairly close to that of a common marker SNP. From equations 1.2-1.9 the predicted marker relative risk is 1.047 in unselected cases, 1.204 in bilateral cases and 1.222 in cases with a mixture of family histories. The \( r^2 \) between marker and causal alleles is only 0.019, but the excess risk is greater than 2 in bilateral and familial cases, in line with figure 1.

It is apparent that this configuration differs from the marker effects we observed for breast cancer, yet it represents a rare causal variant that is consistent with our prior beliefs and is strongly associated with the marker. To determine whether we could infer such a causal variant with our approach, we used standard errors of 0.05, 0.06 and 0.03 for \( \hat{\beta}_{M_f} \), \( \hat{\beta}_{M_d} \), and \( \hat{\beta}_{M_f;fm} \) respectively, similar to the higher values appearing in table 1. We then sampled \( \hat{\beta}_{M_f} \), \( \hat{\beta}_{M_d} \), and \( \hat{\beta}_{M_f;fm} \) from the corresponding normal distributions and inferred posterior distributions for the causal parameters. This procedure was repeated 1000 times.

On average, the posterior median for the causal allele frequency was 0.10 and the mode was 0.0002. The mean probability was 47% that the causal allele frequency was less than 5%, and 36% that it was less than 1%, the corresponding prior probabilities being 46% and 27%. The average posterior median of the causal relative risk was 1.41 and the mode 1.19. Thus the presence of a rare variant could be inferred reliably, although point estimation of its allele frequency and relative risk appears to be heavily biased and the entire posterior distribution ought to be considered when drawing inferences.

To address the second question of whether the familial samples add information to the inference, we repeated the estimation of causal effects using only the marker relative risks for unselected cases. We adjusted their standard errors to reflect the total information provided from the three studies, using an inverse-variance formula

\[
\sigma = \left[ \sigma^2_M + \sigma^2_{M_d} + \sigma^2_{M_f;fm} \right]^{-\frac{1}{2}}
\]

(2.2)

In this way we can assess the information contributed specifically by the study designs as distinct from their additional sample size.

The mean width of the 95% credible interval for the causal allele frequency was 44%, compared to 43% when using three study designs. For the causal relative risk, the mean width was 2.04 compared to 0.78. The posterior median for the causal allele frequency was on average 0.6 times that when using three study designs, whereas the posterior median for the relative risk was 1.2 times higher. Although these results appear to give more support for a rare causal variant than the three study model, this is due to the reduced information in the data (reflected in the wider credible intervals) to move the estimates away from their prior distributions. Moreover the degree of support is still weak. We see that the use of three study designs allows stronger conclusions to be reached than a single study of equivalent sample size, as a result of the increased number of parameters identifiable by including familial cases.
Discussion

One should be cautious about taking our estimates of causal effects too literally. They are dependent on prior distributions, and have wide credible intervals. Although we have shown that our procedure could infer a rare variant if one were present, point estimates of its allele frequency and relative risk are heavily biased. Several groups are currently engaged in fine mapping and resequencing efforts in the regions studied, which will lead to more direct estimates of causal effect sizes. Thus the quantitative estimates presented here will eventually be redundant, although it will be interesting to compare our estimates to the actual causal effects when known.

Instead we emphasise the qualitative nature of our results, which indicate that most, if not all, associations with breast cancer so far identified by GWAS are likely to be markers for common causal variants with modest effects. This is consistent with the CDCV hypothesis that originally motivated GWAS, but not with recent suggestions that many GWAS hits could be markers for rare causal variants(10). In this respect our results agree with other recent work in support of the CDCV hypothesis. Anderson et al(11) argued that GWAS has low power to find a rare variant that had not already been detected by linkage, and noted examples of resequencing projects that had not identified rare variants underlying a common GWAS hit. This includes currently unpublished work by the Wellcome Trust Case-Control Consortium in which sequencing of 16 regions identified by GWAS did not identify any underlying rare causal variant. Wray et al(12) show that the distribution of risk allele frequencies from currently known GWAS hits is consistent with the majority of these hits arising from common variants. Iles(22) showed that early findings of GWAS have been at loci for which the power is highest, which are indeed the common variants. Since we confined attention to SNPs identified in the first wave of breast cancer GWAS, and have subsequently been replicated, we should expect these loci to be enriched for common variants, and in this respect our results are unsurprising. But in contrast to these other studies we are able to estimate causal effects for specific loci rather than average properties of all causal variants. Our results indicate that these loci are consistent with the general pattern of common causal variation suggested by other work, and our methods can be applied to further markers that emerge from GWAS.

Our approach cannot distinguish between the effect of a single common variant and the average effect of a number of variants with a common total frequency. While such a scenario is theoretically possible for a complex disease(9), Wray et al have argued against this scenario for the loci found to date(12). We cannot lend support to either position here other than to note the fact that all ten SNPs indicated a common causal variant, suggesting that if rare variants do underlie these associations then they do so either in large numbers or not at all.

Several authors (13, 20, 22) have used simulations to estimate the empirical conditional distribution of causal allele frequencies and relative risks, given that a marker was identified by GWAS and subsequently replicated. Our approach to modelling the LD between markers and causal variants is much simpler, but we found this model had little effect on the parameters of interest. We do not explicitly model the process of marker discovery by GWAS, and in that respect our prior is more favourable to rare variants, thus strengthening our conclusion that the causal variants are common.

The use of familial cases in association studies is motivated by the excess relative risk in the ascertained sample compared to a sample of unselected cases. We have shown however that imperfect correlation between markers and causal variants leads to an excess risk in familial cases that differs from the predicted value. The difference could be in either direction, and
indeed when the causal and marker variants have similar frequency, the excess risk is higher at the marker than at the causal variant, so that the study design is even more efficient than predicted (figure 1). In our data however there was a systematic attenuation of the excess risk in bilateral cases, similar to observations for familial cases in the study of Turnbull et al(6), which is most consistent with causal variants of higher frequency than the markers. The efficiency of bilateral sampling, while still greater than that of unselected sampling, appears to be less than predicted, and this may have implications for the design of future studies of common genetic risk factors.

Some other mechanisms can also lead to attenuation of the excess risk. We assumed a multiplicative model in which each copy of the risk allele multiplies the disease risk to the same degree, but the true model could be recessive, dominant or more general. We can rewrite equations 1.2-1.9 in terms of recessive or dominant effects: it turns out that under a recessive model the excess risk attenuates at higher causal frequencies than under the multiplicative model, whereas for a dominant model it attenuates at lower frequencies (results not shown). Dominant causal variants could therefore be more consistent with rare variation than the multiplicative model considered, but the relevant probabilities remained low when we assumed this model in our analyses, and for brevity we have omitted these results.

We have also assumed that effects act on the log-risk scale, which is convenient as additional polygenic and environment effects cancel out of relative risk calculations so we need not assume a model for them. If however the effects act on say the logistic or probit scales, then the excess relative risk would be attenuated even at the causal variant. We considered this possibility by allowing for a normally distributed polygenic random effect with mean zero and variance $2\log(2)$, consistent with a sibling relative recurrence of 2(23). Acting on the logistic scale this could reduce the excess relative risk for the causal variant from 2 to 1.8 in bilateral cases, but this is less than the degree of attenuation we observed in our data. Subgroup effects, such as age or tumour subtype specific risks, could also attenuate the marginal excess risk, but we did not observe any such effects in our data.

We have shown that genetic markers of breast cancer have lower excess risk in familial cases than had been predicted, leading to reduced improvements of efficiency in these study designs. However this information can be usefully exploited to estimate the relative risk and allele frequency of the underlying causal variants. Despite using a prior distribution that favours rare variation, we showed that data from bilateral and familial cases strongly imply that the causal variants underlying recent GWAS findings are common with modest effects, in line with other recent work favouring the CDCV hypothesis. We look forward to the outcome of current fine mapping projects to confirm the accuracy of these predictions.
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Figure 1.
Excess relative risk in bilateral cases for a marker with allele frequency 0.25. Excess risk is the ratio of the log relative risk in bilateral cases to that in unselected cases. Each line corresponds to a frequency of the minor allele at the causal variant, which is associated to the marker minor allele with log odds ratio of 6.
Figure 2.
Kernel density plots of prior and posterior distributions of the causal allele frequency at ten breast cancer loci.
Figure 3.
Kernel density plots of prior and posterior distributions of the causal relative risk at ten breast cancer loci.
### Table 1

Per-allele relative risks of associated SNPs considered in this study.

<table>
<thead>
<tr>
<th>SNP</th>
<th>Band</th>
<th>Gene</th>
<th>Minor allele frequency</th>
<th>Unselected cases</th>
<th>Familial cases</th>
<th>Bilateral cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>rs11249433</td>
<td>1p11</td>
<td></td>
<td>0.39</td>
<td>1.16 (1.09-1.24)</td>
<td>1.08 (1.02-1.15)</td>
<td>1.22 (1.09-1.35)</td>
</tr>
<tr>
<td>rs13387042</td>
<td>2q35</td>
<td></td>
<td>0.49</td>
<td>1.12 (1.09-1.15)</td>
<td>1.21 (1.14-1.29)</td>
<td>1.09 (0.97-1.21)</td>
</tr>
<tr>
<td>rs4973768</td>
<td>3p22</td>
<td>SLC4A7</td>
<td>0.46</td>
<td>1.11 (1.08-1.13)</td>
<td>1.16 (1.10-1.24)</td>
<td>1.11 (0.99-1.23)</td>
</tr>
<tr>
<td>rs10941679</td>
<td>5p12</td>
<td></td>
<td>0.25</td>
<td>1.19 (1.11-1.28)</td>
<td>1.11 (1.04-1.19)</td>
<td>1.29 (1.15-1.43)</td>
</tr>
<tr>
<td>rs889312</td>
<td>5q11</td>
<td>MAPK1</td>
<td>0.38</td>
<td>1.12 (1.08-1.16)</td>
<td>1.22 (1.14-1.30)</td>
<td>1.11 (1.01-1.21)</td>
</tr>
<tr>
<td>rs2046210</td>
<td>6q25</td>
<td></td>
<td>0.34</td>
<td>1.15 (1.03-1.28)</td>
<td>1.15 (1.08-1.22)</td>
<td>1.12 (0.99-1.25)</td>
</tr>
<tr>
<td>rs2981582</td>
<td>10q25</td>
<td>FGFR2</td>
<td>0.38</td>
<td>1.26 (1.22-1.29)</td>
<td>1.43 (1.35-1.53)</td>
<td>1.39 (1.29-1.49)</td>
</tr>
<tr>
<td>rs3817198</td>
<td>11p15</td>
<td>LSP1</td>
<td>0.3</td>
<td>1.07 (1.04-1.11)</td>
<td>1.12 (1.05-1.19)</td>
<td>1.10 (1.00-1.20)</td>
</tr>
<tr>
<td>rs3803662</td>
<td>16q12</td>
<td>TOX3</td>
<td>0.25</td>
<td>1.19 (1.15-1.23)</td>
<td>1.30 (1.22-1.39)</td>
<td>1.41 (1.30-1.52)</td>
</tr>
<tr>
<td>rs6504950</td>
<td>17q22</td>
<td>COX11</td>
<td>0.27</td>
<td>0.95 (0.92-0.97)</td>
<td>0.92 (0.86-0.99)</td>
<td>0.93 (0.79-1.07)</td>
</tr>
</tbody>
</table>

Estimates for unselected cases are taken from

- \(^a\) ref (19)
- \(^b\) ref (14)
- \(^c\) ref (15)
- \(^d\) ref (17)
- \(^e\) ref (16)
Estimates for familial cases are taken from ref (6). Estimates for bilateral cases are taken from this study (see Methods). Relative risk for a proximal SNP in LD ($r^2 > 0.75$) with the lead SNP.
Table 2

Prior distribution of minor allele frequency (MAF) and standard deviation of log relative risk. “ENCODE frequency” gives the proportion of variants in the ENCODE regions having MAF in the stated range. “SD of log RR” gives the standard deviation of the log relative risk for SNPs according to the model of Spencer et al. (13)

<table>
<thead>
<tr>
<th>Minor allele frequency (%)</th>
<th>ENCODE frequency (%)</th>
<th>SD of log RR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-5</td>
<td>46</td>
<td>1.21</td>
</tr>
<tr>
<td>5-10</td>
<td>13</td>
<td>0.84</td>
</tr>
<tr>
<td>10-15</td>
<td>10</td>
<td>0.61</td>
</tr>
<tr>
<td>15-20</td>
<td>6</td>
<td>0.46</td>
</tr>
<tr>
<td>20-25</td>
<td>5</td>
<td>0.36</td>
</tr>
<tr>
<td>25-30</td>
<td>5</td>
<td>0.3</td>
</tr>
<tr>
<td>30-35</td>
<td>4</td>
<td>0.25</td>
</tr>
<tr>
<td>35-40</td>
<td>4</td>
<td>0.23</td>
</tr>
<tr>
<td>40-45</td>
<td>4</td>
<td>0.21</td>
</tr>
<tr>
<td>45-50</td>
<td>3</td>
<td>0.2</td>
</tr>
</tbody>
</table>
Table 3

Posterior distribution summaries for causal minor allele frequencies, estimated from 100,000 MCMC samples. MAF, minor allele frequency. CI, credible interval. Pr(<5% (1%)), probability that causal allele frequency is less than 5% (1%).

<table>
<thead>
<tr>
<th>Band</th>
<th>Gene</th>
<th>Marker SNP</th>
<th>Marker MAF</th>
<th>Median</th>
<th>Mode</th>
<th>95% CI</th>
<th>Pr(&lt;5%)</th>
<th>Pr(&lt;1%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Prior)</td>
<td></td>
<td></td>
<td></td>
<td>0.063</td>
<td>0.00</td>
<td>0.01-0.46</td>
<td>0.46</td>
<td>0.27</td>
</tr>
<tr>
<td>1p11</td>
<td></td>
<td>rs11248433</td>
<td>0.39</td>
<td>0.23</td>
<td>0.06</td>
<td>0.02-0.48</td>
<td>0.093</td>
<td>0.0060</td>
</tr>
<tr>
<td>2q35</td>
<td></td>
<td>rs13387042</td>
<td>0.49</td>
<td>0.28</td>
<td>0.25</td>
<td>0.06-0.49</td>
<td>0.0071</td>
<td>&lt;10^{-5}</td>
</tr>
<tr>
<td>3p22</td>
<td>SLC4A7</td>
<td>rs4973768</td>
<td>0.46</td>
<td>0.30</td>
<td>0.31</td>
<td>0.09-0.49</td>
<td>0.0017</td>
<td>&lt;10^{-5}</td>
</tr>
<tr>
<td>5p12</td>
<td></td>
<td>rs10941679</td>
<td>0.25</td>
<td>0.26</td>
<td>0.07</td>
<td>0.02-0.49</td>
<td>0.067</td>
<td>0.0034</td>
</tr>
<tr>
<td>5q11</td>
<td>MAP3K1</td>
<td>rs889312</td>
<td>0.38</td>
<td>0.25</td>
<td>0.21</td>
<td>0.04-0.49</td>
<td>0.032</td>
<td>&lt;10^{-5}</td>
</tr>
<tr>
<td>6q25</td>
<td></td>
<td>rs2048210</td>
<td>0.34</td>
<td>0.16</td>
<td>0.02</td>
<td>0.005-0.48</td>
<td>0.22</td>
<td>0.051</td>
</tr>
<tr>
<td>10q25</td>
<td>FGFR2</td>
<td>rs2981582</td>
<td>0.38</td>
<td>0.40</td>
<td>0.48</td>
<td>0.21-0.49</td>
<td>&lt;10^{-5}</td>
<td></td>
</tr>
<tr>
<td>11p15</td>
<td>LSP1</td>
<td>rs3817198</td>
<td>0.3</td>
<td>0.16</td>
<td>0.03</td>
<td>0.004-0.48</td>
<td>0.23</td>
<td>0.038</td>
</tr>
<tr>
<td>16q12</td>
<td>TOX3</td>
<td>rs3803662</td>
<td>0.25</td>
<td>0.29</td>
<td>0.38</td>
<td>0.08-0.49</td>
<td>0.0018</td>
<td>&lt;10^{-5}</td>
</tr>
<tr>
<td>17q22</td>
<td>COX11</td>
<td>rs6504950</td>
<td>0.27</td>
<td>0.051</td>
<td>0.02</td>
<td>0.013-0.46</td>
<td>0.49</td>
<td>0.0033</td>
</tr>
</tbody>
</table>
Table 4

Posterior distribution summaries for causal relative risks, estimated from 100,000 MCMC samples. RR, relative risk. CI, credible interval.

<table>
<thead>
<tr>
<th>Band</th>
<th>Gene</th>
<th>Marker SNP</th>
<th>Marker RR</th>
<th>Median</th>
<th>Mode</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Prior)</td>
<td></td>
<td></td>
<td>1.00</td>
<td>1.00</td>
<td></td>
<td>0.14-7.24</td>
</tr>
<tr>
<td>1p11</td>
<td></td>
<td>rs11248433</td>
<td>1.16</td>
<td>1.13</td>
<td>1.09</td>
<td>1.06-1.88</td>
</tr>
<tr>
<td>2q35</td>
<td></td>
<td>rs13387042</td>
<td>1.12</td>
<td>1.19</td>
<td>1.14</td>
<td>1.11-1.67</td>
</tr>
<tr>
<td>3p22</td>
<td>SLC4A7</td>
<td>rs4973768</td>
<td>1.11</td>
<td>1.16</td>
<td>1.12</td>
<td>1.10-1.46</td>
</tr>
<tr>
<td>5p12</td>
<td></td>
<td>rs10941679</td>
<td>1.19</td>
<td>1.14</td>
<td>1.12</td>
<td>1.08-1.75</td>
</tr>
<tr>
<td>5q11</td>
<td>MAP3K1</td>
<td>rs889312</td>
<td>1.12</td>
<td>1.16</td>
<td>1.13</td>
<td>1.10-1.71</td>
</tr>
<tr>
<td>6q25</td>
<td></td>
<td>rs2046210</td>
<td>1.15</td>
<td>1.17</td>
<td>1.11</td>
<td>1.07-3.12</td>
</tr>
<tr>
<td>10q25</td>
<td>FGFR2</td>
<td>rs2981582</td>
<td>1.26</td>
<td>1.30</td>
<td>1.29</td>
<td>1.25-1.43</td>
</tr>
<tr>
<td>11p15</td>
<td>LSP1</td>
<td>rs3817198</td>
<td>1.07</td>
<td>1.13</td>
<td>1.08</td>
<td>1.06-2.48</td>
</tr>
<tr>
<td>16q12</td>
<td>TOX3</td>
<td>rs3803662</td>
<td>1.19</td>
<td>1.24</td>
<td>1.22</td>
<td>1.18-1.50</td>
</tr>
<tr>
<td>17q22</td>
<td>COX11</td>
<td>rs6504850</td>
<td>0.95</td>
<td>0.73</td>
<td>0.93</td>
<td>0.095-0.95</td>
</tr>
</tbody>
</table>