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The use of the case–cohort design for outbreak investigations has been limited. Here we discuss its strengths and limitations based on real and fictitious examples. The case–cohort is a case–control study where controls are sampled from the initial population at risk, and may thus include both cases and non-cases. An advantage of the design, compared to traditional case–control studies, is that risk ratios can easily be obtained directly from the cross-product of exposed and unexposed cases and controls (rare disease assumption is not required). We illustrate this in the context of point source gastrointestinal outbreaks and in field studies on vaccine effectiveness. The design is also useful to investigate multiple outcomes with a unique sample of controls or to test hypotheses when different case-definitions (from the most sensitive to the most specific) are used for a particular outcome. Strengths and limitations are presented, and discussed in the context of outbreak investigations.

Introduction

Outbreaks are defined as any excess in the number of cases of disease that would normally be expected in a particular geographic area over a particular period of time [1]. Outbreak investigations differ from standard epidemiological research as they are often conducted under time and resource constraints. Design options mostly depend on the outbreak setting, the size of the outbreak and of the population affected, whether or not the affected population is well defined and its members identifiable, and what measure of association is desired. In addition, the approach may vary depending on the pathogen (or the environmental hazard) and its mode of transmission, as well as time, staff and resource constraints.

The two main study designs generally considered by field epidemiologists in the investigation of outbreaks are the retrospective cohort design and the traditional case–control design. In the retrospective cohort, all members of a defined cohort are included in the study and information on their exposure to different factors is investigated retrospectively [2]. Risk of illness in exposed and unexposed individuals is obtained and the measure of association is the risk ratio (RR). Traditional case–control designs (also called 'cumulative' or 'classic' case–control) offer an efficient alternative when the source population (i.e. the population from which cases arose) is large and/or the outcome rare. Exposures in cases are compared to exposures in a sample of the non-cases (i.e. the controls) drawn from the same at-risk population, and the most common measure of association is the odds ratio (OR).

The case–cohort design is an alternative to the traditional case–control design. In the case-cohort design controls are randomly sampled from the source population, regardless of their disease status.

Although the case–cohort design has gained popularity in large prospective studies [3], its use in outbreak investigations has been limited [4,5]. There is, to the best of our knowledge, no publication that explains, summarises and discusses the use of case–cohort designs in the context of outbreak investigations.

In that context, the aim of this paper is therefore to summarise the theory of the case–cohort design, illustrate its use in four different outbreak scenarios and discuss its strengths and limitations.

Description of the case–cohort design

The foundation of case–cohort design is generally attributed to Prentice who, in 1986, described it as an efficient alternative to a full cohort design in the context of prospective research when the collection and follow-up of covariate information in each cohort member is costly and time-consuming [6]. Similar approaches were suggested by others under the terminology 'hybrid epidemiologic design', 'case–base' design or 'inclusive' case–control design [7–9].
Sampling and sample size

In a case–cohort design, all cases (or a random sample of all cases) and a random sample of the source population (i.e., the controls) are included in the study. The controls may therefore include some of the cases included in the case group [10].

Figure 1 illustrates the sampling of cases and controls in the case–cohort study design, and compares this with the traditional case–control and retrospective cohort designs.

The sampling strategies for controls include the whole range of probabilistic sampling methods used in cross-sectional studies, also including complex sampling designs. There are not many examples, but one is in a case-cohort study during an outbreak in Darfur, Sudan that used complex sampling to recruit controls [4].

Generally a little less statistical power is achieved with a case–cohort study, compared to a traditional case–control study, if both have an equal number of controls, inversely proportional to the primary attack rate (AR). A simple way of estimating the number of controls required for a defined power is to apply sample size calculations used in traditional case–control studies and multiply the number of controls by a weighting factor corresponding to the inverse of the proportion of non-cases in the initial cohort. For example, if the AR is 33% then 50% more controls (as \((1-0.33)\times1.5\)) will have to be selected than in a traditional case–control study, whereas if the AR is only 5% the number of controls will only need to be increased by 5% (as \((1-0.05)\times1.05\)). In some situations however, the AR will not be known at the start of the investigation.

Measure of association and analysis

Provided that cases are a random sample of all cases and the controls are sampled randomly from the source population, the cross product of exposed and unexposed cases and controls will yield a true estimate of the crude RR (allowing for sampling error), unlike the traditional case–control study where the OR obtained from the cross product of exposed and unexposed cases and controls will generally overestimate the RR (if true RR > 1) or underestimate the true RR (if true RR < 1). This inflation – or deflation – of the OR in case–control studies increases as the AR increases – or decreases – and also depends on the magnitude of the true RR (Figure 2).

Standard logistic regression can be used for multivariable analysis, in the same way as in a traditional case–control study, to obtain direct estimates of the adjusted RRs from the model output. This approach, taken in previous case–cohort studies [4,5], is limited however by the lack of precision around the estimates,

**Figure 1**
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Measure of association and analysis

Provided that cases are a random sample of all cases and the controls are sampled randomly from the source population, the cross product of exposed and unexposed cases and controls will yield a true estimate of the crude RR (allowing for sampling error), unlike the traditional case–control study where the OR obtained from the cross product of exposed and unexposed cases and controls will generally overestimate the RR (if true RR > 1) or underestimate the true RR (if true RR < 1). This inflation – or deflation – of the OR in case–control studies increases as the AR increases – or decreases – and also depends on the magnitude of the true RR (Figure 2).

Standard logistic regression can be used for multivariable analysis, in the same way as in a traditional case–control study, to obtain direct estimates of the adjusted RRs from the model output. This approach, taken in previous case–cohort studies [4,5], is limited however by the lack of precision around the estimates,
with standard errors generally being equal or larger than the true standard errors [10]. This may not be a major constraint when a strong association is found for a particular exposure variable; however in situations where weak evidence of an association is found, this should be taken into account in the interpretation of the results. Several solutions have been proposed to deal with this [8,11,12]. Schouten et al. [11] developed pseudo-likelihood risk models using logistic regression with a so called ‘sandwich estimator’ (or robust variance estimator) derived from the covariate matrix of the model output. Logistic regression is applied in traditional case–control studies, but RR are obtained directly from the model output. The sandwich estimator adjusts the standard errors of the RR. This approach only requires common statistical software but may be more challenging if software commands are not readily available.

Outbreak scenarios
We will illustrate the case–cohort design through four commonly encountered outbreak scenarios, and discuss its strengths and limitations compared with traditional case–control and retrospective cohort designs. Examples are either based on published outbreak investigations, or, if no such outbreak investigation was published, are fictitious for illustrational purposes. We chose examples which illustrate the design well and cover different types of scenarios where the case–cohort design might be considered.

Scenario 1: A point-source outbreak in a closed setting
Outbreaks occurring in closed settings, such as schools, cruise ships or parties are common. To illustrate design options in this context, let us imagine a Salmonella outbreak following a party attended by 400 people, of whom 100 developed symptoms of diarrhoea within two days following the event and were defined as primary cases (AR: 25%).

If contact details of all participants can be obtained, the first choice would be to conduct a retrospective cohort design. Let us assume that in a retrospective cohort study a particular food item (food x) emerged as the most important risk factor in a univariable analysis, with 80 ill with diarrhoea amongst the 140 exposed (AR: 57.1%) and 20 ill amongst the 260 unexposed (AR: 7.4%), giving a crude risk ratio of 7.4 (95% confidence interval (CI): 4.8–11.4).

Under time and resource constraints of outbreak investigations, there is often a need to collect data on smaller sample sizes, and the use of traditional case–control or case–cohort studies (in this case, nested in the cohort) could be envisaged.

The Table compares the results of the univariable analysis for food x obtained with a retrospective cohort to those obtained in a traditional case–control study and in a case–cohort study, in which the sample size would be half that of the cohort. The true RR is obtained in the case–cohort study, whereas, in the traditional case–control studies, the OR does not approximate the true RR because the overall primary AR is high (25%), as shown in Figure 2.

Table. Comparing measures of association in the retrospective cohort, case–cohort and traditional case–control studies

Attributable risk fractions (the proportion of cases explained by the association=(RR-1)/RR) can also be calculated easily with case–cohort studies. Arguably, in most outbreaks such as food-borne outbreaks the exact quantification of the risk increase associated with a particular factor may be unimportant.
as long as there is evidence that that particular factor is associated with an increased risk, and over- or underestimating the RR may not matter that much.

**Scenario 2: A vaccine effectiveness study during an outbreak**

Outbreaks provide good opportunities to measure vaccine effectiveness (VE). Traditional case–control studies are often conducted when the source population is too large to conduct a retrospective cohort design [13].

In these studies VE is calculated as 1-OR of being vaccinated, where OR is assumed to approximate the RR. However, in studies of VE it is important to accurately obtain a precise estimate of the true RR. The use of the traditional case–control study in that context should therefore be discouraged given the difficulties in interpreting the OR [14].

The case–cohort design offers a suitable alternative in the context of VE studies during outbreaks, as it allows (i) to obtain true estimates of the RR and (ii) to randomly sample controls from the population without the need to enquire about disease history.

During a mumps outbreak in Switzerland, Richard et al. [15] investigated and compared the VE of two mumps vaccines. Cases were obtained from outbreak and surveillance data and controls were selected from a random systematic sample of GP registers, regardless of children’s disease status. Similarly, Carrat et al. [16] used a case–cohort design to investigate influenza VE. Vaccination status in cases of confirmed influenza was compared to the vaccination status in controls randomly selected from GP registers, irrespective of whether or not they suffered from ILI during the influenza epidemic period. The design was particularly useful to obtain true estimates of the RR, and thus the VE, given the high incidence rate of ILI and influenza in the population.

**Scenario 3: A food-borne outbreak at a restaurant**

Food-borne outbreaks linked to restaurants are common. The use of a retrospective cohort design in restaurant outbreaks is often limited by the lack of identifiable controls, either because the guests’ details have not been recorded or because the restaurant management may refuse to release details on their customers [17]. Traditional case–control studies are therefore often seen as the only available option, in which controls are a convenient sample selected from the non-ill meal companions of cases [17-19]. There may be few of these unaffected individuals, or they may not represent the average meal consumption of the customers as they tend to be more similar to the cases with regard to their meal consumption. In a situation where non-ill meal companions were scarce, Giraudon et al. [19] instead used a case–case approach in their investigation of a Salmonella PT1 outbreak linked to a fast-food restaurant in London. They compared consumption in mild cases to that reported by severe cases assuming an exposure dose–response effect.

We suggest that in food-borne outbreaks linked to restaurants, where no customers’ list is available, a case–cohort design could be performed, in which meal consumption in the cohort of customers (e.g. based on receipts or any other type of restaurant record) would be compared to meal consumption in cases. Limitations with this approach include the lack of adjustment for the possible confounding effects age and sex, and the assumption that all food and drinks served were consumed. Its advantage is a rapid test of hypotheses, with no need of selection and interviewing controls. This can be particularly useful during ongoing outbreaks where speed is crucial.

**Scenario 4: Investigating multiple outcomes**

The opportunity to study multiple outcomes is particularly helpful in outbreak situations because, unlike in standard epidemiological research, case definitions are often dynamic. Generally, the case definition is initially broad (sensitive) and is narrowed down (more specific) as more information is gathered (e.g. laboratory confirmation).

With case–cohort studies, hypotheses can be tested with different sets of cases (e.g. from the most sensitive to the most specific case definition) using only one sample of controls.

Moreover, in situations where several outbreaks occur at the same time, especially outbreaks linked to similar
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**Table**

Comparing measures of association in the retrospective cohort, case–cohort and traditional case–control studies

<table>
<thead>
<tr>
<th>Type of design</th>
<th>Sample size</th>
<th>Number of cases</th>
<th>Type of measure of association</th>
<th>OR or RR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retrospective cohort</td>
<td>400</td>
<td>100</td>
<td>RR</td>
<td>7.4 (4.8–11.6)</td>
</tr>
<tr>
<td>Traditional case–control</td>
<td>200</td>
<td>100</td>
<td>OR</td>
<td>16.0 (8.0–32.0)</td>
</tr>
<tr>
<td>Case–cohort</td>
<td>200</td>
<td>100</td>
<td>RR</td>
<td>7.4 (4.2–13.1)*</td>
</tr>
</tbody>
</table>

OR: odds ratio; RR: risk ratio.

* Variance derived from a first-order Taylor series approximation.
risk factors, the case–cohort design allows for one single control group to be used as reference group to investigate multiple outcomes.

For example, Martin et al. [5] used a case–cohort study to investigate a *Campylobacter* outbreak in the municipality of Söderhamn, Sweden, linked to the consumption of communal water. Although the number of confirmed campylobacteriosis cases was small (n=101) in comparison to the population of Söderhamn (n=27,765), the use of a traditional case–control study was complicated by the fact that another large outbreak of acute gastrointestinal illness (initially thought to affect more than 20% of the residents) occurred simultaneously, possibly including some unconfirmed cases of campylobacteriosis and possibly linked to the same source. A case–cohort study was conducted, and the control group was a simple random sample of the community, thus including some individuals with gastrointestinal illness. The investigation found that consuming communal water increased the risk of both campylobacteriosis and acute gastrointestinal illness, and the risk increased with the amount of water consumed.

**Conclusions**

We have described the use of the case–cohort design in field epidemiology, and illustrated its strengths and weaknesses through examples.

Among the advantages we identified is that a true estimate of the RR is possible. Although the OR may be good enough in most outbreak situations, there are situations (in particular VE studies) where obtaining a precise estimate of the true RR is important.

Further, the control group represents a random sample of the source population, and detailed disease history is therefore not required. This is particularly advantageous when cases and controls are sampled from different source databases, for instance a surveillance database for cases and a GP practice register for controls.

In addition, the control group can easily be used as a reference group to investigate multiple outcomes.

There are also a few limitations such as reduced statistical power compared with a traditional case–control study and the few analytical challenges, which can be addressed, but need more statistical expertise than a traditional case–control design.
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