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Abstract

Background: The basic reproduction number, $R_0$, is one of the many measures of the epidemic potential of an infection in a population. We estimate HIV $R_0$ over 18 years in a rural population in Uganda, examine method-specific differences in estimated $R_0$, and estimate behavioural changes that would reduce $R_0$ below one.

Methods: Data on HIV natural history and infectiousness were collated from literature. Data on new sexual partner count were available from a rural clinical cohort in Uganda over 1991–2008. $R_0$ was estimated using six methods. Behavioural changes required to reduce $R_0$ below one were calculated.

Results: Reported number of new partners per year was 0 to 16 (women) and 0 to 80 (men). When proportionate sexual mixing was assumed, the different methods yielded comparable $R_0$ estimates. Assuming totally assortative mixing led to increased $R_0$ estimates in the high sexual activity class while all estimates in the low-activity class were below one. Using the “effective” partner change rate introduced by Anderson and colleagues resulted in $R_0$ estimates all above one except in the lowest sexual activity class. $R_0$ could be reduced below one if: (a) medium risk individuals reduce their partner acquisition rate by 70% and higher risk individuals reduce their partner acquisition rate by 93%, or (b) higher risk individuals reduce the partner acquisition rate by 95%.

Conclusions: The estimated $R_0$ depended strongly on the method used. Ignoring variation in sexual activity leads to an underestimation of $R_0$. Relying on behaviour change alone to eradicate HIV may require unrealistically large reductions in risk behaviour, even though for a small proportion of the population. To control HIV, complementary prevention strategies such as male circumcision and HIV treatment services need rapid scale up.

Introduction

The basic reproduction number, $R_0$, of an infection, is the mean number of secondary cases a single infected case will cause in a fully susceptible population. In disease modelling, $R_0$ helps determine whether or not an infectious disease will spread through a population. When $R_0$ is below one, the infection will die out. If $R_0$ is greater than one, the infection may spread in a population. In general, the larger the value of $R_0$, the harder it is to control the infection.

Various methods have been proposed to estimate $R_0$ in HIV epidemics. These include: a method calculating $R_0$ as a product of transmission probability, partner change rate and duration of infectiousness [1–3], a method assuming different transmission probabilities by HIV stage and by gender [4], a method with HIV stage progression probabilities [5], methods with different sexual activity classes [6,7], and combinations of some of the above.

For populations which are no longer completely susceptible, the effective reproductive number, $R_e$, can be used to estimate the average number of secondary infections resulting from each case. We estimated $R_0$ using a number of different methods to give an idea of the possible range of values of estimated $R_0$ and hence show how difficult it may be to eradicate HIV. If desired, $R_e$ could be estimated from $R_0$ and a combination of other factors such as the proportion susceptible in a given period.

The aim of this work was to use different methods to estimate the hypothetical $R_0$, which would give the maximum value for $R_e$, in an HIV epidemic over 18 years in a rural population in South West Uganda; examine the reduction in partner change rates required to lower $R_0$ below one and hence potentially eradicate HIV; and to assess the effect of various scenarios of reductions in partner change rate on $R_0$. 
Methods

Ethics

This work is secondary analysis of data obtained from a rural clinical cohort (RCC). The RCC study was approved by the Uganda Virus Research Institute Institutional Review Board and the Uganda National Council for Science and Technology.

Most estimation methods of $R_0$ of HIV require data on the duration of infectivity of infected individuals, the infectiousness of the virus and new partner formation rates. Partner turnover changes over time, hence $R_0$ will be estimated for each survey year. We considered a range of methods which use the above parameters and are commonly used in literature for calculating $R_0$.

Data

The Medical Research Council (MRC)/Uganda Virus Research Institute (UVRI) research unit on AIDS has followed a “General Population Cohort” (GPC) in South West Uganda since 1989 [8] and in 1990 established a “Natural History Cohort” (NHC), later known as a “Rural Clinical Cohort” (RCC). Initially, the GPC comprised 15 villages; 10 were added in 2000. The RCC, a subset of the GPC, was setup to more closely follow HIV positives and negative controls. The cohort was described in [9], but in brief; initially a random selection of a third of prevalent HIV-positive and all incident HIV-positive adults identified from the GPC were invited to join the cohort. HIV-negative controls matched for age, sex and village of residence were randomly selected from the GPC and also invited to join the cohort. Later on with the introduction of ART, other HIV-positive individuals identified at the study clinic and met the inclusion criteria were also invited to join the cohort[10]. In total 192 HIV-positives and 222 HIV-negatives were enrolled before 2000; while 239 HIV-positives and 56 HIV-negatives were enrolled from 2000 to 2008.

HIV Transmission probabilities and duration of infectiousness were obtained from literature [11] (Table S1), as well as from the cohort data [12–14]. Background mortality, used in one of the methods to help estimate duration of infectiousness, was estimated from the GPC using the Brass relational life table system [15] (Details, Appendix S1).

Partner change rate

Partner change rate was estimated from the RCC where the number of new sexual partners were collected each quarter. The annual partner change rate was calculated by summing the new partners per quarter over four quarters. In cases of missing quarterly data for an individual, annual partner change rate was calculated as:

$$4 \times \text{summed new partners over the non-missing quarterly reports}/(\text{number of quarters in the year with non-missing reports})$$

The lowest sexual activity risk category coded “low” included those reporting zero or one new partner in a year. The medium category included those reporting more than one to two new partners in a year, and the highest risk category included those reporting more than two new partners. Since the RCC is not representative of the population, to estimate the population level sexual behaviour from the RCC, partner change rates were standardized to the GPC on HIV status, age and gender (Details, Appendix S2).

To estimate $R_0$, the “effective” mean partner turnover rate is often used as opposed to the arithmetic mean. The effective mean, denoted here, by $c$, is calculated from the arithmetic mean ($m$) and variance ($\sigma^2$) of the distribution of the number of new partners per unit time:

$$c = m + \frac{\sigma^2}{m} \quad [1,7,16],$$

Anderson and colleagues provide details of Equation 1 [17].

The implication of Equation 1 is that if the variance is high then $c$ will be significantly larger than $m$. According to May and Anderson [16] and Anderson and May [18], this indicates that the core group plays a disproportionate role in the maintenance and transmission of infection. These authors warn that using $m$ as opposed to $c$ in calculating $R_0$ could result in a serious underestimate of $R_0$. Therefore in this work the effective mean partner change rate was used for all methods.

Mixing strategies

For scenarios assuming more than one sexual activity class, defined by partner change rate, we considered two types of mixing; assortative and proportionate. In assortative, all partnerships are formed between partners in the same sexual activity class. Under proportionate mixing, the probability that a partner is selected is proportional to the partner change rate of the prospective partner.

$R_0$ estimation. Let $\beta$ be the probability that an infected individual will infect a susceptible partner over the duration of their relationship, $D$ the average duration of infectiousness (years) and $c$ the average number of new partners acquired by an individual per year. The following methods were used to estimate $R_0$ in this work. We used the numbers indicated against each method to reference the method in subsequent sections.

1. The basic method is the product of $\beta$, $c$ and $D$ [1].
2. The basic method but with varying $\beta$ by HIV stage [5,19]. This includes two scenarios:
   i. Varying $\beta$ by HIV stage
   ii. Varying $\beta$ by HIV stage and including probability of survival to a given HIV stage.
3. A method with two sexual activity classes [7], proportionate and assortative mixing assumed, ignoring gender and assuming fixed $\beta$ for the entire infectiousness period.
4. Adding to (3) by taking gender into account and assuming:
   i. same $\beta$ for male and female
   ii. different $\beta$ by gender
5. The same as (4) but with three sexual activity classes [7].
6. The basic method with different transmission probabilities by gender fixed for the entire infectiousness period.

Method 1 assumes that the probability that a partner is infected is equal to the proportion of partnerships on offer that are from infected people. Methods 1 to 3 ignore gender while the rest are restricted to heterosexual partnerships. In all methods except 2ii it was assumed that everybody who gets infected lives through the entire duration of infection i.e. mean of 11 years [11]. For methods with HIV staging, four stages were assumed: the initial high viraemic stage (mean five months), the asymptomatic stage (mean 8.5 years), the pre-AIDS stage (mean 1.66 years), and AIDS (mean five months) (Details, Appendix S3).

Assessment of partner change rate threshold

To determine the minimum partner change rate that is required to attain $R_0$ less than one, each $R_0$ expression was set to less than one (i.e. $R_0 < 1$) and the expression solved for partner change rate.
Figure 1. Distribution of annual partner turnover in the rural clinical cohort and HIV prevalence in the general population cohort.
doi:10.1371/journal.pone.0083778.g001

Figure 2. Partner change rates per year; by sexual activity class and gender.
doi:10.1371/journal.pone.0083778.g002
<table>
<thead>
<tr>
<th>Year</th>
<th>$R_0$</th>
<th>$R_{0,1}$</th>
<th>$R_{0,2}$</th>
<th>$R_{0,4}$</th>
<th>Proportionate mixing</th>
<th>Low</th>
<th>High</th>
<th>Proportionate mixing</th>
<th>Low</th>
<th>High</th>
<th>Proportionate mixing</th>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>1991</td>
<td>1.64</td>
<td>1.41</td>
<td>1.37</td>
<td>1.54</td>
<td>5.85</td>
<td>-</td>
<td>5.85</td>
<td>5.8</td>
<td>-</td>
<td>5.8</td>
<td>5.46</td>
<td>-</td>
<td>5.46</td>
</tr>
<tr>
<td>1992</td>
<td>0.65</td>
<td>0.56</td>
<td>0.54</td>
<td>0.43</td>
<td>2.31</td>
<td>0.17</td>
<td>4.59</td>
<td>2.72</td>
<td>0.14</td>
<td>5.6</td>
<td>2.56</td>
<td>0.14</td>
<td>5.28</td>
</tr>
<tr>
<td>1993</td>
<td>0.45</td>
<td>0.39</td>
<td>0.37</td>
<td>0.42</td>
<td>2.12</td>
<td>0.32</td>
<td>4.18</td>
<td>2.14</td>
<td>0.29</td>
<td>4.13</td>
<td>2.02</td>
<td>0.28</td>
<td>3.89</td>
</tr>
<tr>
<td>1994</td>
<td>0.56</td>
<td>0.52</td>
<td>0.51</td>
<td>0.58</td>
<td>5.2</td>
<td>0.13</td>
<td>7.12</td>
<td>5.72</td>
<td>-</td>
<td>6.81</td>
<td>5.39</td>
<td>-</td>
<td>6.42</td>
</tr>
<tr>
<td>1995</td>
<td>0.54</td>
<td>0.46</td>
<td>0.45</td>
<td>0.51</td>
<td>4.74</td>
<td>0.1</td>
<td>5.97</td>
<td>4.74</td>
<td>0.1</td>
<td>5.97</td>
<td>4.47</td>
<td>0.1</td>
<td>5.63</td>
</tr>
<tr>
<td>1996</td>
<td>1.55</td>
<td>1.34</td>
<td>1.3</td>
<td>1.25</td>
<td>4.4</td>
<td>0.4</td>
<td>6.69</td>
<td>4.86</td>
<td>0.26</td>
<td>6.69</td>
<td>4.58</td>
<td>0.25</td>
<td>6.31</td>
</tr>
<tr>
<td>1997</td>
<td>1.94</td>
<td>1.67</td>
<td>1.62</td>
<td>1.83</td>
<td>11.06</td>
<td>0.12</td>
<td>11.81</td>
<td>11.22</td>
<td>0.12</td>
<td>12.03</td>
<td>10.58</td>
<td>0.12</td>
<td>11.34</td>
</tr>
<tr>
<td>1998</td>
<td>0.13</td>
<td>0.29</td>
<td>0.26</td>
<td>0.73</td>
<td>4.35</td>
<td>0.2</td>
<td>5.43</td>
<td>4.62</td>
<td>0.21</td>
<td>5.74</td>
<td>4.35</td>
<td>0.2</td>
<td>5.41</td>
</tr>
<tr>
<td>1999</td>
<td>0.38</td>
<td>0.35</td>
<td>0.32</td>
<td>0.15</td>
<td>5.51</td>
<td>0.13</td>
<td>6.44</td>
<td>4.64</td>
<td>0.15</td>
<td>5.64</td>
<td>4.37</td>
<td>0.14</td>
<td>5.32</td>
</tr>
<tr>
<td>2000</td>
<td>2.52</td>
<td>2.17</td>
<td>2.1</td>
<td>1.48</td>
<td>8.61</td>
<td>0.53</td>
<td>10.62</td>
<td>9.06</td>
<td>0.27</td>
<td>10.34</td>
<td>8.55</td>
<td>0.25</td>
<td>9.75</td>
</tr>
<tr>
<td>2001</td>
<td>6.16</td>
<td>5.31</td>
<td>5.15</td>
<td>2.35</td>
<td>9.39</td>
<td>0.26</td>
<td>10.57</td>
<td>7.95</td>
<td>-</td>
<td>8.27</td>
<td>7.49</td>
<td>-</td>
<td>7.79</td>
</tr>
<tr>
<td>2002</td>
<td>1.94</td>
<td>1.67</td>
<td>1.62</td>
<td>1.26</td>
<td>8.72</td>
<td>0.1</td>
<td>9.34</td>
<td>7.91</td>
<td>0.09</td>
<td>8.62</td>
<td>7.45</td>
<td>0.09</td>
<td>8.13</td>
</tr>
<tr>
<td>2003</td>
<td>6.34</td>
<td>5.47</td>
<td>5.3</td>
<td>1.79</td>
<td>33.75</td>
<td>0.43</td>
<td>36.75</td>
<td>11.21</td>
<td>0.19</td>
<td>14.75</td>
<td>10.57</td>
<td>0.18</td>
<td>13.9</td>
</tr>
<tr>
<td>2004</td>
<td>3.38</td>
<td>2.91</td>
<td>2.82</td>
<td>1.79</td>
<td>14.74</td>
<td>-</td>
<td>14.74</td>
<td>11.89</td>
<td>-</td>
<td>11.89</td>
<td>11.21</td>
<td>-</td>
<td>11.21</td>
</tr>
<tr>
<td>2005</td>
<td>1.37</td>
<td>1.18</td>
<td>1.15</td>
<td>0.78</td>
<td>9.18</td>
<td>0.1</td>
<td>9.96</td>
<td>9.44</td>
<td>-</td>
<td>9.69</td>
<td>8.9</td>
<td>-</td>
<td>9.14</td>
</tr>
<tr>
<td>2006</td>
<td>2.04</td>
<td>1.76</td>
<td>1.71</td>
<td>1.25</td>
<td>6.69</td>
<td>0.16</td>
<td>7.8</td>
<td>6.18</td>
<td>-</td>
<td>6.51</td>
<td>5.83</td>
<td>-</td>
<td>6.14</td>
</tr>
<tr>
<td>2007</td>
<td>3.61</td>
<td>3.11</td>
<td>3.02</td>
<td>2.02</td>
<td>12.84</td>
<td>0.17</td>
<td>13.84</td>
<td>9.74</td>
<td>0.12</td>
<td>10.49</td>
<td>9.19</td>
<td>0.12</td>
<td>9.89</td>
</tr>
<tr>
<td>2008</td>
<td>4.99</td>
<td>4.3</td>
<td>4.17</td>
<td>2.68</td>
<td>8.17</td>
<td>0.13</td>
<td>9.09</td>
<td>10.5</td>
<td>0.09</td>
<td>11.29</td>
<td>9.9</td>
<td>0.09</td>
<td>10.64</td>
</tr>
</tbody>
</table>

*“-” implies $R_0$ could not be estimated because, for one or both genders, there were no individuals falling in the sexual activity class.

**Table 1.** $R_0$ estimates from methods 1, 2, 3, 4 and 6.
For instance from method 1, $R_0 = \frac{\beta_c D}{1 - e^{-c D}}$. Expressions for the remaining methods are presented in Table S2.

**Effect of reductions of partner change rate on $R_0$**

We assessed the effect of partner change rate reductions on $R_0$. Using method 5, with three sexual activity classes and same $b$ by gender, we determined the impact on $R_0$ of different reductions in the 2002–2008 average partner change rate within different classes.

**Results**

The annual reported number of new partners ranged between 0–8 (1991–1996) and 0–80 (1997–2008) with a notable increase in the reported number of new partners from 1997 (Figure 1). The highest reported number of new partners in a year among males was 80, while that among females was 16. However, majority (82%–95%) of respondents each year reported zero new partners. On average, 90% (Females: 89%–99%; males: 78%–95%) of respondents reported zero to one new partner, 3% (Females: 0%–7%; males: 2%–7%) reported over one to two new partners and 7% (Females: 1%–7%; males: 2%–18%) reported over two new partners per year.

The arithmetic and “effective” mean partner change rate varied by year and gender; especially for the males (Figure 2a). The effective mean partner change rate ranged between 0–0.3 (low-activity), 1.3–2 (medium-activity) and 3.3–21.9 (high-activity class). For years with high variability in reported number of new partners, the effective means were much higher than the means for years with low variability (Figure 2b–d).

$R_0$ estimates using effective mean partner change rate

The basic method (method 1) yielded $R_0$ estimates ranging between 0.45–6.34. $R_0$ estimates from 1992–1995 were below one. After 1995, $R_0$ estimates were above one and reached 6.34 in 2003. Estimates from method 2 had a similar trend to estimates from method 1 but were lower. From method 3 $R_0$ estimates where proportionate mixing was assumed ranged between 2.12–5.85 (1991–1996) and 4.35–33.75 (1997–2008). Under 100% assortative mixing, in the high sexual activity class, $R_0$ estimates ranged between 4.18–6.69 (1991–1996) and 5.43–36.75 (1997–2008) (Table 1).

Methods 4 and 5 (same $b$ by gender) yielded $R_0$ estimates between 2.14–11.89 and 3.06–15.93 for proportionate mixing under scenarios of two and three sexual activity classes respectively. Under assortative mixing, $R_0$ estimates among the high-activity class were 4.13–14.75 (two activity classes - method 4; Table 1) and 6.64–18.91 (three activity classes - method 5; Table 2).

$R_0$ estimates from method 6 ranged from 0.42–0.58 (1992–1996) and 0.78–2.68 (1997–2008) with 0.78 in 2005, the only year after 1996 in which men had an estimated annual mean partner turnover below one (Table 1).

Assessment of partner change rate threshold to reduce $R_0$ below one

Despite the markedly different $R_0$s, the estimated threshold of the partner change rate, i.e., the value required to bring $R_0 < 1$, was estimated to be at or near 0.57 for all methods (Table 3, Table S2). The percent reductions in the partner change rate required to bring $R_0$ below one are presented in Table 3, column 6. Using an average effective mean partner change rate over the years 2002–
methods that assume proportionate mixing among sexual activity classes indicated that, to bring $R_0$ below one, females would have to reduce their partner acquisition rate by 88% and 89% for the two and three class scenarios respectively. For the males, a reduction of 93% and 94% in the case of two and three activity classes, respectively, is required. If 100% assortative mixing among sexual activity classes is assumed, in the high-activity class, females would be required to reduce their partner acquisition rate by 89% and 91% (two and three class scenarios) while the males would be required to reduce their acquisition rate by 93% and 94% (two and three class scenarios).

Effect of reductions in partner change rate on $R_0$

We calculated the 2002–2008 average effective mean partner change rate and used it in method 5, of three activity classes and assuming same $\beta$ by gender, to assess the effect of, several of, its reductions on $R_0$. Maintaining the low-activity class partner change rate but reducing the medium class rate to low-activity rate (reduction of 94% (males) and 98% (females)) and reducing high class rate to medium-activity level (reduction of 81% (males) and 71% (females)) would result in 77% (proportionate mixing), 96% (medium class) and 77% (high class) reductions in $R_0$ estimates. However, the resulting proportionate and high-activity class $R_0$ estimates would still be above one (Figure 3, scenario c). On the other hand, maintaining low and medium class partner change rates but reducing the high class rate to the threshold level required to bring $R_0$ below one, i.e., by 94% (male) and 91% (female) resulted in a 90% (proportionate) and 93% (high-activity class) reduction in $R_0$ to values of 1.22 and 1.00 respectively (Figure 3, scenario c). If instead the high class partner turnover was reduced by at least 95% for both genders, overall $R_0$ proportionate estimate would be below one (Figure 3, scenario d).

Discussion

To eradicate the HIV/AIDS epidemic in this population, the 8% of the adult population who, on average, reported more than two new partners per year will have to reduce their partner acquisition rate drastically. The low risk takers could maintain their sexual behaviour; the 3% population reporting more than one to two new partners per year would have to reduce their partner acquisition rate by at least 70%; while the 8% high risk population reporting more than two new partners per year would have to reduce the partner acquisition rate by at least 93%. On the other hand, if the 8% high risk takers were the only ones to reduce partner acquisition, a reduction of 95% would be required to eradicate the epidemic.

All methods assuming proportionate mixing yielded $R_0$ above one. Under assortative mixing, estimates for the medium- and high-activity classes yielded $R_0$ estimates above one, while estimates in the lowest sex activity class were below one. The methods using varying $\beta$ by stage (methods 2i and 2ii) yielded lower estimates than those where staging was not considered. Method 3, which ignored gender, produced $R_0$ estimates comparable to methods that assumed exclusively heterosexual partnerships.

Table 3. 2002–2008 average observed and threshold partner change rates, calculated $R_0$ and % reduction in observed partner change rate required to attain $R_0 < 1$.  

<table>
<thead>
<tr>
<th>Method</th>
<th>Class</th>
<th>Threshold rate</th>
<th>2002–2008 average observed rate</th>
<th>$R_0$</th>
<th>% reduction in observed rate required to attain $R_0 &lt; 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.57</td>
<td>1.92</td>
<td>3.38</td>
<td>70%</td>
<td></td>
</tr>
<tr>
<td>2i</td>
<td>0.66</td>
<td>1.92</td>
<td>2.92</td>
<td>66%</td>
<td></td>
</tr>
<tr>
<td>2ii</td>
<td>0.67</td>
<td>1.92</td>
<td>2.83</td>
<td>65%</td>
<td></td>
</tr>
<tr>
<td>3 proportionate</td>
<td>0.57</td>
<td>7.61</td>
<td>13.39</td>
<td>93%</td>
<td></td>
</tr>
<tr>
<td>3 assortative</td>
<td>Low</td>
<td>0.57</td>
<td>0.09</td>
<td>NA*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>8.25</td>
<td>14.5</td>
<td>93%</td>
<td></td>
</tr>
<tr>
<td>4 proportionate</td>
<td>Male</td>
<td>0.57</td>
<td>7.82</td>
<td>10.53</td>
<td>93%</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>4.58</td>
<td>88%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 assortative</td>
<td>Male Low</td>
<td>0.57</td>
<td>0.09</td>
<td>0.12</td>
<td>NA*</td>
</tr>
<tr>
<td></td>
<td>Female Low</td>
<td>0.02</td>
<td>NA*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Male High</td>
<td>8.31</td>
<td>11.38</td>
<td>93%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Female High</td>
<td>5.04</td>
<td>89%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 proportionate</td>
<td>Male</td>
<td>0.57</td>
<td>8.95</td>
<td>12.22</td>
<td>94%</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>5.3</td>
<td>89%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 assortative</td>
<td>Male Low</td>
<td>0.57</td>
<td>0.09</td>
<td>0.12</td>
<td>NA*</td>
</tr>
<tr>
<td></td>
<td>Female Low</td>
<td>0.02</td>
<td>NA*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Male Medium</td>
<td>1.91</td>
<td>3.31</td>
<td>70%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Female Medium</td>
<td>1.85</td>
<td>69%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Male High</td>
<td>10.05</td>
<td>14.17</td>
<td>94%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Female High</td>
<td>6.45</td>
<td>91%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Male 0.43</td>
<td>2.14</td>
<td>1.69</td>
<td>80%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Female 0.85</td>
<td>0.49</td>
<td>NA*</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Per cent reduction not calculated since the observed rate was below the threshold.

doi:10.1371/journal.pone.0083778.t003
For methods 4 and 5, under proportionate mixing, estimates from the two class scenario were in general lower than those under the three class scenario. A similar trend was observed in the high-activity class (assortative mixing). Method 5 where three sexual activity classes were used demonstrated the contribution of a small proportion of high risk individuals on the epidemic.

Figure 3. Effect of reduction in the 2002–2008 average effective mean partner change rate on \( R_0 \) estimates from method 5.

doi:10.1371/journal.pone.0083778.g003
Comparison of $R_0$ estimates in the high-activity class (two class scenario) to those in the medium- and high-activity classes (three class scenario) indicated that merging the medium- and high-activity classes in the two case scenario, masked the effect of the high-activity class. We observed estimates in the range of 4.13–14.75 (two class scenario) compared to 6.64–18.91 (three classes scenario) using same $\beta$ by gender.

Estimates from method 6, with all individuals belonging to one sexual activity class and varying $\beta$ by gender, were lower than estimates from the basic method but with similar trend. In general, estimates assuming different transmission probabilities by gender were lower than those where a non-gender specific transmission probability was used. The differences arose because we estimated the non-gender specific transmission probability as an arithmetic mean of the gender specific transmission probabilities, $R_0$ formulae using gender specific transmission probabilities implied that we were essentially using a geometric mean of the two probabilities and this is lower than the arithmetic mean. If the non-gender specific transmission probability had been estimated using a geometric mean as opposed to an arithmetic mean, the resulting $R_0$ estimates would have been identical to those from methods where we assumed gender specific transmission probabilities. Thus attaining equal $R_0$ estimates using non-gender and gender specific transmission probabilities would require that the non-gender specific $\beta$ is equal to 0.1508, the square root of the product of the gender specific $\beta$.

The similarity in the estimates of the partner change rate threshold for the various methods (all around 0.57 partners per year) was because they all depended on the relationship $c < \frac{1}{\beta_D}$ (Table S2). These results imply that to be able to bring $R_0$ below one, the overall mean partner change rate should not be more than 0.57 partners per year, i.e., approximately not more than 1 partner every two years. To lower the effective partner change rate would require either a reduced mean partner turnover or a reduced variance in partner turnover which could be achieved by focussing on reducing the partner turnover among those with very high partner turnover while allowing those with low partner turnover to remain the same, or a combination of both.

This work has some limitations. From the empirical data we noted that although the partner change rates in the two genders were in comparable range for most years, during 2003, 2007 and 2008, there was a wide gap. This highlights the drawback of using reported sexual behaviour data. Also in 1992, 1994, 2002 and 2003, females did not report more than one to two new partners in a year. This meant that $R_0$ in the medium sexual activity class (three class scenario) under 100% assortative mixing was zero. However, we are aware that the assumptions of 100% assortative mixing and full proportionate mixing are on extreme ends. 100% assortativity provides the plausible minimum and maximum $R_0$ estimates from the low-activity and high-activity classes respectively; while assessing 100% proportionate mixing does the opposite. It provides the maximum and minimum $R_0$ estimates from the low-activity and high-activity classes, respectively. In reality, mixing is somewhere between proportionate and 100% assortative [20,21]. As such, these scenarios are used to provide minimum and maximum $R_0$ estimates.

Another problem that could arise is the over estimation of the effective mean partner change rate in certain sexual activity groups. Although the sample sizes in the RCC are not small, ranging from 121 to 352 per year; once we have stratified by HIV status, age group, and gender, the numbers can become small. This is likely to impact on the precision of the estimated effective mean.

Conclusion

This work demonstrated that there can be differences in $R_0$ estimates by method of estimation. Estimates depend on the assumptions that one makes especially regarding to mixing. For instance ignoring existence of variation in sexual behaviour and not examining how people mix may lead to underestimation of $R_0$. We have also shown that the amount of reduction in partner turnover necessary in our population in order to bring $R_0$ under one would be very high, so achieving HIV eradication through this strategy alone may be infeasible. Complementary HIV prevention strategies such as male circumcision and HIV treatment services therefore need rapid scale up.
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